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Atomization is often accompanied by phase change, which could significantly affect
performance parameters such as the cooling efficiency and combustion efficiency of
atomization. Nevertheless, the effect of phase change on jet atomization is rarely
numerically studied due to the complexity of the coupling of the aerodynamics and the
thermodynamics as well as the modelling difficulty caused by the cross-scale flow. In
this study, comprehensive direct numerical simulations were carried out to evaluate the
effects of phase change on the primary breakup and secondary atomization. Two methods
dealing with phase-interface movement and mass transfer across the interface are built
to meet the requirements of different modelling scales and Weber numbers. Simulation
results indicate that phase change affects the flow behaviours and volume distribution of
broken droplets in the primary breakup. In the secondary atomization, phase change leads
to significantly different deforming morphologies of droplets with low Weber number and
a more thorough breakup of droplets with high Weber number.

Key words: aerosols/atomization, computational methods, gas/liquid flow

1. Introduction

Atomization is a common phenomenon in applications such as cryogenic wind tunnels,
aerospace engines and spray cooling. The quality of atomization often determines some
important performance parameters. For example, the cooling efficiency in spray cooling is
directly affected by the droplet distribution and atomization cone angle (Liu et al. 2017).
Therefore, it is essential to clarify the atomization mechanism and related physics for
scientific and practical applications. Literature survey shows that it remains challenging
to explain the jet atomization process affected by the aerodynamic effect. Moreover,
the coupling with thermodynamic effects such as evaporation and flash boiling makes
this process more complex. In short, the research on atomization mechanisms and
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the prediction of atomization characteristics are the hotspots and difficulties of past
decades.

The atomization process is usually divided into primary breakup and secondary
atomization. In primary breakup, the liquid jet is broken into ligaments and drops under the
effect of aerodynamics and turbulence. Subsequently, these ligaments and droplets further
break, collide or coalesce to form smaller droplets, known as secondary atomization.
Atomization has been studied for more than a century, and numerous theoretical (Lin
& Lian 1990; Yang 1992; Gordillo, Pérez-Saborid & Gañán-Calvo 2001), experimental
(Linne et al. 2006; Wang et al. 2016; Heindel 2018) and numerical simulation (Lebas
et al. 2006; Hoyas et al. 2013; Anez et al. 2019) studies have been carried out. Compared
with numerical investigations, theoretical research is limited to predicting a certain part
of atomization, and in experimental research it is currently difficult to observe the
breakup details of jet, ligaments and drops. Early numerical studies mainly employed the
Lagrangian–Eulerian method and focused on atomization characteristics. The empirical
atomization models such as the blob model (Reitz 1987) in the primary breakup, and
the Taylor analogy breakup (TAB; O’Rourke & Amsden 1987), droplet deformation and
breakup (DDB; Ibrahim, Yang & Przekwas 1993) and Rayleigh Taylor (RT; Patterson &
Reitz 1998) models in secondary atomization were consequently proposed. However, some
fundamental issues such as the atomization mechanism and the evolution of gas–liquid
interface have not been concluded.

1.1. Direct numerical simulation of jet atomization
With the rapid development of computer technology in recent years, it has become possible
to establish a high-precision simulation of atomization using direct numerical simulation
(DNS) and interface capture methods (volume of fluid (VOF), level set). However, DNS
modelling of the entire spray process, including the primary breakup and secondary
atomization, is still beyond current computational capacity. Therefore, most studies only
focus on the primary breakup near the nozzle or the secondary atomization downstream.

For the primary breakup, DNS research has significantly advanced our understanding
of the breakup mechanism. Herrmann (2011) simulated the primary breakup of a liquid
injected into a static high-density gas environment using the refined level set grid method.
The results show that turbulence is one of the driving factors for liquid breakup near the
nozzle, and the statistical distribution of the droplets in the simulation is closely related
to the resolution of the grid. Shinjo & Umemura (2010, 2011a,b) studied several physical
phenomena such as the formation of ligaments, development of surface unstable waves
and the production of liquid droplets in a high-speed jet. Jarrahbashi & Sirignano (2014)
studied the vortex dynamics in the primary breakup of a cylindrical jet and suggested that
the circumferential instability of the jet was related to the vortex. Zandian, Sirignano &
Hussain (2017, 2018, 2019) further analysed the vortex dynamics of the primary breakup
process of a plane jet and a cylindrical jet. Based on the liquid Reynolds number (Rel)
and gaseous Weber number (Weg), three main atomization mechanisms with different
characteristic lengths and time scales were defined. The effects of inertial force, vortex,
pressure, viscosity and surface tension on the three-dimensional (3-D) instability of the
axisymmetric Kelvin–Helmholtz (K–H) structure were also evaluated. Agarwal & Trujillo
(2018) studied the breakup of a jet surface and core using the VOF method and compared
it with the Orr–Sommerfeld linear stability theory. They showed that the prediction of
the most unstable wave near the nozzle in simulation is consistent with the theory, but
the linear theory only acts on the jet surface instead of the jet core. Salvador et al.
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(2018) numerically analysed the effect of different boundary conditions on atomization
by imposing synthetic turbulence boundary conditions.

To reduce the grid number and improve the computational efficiency, an adaptive mesh
algorithm (AMR) based on octree grids (Popinet 2009) was applied in the atomization
simulation. Fuster et al. (2009) used AMR to simulate primary breakup under different
Reynolds numbers. The results show that the numerical result is consistent with the linear
theory in the modelling of multiscale complex interface deformation. Yang & Turan (2017)
studied the effect of forced disturbance on the atomization of high-speed and low-speed
jets using the VOF method based on AMR grids. The results indicate that the jet has a
more obvious response to low-frequency disturbance, which also has a greater effect on
the atomization characteristics.

For the secondary atomization, DNS studies mainly focused on the investigation
of droplet deformation and breakup. Jalaal & Mehravaran (2012) classified the
droplet-breakup mechanisms into deformation, bag formation and bag breakup by carrying
out DNS modelling of droplets falling in a static gas environment. Khare et al. (2013)
evaluated the effects of physical properties on different breakup forms of a Newtonian
liquid droplet under high pressure. Accordingly, a generalized state diagram using the
simulation data was summarized to predict the breakup mode of Ohnesorge number
(Oh) < 0.1. Shao, Luo & Fan (2017) performed a detailed numerical simulation of the
unsteady drag coefficient of deformable droplets using the mass conservation level-set
method. It was found that the unsteady drag coefficient is always greater than the steady
standard drag coefficient. And droplet deformation and acceleration variation have the
largest impact on the unsteady drag coefficient, followed by the Weber number. Jain et al.
(2019) numerically studied the effect of the density ratio and Reynolds number on the
dynamics of droplet deformation under medium We number (20−120). A phase diagram of
density ratio−Weber number was proposed, reflecting the variation in droplet deformation
with different parameters.

1.2. Phase-change numerical methods in DNS
The jet breakup and atomization are usually accompanied by strong evaporation. Most
of the abovementioned DNS studies on the atomization mechanism only focused on the
analysis of jet flow with mechanical effects and ignore the thermodynamic processes. To
the best of our knowledge, the mechanism of primary breakup and secondary atomization
under phase-change conditions has rarely been reported. It is often believed that the time
scale of the jet breakup is much smaller than that of phase change so that phase change has
a negligible effect. However, the numerical results reported by Huang & Zhao (2019) show
that the breakup and atomization characteristics in a high-temperature environment are
significantly different from those in a low-temperature environment. Unfortunately, only
the macroscopic characteristics such as temperature and vapour mass fraction distribution
have been analysed. The microscopic breakup mechanism remains to be elucidated.

The interface movement accompanied by heat and mass transfer across the interface is
one of the biggest challenges in the DNS modelling of atomization with phase change.
The coupling of empirical formulas and governing equations is simple and widely used
(Jeon, Kim & Park 2011; Pan et al. 2012). However, these methods cannot accurately
simulate the heat and mass flux across the gas–liquid interface due to the limitation of
empirical parameters. Therefore, more accurate numerical methods based on DNS have
been proposed to determine the heat and mass transfer as well as the jump of various
physical quantities across the interface. The methods can be classified into two types as
follows.
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The first one discretely deals with the jump of the physical quantities across the interface
using the ghost-fluid method, and the capture of the interface with the level-set method.
Gibou et al. (2007) simulated the evaporation of 2-D droplets based on the level-set
method. The Dirichlet boundary condition was applied at the interface to solve the
energy equation assuming the interface temperature equal to the saturation temperature.
Tanguy, Ménard & Berlemont (2007) conducted a numerical study on the evaporation
of both stationary and moving droplets in the air. The evaporation rate was calculated
according to the mass fraction gradient at the interface. Rueda Villegas et al. (2016)
proposed a numerical method that considers both interface boiling and evaporation. The
energy and mass fraction equations are coupled through thermodynamic analysis, and the
non-uniform Dirichlet and Robin boundary conditions are used at the interface.

The second type of method continuously models the interface based on the VOF
interface convection framework. Each physical quantity continuously varies near the
interface in this method. Hardt & Wondra (2008) reported a vaporization algorithm and
applied a mass source term at the interface to describe the phase-change mass transfer.
Taking into account the pressure fluctuations that may be caused by the point source
term in the VOF sharpening interface method, they used the non-homogeneous Helmholtz
equation to alleviate this problem, which can smooth the mass flux around the interface.
Georgoulas, Andredaki & Marengo (2017) further extended the Hardt & Wondra’s (2008)
method, separating the heat and mass transfer from interface localization by deleting the
mass flux source term in the grid containing the interface. The quantitative effects of basic
control parameters on the detachment characteristics of isolated bubbles in pool boiling
were investigated. Similarly, Wang & Yang (2019) artificially set a sink layer in the liquid
phase and a source term layer in the gas phase close to the interface to evaluate the source
terms in the mass, energy and composition equations. This method has the advantages of
high accuracy and easy implementation compared with the traditional method of directly
processing phase changes at the interface.

In addition, new methods based on other interface-capturing methods or interface jump
processing have been proposed. Sato & Ničeno (2013) reported a new phase-change
numerical methods based on the mass conservation interface tracking method. The speed
jump across the interface can be accurately captured owing to the sharp distribution
of mass transfer. Malan (2018) solved the liquid velocity at the interface by dividing a
subdomain at the interface. The technique effectively solves the conservation problem
of the geometric VOF convection method owing to the discontinuity of the velocity at
the interface. Lee, Riaz & Aute (2017) proposed a new hybrid method that combines
the smooth processing of mass flux with the sharp processing of speed jumps, surface
tension, momentum recoil and temperature gradient to solve the pressure fluctuations at
the interface to a certain extent.

1.3. Problems and objectives
The following problems need to be settled for establishing a DNS study of atomization
with phase change: (i) the great scale span of the primary breakup and secondary
atomization makes the complete simulation of jet atomization an almost impossible task
with the current computational performance; (ii) a sharp normal velocity jump across
the interface (also called Stefan flow) due to the gas–liquid phase change significantly
affects the temperature field. In reverse, the precision of phase-change method is directly
determined by the accurate calculation of the temperature gradient near the interface; (iii)
due to the complex deformation of the interface and cross-scale conditions in breakup,
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n

1

κ

Figure 1. Schematic diagram of interface normal vector n and interface curvature κ . The dotted circle in the
figure is the curvature circle, and the radius of the circle is the curvature radius r = 1/κ .

the small droplets generated by atomization occupy only a few grids, causing additional
challenges to the phase-change modelling process.

To overcome the abovementioned difficulties, this study separately performs the primary
breakup and secondary atomization processes. The primary breakup and the secondary
atomization with high We number are simulated using an interface shift method (ISM)
is to decouple the mass transfer and velocity fields. The effect of the Stefan flow is
ignored considering that the inertial effect is much greater than the phase-change effect.
For low We secondary atomization, we build a source term diffusion method (STDM)
to couple mass transfer separation from interface localized and sharpening interface
temperature techniques. STDM relieves the pressure fluctuations while ensuring the
calculation accuracy of the mass flux rate. Moreover, it can accurately simulate the
heat and mass transfer and the speed jump across the interface. The simulations are
achieved in a well-developed geometric VOF based software ‘Basilisk’, which employs
an adaptive mesh technology to reduce the number of grids. The accuracy of the two
phase-change methods was verified through several examples, and then investigations of
primary breakup and secondary atomization are carried out.

2. Numerical methods

2.1. Governing equations
The two-phase 3-D incompressible Navier–Stokes (N-S) equation can be expressed as
follows:

ρ(∂tu + u · ∇u) = −∇p + ∇ · (2μD) + σκδsn, (2.1)

where u is the velocity vector, ρ is the fluid density, p is the pressure, μ is the fluid viscosity
and D is the deformation rate tensor defined by

D = 1
2 [(∇u) + (∇u)T]. (2.2)

The last term in (2.1) denotes the surface tension term, where σ is the surface tension
coefficient, κ is the surface curvature and δs is the Dirac-delta function, n is the normal
vector at the interface as shown in figure 1, so that the surface tension only acts on the
phase interface.
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The continuity equation can be expressed as follows:

∇ · u = 0. (2.3)

Using the VOF method to capture the gas–liquid interface, the volume fraction is
convective with the velocity field. The transport equation yields

∂tf + ∇ · ( f u) = 0, (2.4)

where f denotes the volume fraction of the liquid phase. The physical properties in the
flow field can be calculated from the local volume fraction

ρ( f ) ≡ f ρl + (1 − f )ρv

μ( f ) ≡ f μl + (1 − f )μv

}
, (2.5)

where the subscripts l and v represent liquid and gas, respectively.
The temperature distribution has a decisive effect on the phase-change process. By

ignoring the viscous dissipation, the energy equation describing the temperature field
variation can be written as follows:

ρcp

(
∂T
∂t

+ u · ∇T
)

= ∇ · (λ∇T), (2.6)

where T is the temperature field, cp is the heat capacity of the fluid and λ is the thermal
conductivity.

When phase change occurs, the liquid portion passes across the interface with a certain
mass flow rate and expands to form vapour. The relationship between local mass flow rate
per unit area ṁ, interface velocity uΓ and the velocity of gas and liquid phase can be
obtained according to the conservation of mass

ρl(uΓ − ul) · n = ρv(uΓ − uv) · n = ṁ. (2.7)

Therefore, the normal velocity jump conditions on both sides of the interface can be
obtained as follows:

uv − ul =
(

1
ρv

− 1
ρl

)
ṁ, (2.8)

where ṁ can be determined from the heat flow on both sides of the interface

ṁ = (ql − qv) · n
hfg

= ((λ∇T)l − (λ∇T)v) · n
hfg

, (2.9)

where hfg represents the latent heat.
In the mixing cell containing the interface, the continuity equation is corrected

according to the speed jump condition due to the phase change

∇ · u =
(

1
ρv

− 1
ρl

)
m̈, (2.10)

where m̈ is the source term of mass transfer per unit volume, which can be obtained by
transforming the local mass flow rate

m̈ = ṁδΓ , (2.11)

where δΓ is the interfacial surface area density which can be defined as follows:

δΓ = SΓ

Vcell
, (2.12)

where SΓ is the area of phase interface in the mixing cells, and t′ = 5 is the volume of the
mixing cell.
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2.2. Numerical methods
1) Projection method for N-S equation and geometric VOF convection method

The incompressible N-S equation is solved using the projection method, and the
geometric VOF convection method is used to capture the phase interface. The detailed
numerical method can be found in Popinet (2003, 2009).The second-order staggered
discretization is used in the unsteady term, and the solution is divided into two steps.
Firstly, a temporary velocity is calculated by ignoring the effect of pressure

ρn+1/2
[

u � − un

	t
+ un+1/2 · ∇un+1/2

]
= ∇ · [μn+1/2(Dn + D �)] + (σκδsn)n+1/2.

(2.13)
Subsequently, the speed is corrected by considering the effect of pressure as follows:

un+1 = u � − 	t
ρn+1/2 ∇pn+1/2. (2.14)

The velocity field satisfies the continuity equation as follows:

∇ · un+1 = 0. (2.15)

Coupling (2.14) with (2.15), the Poisson equation for solving the pressure field can be
obtained as follows:

∇ ·
[

	t
ρn+1/2 ∇pn+1/2

]
= ∇ · u �. (2.16)

The geometry VOF advection method is used to describe the interface. The Eulerian
implicit–explicit format is used in time discretization. The piecewise linear interface
construction (Scardovelli & Zaleski 1999) method is applied and the interface normal
is computed by the mixed-Youngs-Centred method (Aulisa et al. 2007). The location
of the interface in the cell is calculated based on the method of Scardovelli and
Zaleski (Scardovelli & Zaleski 2000). The multi-dimensional VOF advection scheme uses
dimension splitting (Weymouth & Yue 2010) i.e. advects the field along each dimension
successively using a 1-D scheme. An interface reconstruction is performed to avoid
numerical diffusion after completing the update in each direction. The discrete format
can be expressed as follows:

f n+1/2 − f n−1/2

	t
+ ∇ · ( f nun) = 0. (2.17)

2) Phase-change numerical methods

A. Interface shift method
The ISM considers the volume change of two phases by ignoring the Stefan flow during

the phase change. The basic idea is to calculate the shift velocity of the interface uI
according to the mass flow rate. By superimposing uI with the original velocity field,
it solves the VOF convection equation, and then restores the velocity field. More details
about the numerical method are attached in Appendix A.1

uI = ((λ∇T)l − (λ∇T)v) · n
ρlhfg

. (2.18)

The ISM directly changes the position of the interface to achieve the phase change, so
the mass conservation issue in it needs to be further explored. The detailed description
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d1

d2

T1
I

T2
I

Figure 2. Second-order stencil of interface normal gradient. Here, TI
1 and TI

2 are two interpolation points
obtained by quadratic interpolation of three points (circle points) on vertical lines (the angle between the
interface normal and the horizontal plane is less than 45°). Otherwise, we use three points on the horizontal
line; d1, d2 are the distances from the two intersection points to the interface, respectively.

of this method can be found in Magdelaine (2019b), and the source code and verification
examples can be browsed in Magdelaine’s sandbox (Magdelaine 2019a).

B. Source term diffusion method
In the secondary atomization, the velocity of the droplets produced by the primary

breakup decreases under the action of aerodynamic resistance. Therefore, the phase change
has an important influence on the flow field at a low We number, and the relatively smooth
deformation interface of the low-velocity droplets reduces the difficulty of modelling.
A new phase-change method (STDM) was established to describe the flow jump near
the interface. STDM applies Dirichlet boundary conditions to the gas–liquid interface to
sharpen the temperature field and improve the accuracy of the heat and mass transfer flux
calculations.

First, ṁ was also obtained according to (2.9) at the interface. The calculation of heat
flow requires the determination of temperature gradients on both sides of the interface. To
ensure the accuracy of the gradients, unlike Magdelaine’s (2019b) approximate estimation,
we employ a second-order-precision gradient calculation method, which uses data in the
pure liquid or gas cells for calculation. The first pair of parallel grid lines are selected that
intersect with the line normal to the interface, but the grid lines do not pass through the
current cell, as shown in figure 2. The values of the two intersections can be obtained by
quadratic interpolation (biquadratic interpolation in three dimensions). Subsequently, the
gas or liquid temperature gradient at the interface can be obtained as follows:

∂T
∂n

= 1
d2 − d1

(
d2

d1
(TΓ − TI

1) − d1

d2
(TΓ − TI

2)

)
, (2.19)

where TΓ is the phase interface temperature with the assumption of the system remaining
at the saturation temperature (i.e. TΓ = Tsat) during the phase change. For a few special
cells where TI

1, TI
2 cannot be obtained in a complex interface flow simulation, this stencil is

unavailable. For the degenerate cases (TI
1, TI

2 cannot be calculated), the gradient is defined
using the boundary value and the cell-centre value. For the case such that TI

2 cannot be
calculated, a lower-order stencil is employed.
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Vapour

Positive

Negative

Liquid

Zero

Figure 3. Distribution of source terms in the computational domain. The red area on the gas side has a positive
mass transfer source term. The blue one in liquid represents the negative source term. The source term is equal
to 0 in cells far away from the interface or including the interface.

Then, the mass source term can be calculated using (2.9) and (2.11). However, the mass
source term only acts on the mixing cell, which will cause pressure parasitic fluctuations
when solving the pressure Poisson equation. Hardt & Wondra (2008) proposed a method
for diffusing the source term, making the source term more evenly distributed in the
multilayer grid near the interface to alleviate the instability. In this study, a similar method
was used by adding a negative mass source term to the liquid phase close to the interface to
simulate the recession of the interface to the liquid side during phase change. At the same
time, an equivalent positive mass source term was added to the vapour side to simulate the
volume expansion of the liquid. See Appendix A.2 for more details, and finally the mass
transfer source was obtained as (2.20). The distribution of source term in the calculation
domain is shown in figure 3

m̈ = NvHv(0.5 − f )m̈1 − NlHl( f − 0.5)m̈1, (2.20)

where Nv, Nl is the scale factor for vapour and liquid respectively, H is the Heaviside
function. Then, modifying the continuity equation as follows:

∇ · u =
...m
ρ

. (2.21)

The corrected pressure Poisson equation can be obtained by coupling (2.21) with (2.14)

∇ ·
[

	t
ρn+1/2 ∇pn+1/2

]
= ∇ · u � − m̈

ρ
. (2.22)
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The accurate solution of the temperature field is the key to evaluating the phase-change
process. The temperature field depends on the velocity field and the temperature field
also reacts onto the velocity field because the mass flow rate is calculated from the
temperature gradient. The main challenge in solving this problem is how to keep the
interface temperature equal to the saturation temperature. Here, an embed boundary
method (Johansen & Colella 1998) was used, which applies the Dirichlet boundary at the
gas–liquid interface, and energy equations of gas and liquid phases are solved respectively.
The energy equation can be discretized as follows:

Tn+1/2 − Tn−1/2

	t
+ (u · ∇T)n+1/2 = ∇ ·

((
λ

ρcp

)
∇T

)n+1/2

. (2.23)

The calculation of the convection term is similar to that of the VOF convection equation.
A detailed description can be found in Popinet (2009). The diffusion term is discretized
using the finite volume method and the boundary condition is that considered in the
discretization format of the grid containing the interface, as in (2.24). The detailed
numerical method can be found in Appendix A.3

α∇ · ∇T = α

	x	yfi,j
(Fi+1/2,j − Fi−1/2,j + Fi,j+1/2 − Fi,j−1/2 − FΓ

i,j), (2.24)

where α = λ/ρcp is the thermal diffusivity; 	x and 	y are the length and width of the
grid, respectively. The subscripts i and j represent the grid label.

The calculation steps of each time step of STDM are summarized as follows:

(i) Using (2.19), calculate the gas–liquid normal gradient at the interface and then
determine the phase-change mass flow rate from (2.9).

(ii) Diffuse the mass flow source term to obtain the final volume source term field m̈.
Solve the VOF convection equation and energy equation convection term, and use m̈
to modify the continuity equation.

(iii) Using the approximate projection method, update the velocity and pressure field at
the next step.

(iv) Apply the Dirichlet boundary condition at the interface by the embedded boundary
method to solve the diffusion term of the energy equation.

3. Method validation

The validation cases use different mesh resolutions, and the related information is given in
Appendix B.1. Although Basilisk has been extensively verified as a two-phase flow solver,
a second atomization experiment (Flock et al. 2012) is used to conduct the validation in
the present work. The results are in good agreement with experiment, and validation can
be found in Appendix B.2.

3.1. Stefan problem
The Stefan problem was first used by Welch & Wilson (2000) to validate their
phase-change numerical methods successfully, and it has since been widely used in the
validation of incompressible phase-change simulations. The physical model of Stefan
problem is shown in figure 4. The liquid temperature at the initial moment is set as
the saturation temperature, and the wall is superheated with a certain degree. A thin
vapour layer exists between the liquid and wall, whose thickness increases with phase
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Twall
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Figure 4. Stefan problem test case. There is a vapour layer between the superheated wall and the liquid, in
which the temperature is linearly distributed. The vapour layer continues to grow under the action of phase
change.

ρ kg m−3 cp J (kg K)−1 μ Pa s λW (m K)−1 σ N m−1

Liquid 958.4 4216 2.82 × 10−4 0.68 0.059
Vapour 0.597 2030 1.23 × 10−5 0.025

Table 1. Physical properties of water (P = 101.3 kPa, T = 373 K).

change driven by the temperature gradient. Ignoring the effect of gravity, the face-to-face
boundary of the hot wall is set as a free flow condition. This problem has an analytical
solution that can be found in Appendix B.3.

The calculation domain size is set as 10 mm × 10 mm, and the wall superheat is
10 K. The main physical parameters are shown in table 1. In order to avoid the influence of
the initial transient behaviour and describe the temperature field accurately, the simulation
starts at 0.2824 s with an existing vapour-layer thickness equal to 0.3225 mm according to
the analysis solution.

Figure 5 shows a comparison between the numerical vapour-layer thicknesses by the
two methods with different grid resolutions and the analytical results. It indicates that
the numerical simulation results are always consistent with the analytical solution with
all three different resolutions. Figure 6 shows the temperature distribution with different
resolutions. The temperature distribution slightly deviates from the analytical solution with
a sparse grid (Level = 6). With a fine grid (Level = 8), the numerical modelling performs
completely consistent with the analytical solution.

3.2. Bubble growth under no gravity
Simulation of the growth of a single bubble under no gravity conditions was also
conducted to verify the accuracy of the numerical methods. The temperature of a spherical
bubble is the saturation temperature at the initial moment. The liquid temperature is
superheated with a certain degree of superheat, providing the required latent heat for the
phase change. Scriven (1959) theoretically derived an analytical solution for the bubble
growth, which was then widely used in boiling-related numerical simulation verifications.
The analytical solution can be found in Appendix B.4.

By ignoring the effect of gravity, the bubble growth in superheated water at 101 kPa
was simulated, and the physical properties are consistent with those in § 3.1, as shown
in table 1. The liquid superheat is 2 K, and the initial radius of bubble is 20 μm,
corresponding to the moment t = 0.023 ms in the analytical solution. The temperature

935 A16-11

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
1.

11
58

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2021.1158


X. Gao, J. Chen, Y. Qiu, Y. Ding and J. Xie

2.0(a) (b)

Analytical
Level = 6
Level = 7
Level = 8

Analytical
Level = 6
Level = 7
Level = 81.5

1.0
1.95

1.90

1.85

1.80

1.75

8.8 9.0 9.2 9.4 9.6 9.8

δ
 (

×
1
0

–
3
 m

)

0.5

0

2.0

1.5

1.0

0.5

02 4 6

Time (s)
8 10 2 4 6

Time (s)
8 10

Figure 5. Variation in interface position in numerical and analytical calculations. Level denotes grid
refinement level. The black solid line is the analytical solution, and the coloured dots are the simulation results
at different resolutions. (a) ISM and (b) STDM.
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Figure 6. Temperature distribution at t = 9.75 s with different grid resolutions. Here, the Y-axis represents
the dimensionless temperature (T − Ts)/(Tw − Ts). (a) ISM and (b) STDM.

distribution at this moment was calculated from the analytical solution, providing the
initial temperature field for the numerical simulation. The results show that the thickness
of the temperature boundary layer is approximately 5.2 μm. The calculation domain size is
400 μm, and three different grid sizes of Δ equal to 1.56 μm, 0.78 μm and 0.39 μm were
used in the simulations. The grids were adaptively refined according to the temperature
field and volume fraction field to reduce the computational cost.

Figure 7 shows a comparison between the simulated bubble radius variations and the
analytical solution. The simulated results of ISM significantly deviate from the analytical
results, while the results with STDM gradually converge to the analytical solution as
the grid level increases. It is confirmed that the STDM has a significant advantage in
the bubble growth problem compared with the ISM. Figure 8 shows the temperature
distribution of bubble growth simulated by ISM and STDM at t = 60 μs. The temperature
boundary layer calculated using the ISM is very thin, while it is slightly thicker when using
the STDM. The bubble rapidly grows with ISM owing to the large temperature gradient at
the interface according to (2.9).
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Figure 7. Comparison of bubble radius variation obtained by simulation and analytical solution. The black
solid line is the analytical solution, the coloured solid points are the simulation results obtained by using ISM
at different resolutions and the hollow points are using STDM.
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Figure 8. Temperature contour near the bubble at t = 60 μs. The black curve refers to the gas–liquid
interface, and the coloured ones refer to the temperature contours. (a) ISM and (b) STDM.

To gain more insight into the difference between these two methods, the distributions
of pressure and velocity vector by the two methods are compared in figure 9. Figure 9(a)
reveals that an annular velocity appears near the interface in the simulation with ISM.
Considering that ISM ignores the effect of phase change on the velocity field, the annular
flow here is artificially caused by the surface tension model. As shown in figure 9(b),
an obvious speed jump across the gas–liquid interface occurs, which is also an artificial
flow inside the bubble near the interface by STDM. The phase-change mass source term
distribution shown in figure 10 indicates that the spatial distribution of mass source terms
is not uniform due to the limitations of discrete processing of numerical calculations. A
relatively large artificial velocity occurs inside the bubble where the mass source term is
large. Therefore, it is preliminarily believed that the artificial flow in the simulation with
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Figure 9. Pressure distribution and velocity vector near the gas–liquid interface at t = 60 μs. The solid blue
line is the gas–liquid interface, the black arrow is the velocity vector, the left side of the interface is the vapour
phase and the right side is the liquid phase. (a) ISM and (b) STDM.
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Figure 10. Distribution of phase-change mass source term and velocity vector with STDM at t = 60 μs. The
red solid line is the gas–liquid interface, and the black arrows are the velocity vectors.

STDM is caused by the uneven distribution of the source term. This phenomenon can
be alleviated by refining the grids around the interface. The artificial flow is so small as
shown in figures 9(b) and 10 compared with the original velocity field that its impact
on the heat and mass transfer simulation can be ignored. Moreover, the mass transfer
source terms in the STDM are distributed on both sides of gas and liquid, therefore the
gas–liquid pressure shown in figure 9(b) has a smooth transition across the interface. In
contrast, the overestimation of mass transfer rate with ISM leads to a sharp increase in the
pressure in the bubble. Consequently, the pressure inside the bubble shown in figure 9(a)
is significantly higher than that shown in figure 9(b).
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Figure 11. Comparison of simulated result and analytical solution of the D2 law. At t = 1 s, the mass transfer
rate (the slope of the curve) obtained by ISM simulation has an error of 13.7 % compared with the analytical
solution, while for STDM it is 1.8 %.

3.3. Phase change of a single drop in a quiescent gas environment
As part of our validation, we examine the vaporization of a single drop in a quiescent gas
environment and validate the present methods against the classical ‘D2 law’ (Turns 1996).
According to Gibou et al. (2007) and Chai et al. (2018), the properties are determined. The
details and the analytical solution are elucidated in Appendix B.5. The initial diameter
of the droplet is d0 = 0.04 m; the calculation domain size is L2 = 2d0 × 2d0; and the
interface boundary is subject to the Dirichlet boundary condition Tbc = 10 K.

The phase change was added after the temperature field diffused to a steady state
during the simulation. Figure 11 shows a comparison between the drop diameter variation
obtained by the two numerical methods and that by the analytical solution. The results
indicate that both methods overestimate the phase-change rate at the initial moment,
and the drop diameter curves drop faster than the analytical curve. This is attributed to
the different assumptions regarding the initial temperature distribution. The temperature
distribution is assumed linear in the analytical solution, while it is logarithmic in the
simulation, as shown in figure 12 (t = 0).

As the phase change proceeds, the simulation results of the STDM gradually show
a linear downward trend with the same slope as the analytical solution curve. This is
because the Stefan flow is captured at the gas–liquid interface during the phase-change
process in the simulation of the STDM, and the temperature distribution gradually evolves
into a linear distribution under the effect of convection, as shown by the green curve in
figure 12(a). Although the ISM curve has similar downward trends to the STDM curve, the
deviation from the analytical solution is greater. In contrast, a large temperature gradient
as the green curve in figure 12(b) still exists at the phase interface due to ignoring the
Stefan flow in the ISM. As a result, STDM performs better than ISM in the modelling of
the phase change of a single drop in a quiescent gas environment.

After verifying the abovementioned multiple examples, the accuracy and robustness of
STDM in the calculation of the heat and mass transfer rate and the speed jump across
the interface can be confirmed. At the same time, in the comparison of the two methods,
STDM behaves better than ISM with smaller errors in the simulation of bubble growth and
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Figure 12. Temperature distribution at different moments. (a) The numerical result with STDM at t = 0, 1 s.
(b) The numerical result with ISM.

Figure 13. Phase distribution and grids in simulation. The droplet is severely deformed and broken during the
atomization, and the AMR technology refines the grid near the interface. The local zoom shows the mesh of
the small droplets produced by the fragmentation.

the droplet surface phase change, which is attributed to the consideration of Stefan flow.
This error decreases with the growing thermal diffusion coefficient. The prediction of the
interface evolution in the droplet vaporization is better than that in the bubble growth.
In addition, the atomized droplets generated by the primary breakup or high We number
secondary atomization occupy only a few cells, as shown in figure 13, while the STDM
requires several layers of grids to place the source term when processing the phase change
(as shown in figure 3). Therefore, it is difficult to apply this method in the case of violent
atomization, and, at the same time, the error of ISM in droplet surface phase change is
within the acceptable range. Considering the above reasons, the ISM was used in this study
for the simulation of primary breakup and secondary atomization at middle and high We
numbers, while the STDM is used in the deformation of a low We number droplet.
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ρ kg m−3 cp J (kg K)−1 μ Pa s λW (m k)−1 σ N m−1

LN2 712 2230 0.000085 0.11 0.0049
GN2 24.273 1345 0.0000073 0.01

Table 2. Physical properties in the calculation ( p = 5.88 × 105 Pa).

4. Phase change in the primary breakup

4.1. Numerical results of primary breakup
In the DNS modelling of the primary breakup, the jet flow characteristics in a gas
environment after leaving the nozzle are investigated without considering the flow
behaviour inside the nozzle. In addition, the effect of gravity is ignored. The calculation
domain is a cube with a side length of 5 mm, and the spray nozzle is located at the centre
of left side of the domain with a diameter (d0) equal to 0.25 mm. The velocity inlet
boundary condition Ul = 60 m s−1 is applied. To mimic the disturbance introduced by
the flow inside the nozzle and accelerate the atomization, a time-varying disturbance with
a small amplitude was added to the inlet velocity of the liquid jet (Zandian et al. 2019)

ul(t) = Ul

[
1 + γ

5∑
i=1

sin
2πUlt
(i+1)D

8

]
, (4.1)

where γ is the amplitude factor with the setting value of 0.2 %. The right side of the
calculation domain is set as the free outflow boundary, and symmetry boundary conditions
are applied to the other four sides. Liquid nitrogen (LN2) is employed as the working
liquid with a temperature equal to 97 K. Meanwhile, the initial surrounding gas is gaseous
nitrogen (GN2) with a temperature equal to 100 K. The main physical properties of the
working fluids are shown in table 2. The adaptive mesh technology is used, and the
minimum grid size length is 2.4 μm.

It is noted that, in the following work, unless otherwise specified, the dimensionless
time t′ = t/t∗ is used. Here, t∗ is the characteristic time, which can be determined by
t∗ = L∗/U0; L∗ is the characteristic length. Figure 14 shows the evolution of the surface
profile and vortex structure (i.e. λ2 isosurface) of the jet. The unstable Kelvin–Helmholtz
waves are found to form at the beginning. They are characterized by a small amplitude,
axisymmetric shape near the nozzle and the corresponding vortex structure is ring shaped.
The foremost segment of the jet forms a mushroom-shaped tip, and droplets and ligaments
continuously fall off the rim of the tip. As the jet develops, the unstable waves continue to
grow under the action of aerodynamics, gradually deforming with 3-D characteristics and
eventually forming multiple lobes. The vortex structure near the surface also undergoes
similar deformations. Holes began to appear in the lobes, and droplets and liquid filaments
broke off from the rims. Because many liquid fragments surround the liquid core, the
atomization cone can be clearly observed. At the same time, numerous complex vortices
are formed among the liquid column, ligaments and droplets, further aggravating the
deformation and fragmentation of the jet.

4.2. Effect of phase change on the primary breakup
The evolution of the jet in an environment with a large temperature range was simulated
to extensively investigate the effect of phase change on the primary breakup. Different
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t′ = 1

t′ = 3

t′ = 5

Figure 14. Evolution of jet morphology. The grey surface is the jet atomization morphology, and the blue
surface is the vortex structure (λ2 isosurface) near the jet.

environmental superheat degrees (	Tv = T∞ − Tsat) with 500 K, 1000 K and 1500 K
are employed. Figure 15 shows the jet surface evolution at t′ = 5 under different 	Tv . It
reveals that all jets have sequential structures of ring-mounted K-H unstable waves, 3-D
K-H lobes and tips in the axial direction away from the nozzle outlet, accompanied by
massive droplets and ligaments tapered around the liquid core. However, the quantity of
droplets upstream significantly decreases with the increase of 	Tv . This can be attributed
to the fact that the droplets in this area are the first formed by the breakup of the tip,
resulting in a longer thermal exposure in the environment. In the midstream of the jet, the
quantity of droplets is also reduced to a certain extent, and the surface structure of the
liquid core changes with the increase of 	Tv , as shown in the local zoom on the right.
According to Shinjo & Umemura (2010) and Zandian et al. (2019), the broken droplets
hit the liquid core, and the vortex near the droplets acts on the jet surface. These are the
main reasons for the breakup of the K-H lobe. Under the impact of numerous droplets
and the complex vortices, the K-H lobe structure is destroyed, and the jet surface behaves
irregularly during the simulation without phase change. With 	Tv = 1500 K, the K-H
waves appearing at a certain frequency can still be observed, and the break occurs at
the rim of the lobe although the surface is not smooth. Similar behaviours can also be
observed in the corresponding vortex, as shown in the green box in figure 16. In this
area, the gas flows over the droplets and a stretched strip-shaped vortex forms. The vortex
of the non-vaporizing jet is omnidirectional. However, it tends to be consistent under
high-temperature conditions, and the number of strip-shaped vortex structures increases
with the increase of 	Tv . Therefore, the flow field near the liquid core is relatively simple
due to the reduction of droplets, which is also an important reason for the differences in
the surface structures of the liquid core in figure 15.

The average volume distributions of broken droplets with various 	Tv are compared in
figure 17, where the grey dashed line represents the corresponding minimum cell volume.
With no phase-change condition (	Tv = 0), the droplet volume is normally distributed,
and the mesh resolution can capture the droplets produced by the primary breakup. As
	Tv increases, the volume distribution curve moves left, meaning that the quantity of large
droplets decreases and the number of small droplets increases. This is mainly attributed to
the reduction of the volume of all droplets caused by the occurrence of the phase change.
The large droplets are highly unstable and prone to be deformed into liquid bags, sheets
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500

1 2

2

1

�Tν =  0 (no phase change) 1000 1500 (K)

(a) (b) (c) (d )

Figure 15. Jet morphology under different environmental superheat conditions at t′ = 5. Images 1, 2 on the
right are respectively local zoom of the jet surface with 	Tv = 0 and 1500 K. The cloud of tiny droplets near
the jet has been deleted, and only the larger liquid structure is left.

500�Tν =  0 (no phase change) 1000 1500 (K)

(a) (b) (c) (d )

Figure 16. Vortex behaviour under different environmental superheat conditions at t′ = 5. In the green box, the
vapour flows over the droplets around the jet to form a large number of stretched strip-shaped vortex structures.

and ligaments. Take the sheet as an example, the air flows over the sheet to form a vortex,
which will push the sheet to deform and thicken its rim. After breakup, the droplets formed
by the rim are larger than those formed by the core. In a high-temperature environment,
the vapour velocity near the rim is large, and the heat and mass transfers are more rapid.
The sheet gets thinner and eventually breaks into smaller droplets. We discuss this in more
detail in the section of secondary atomization this problem. Meanwhile, it seems that the
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Figure 17. Droplet-volume distribution with no phase change and different superheat conditions at t′ = 5.5.
The grey dashed line is the volume corresponding to the smallest cell. In simulations, it is generally believed
that the dynamic behaviour of droplets cannot be accurately described at scales smaller than the minimum cell
volume.

total number of droplets also decreases. The curve of 	Tv equal to 1500 K is steep on the
left side of the minimum cell volume line because the grid resolution is not high enough to
capture smaller droplets for this case. Considering that the variation trend of Sauter mean
diameter (SMD) under phase change has been clarified and a finer grid will significantly
increase the computational resource consumption, the current resolution is regarded as
feasible for our requirements.

The droplet quantity distributions along the axial direction are further studied, as in
figure 18. An obvious peak occurs on the curve without phase change at approximately
x = 2, which does not appear on the curve with 	Tv = 1500 K. In the middle and
downstream, the deviation of the two curves becomes smaller, whereas the peak value of
the curve with no phase change is slightly larger than the other. In general, the distribution
curve at 	Tv equal to 1500 K shows multiple peaks, indicating that the droplets fall
off at a certain frequency. This is related to the K-H wave on the jet surface and the
Rayleigh–Taylor (R-T) wave at the front end of the jet. When there is no phase change,
the lobe structure is destroyed under the effect of a large number of droplets formed
by breakage, as in figure 15 and the vortex in figure 16. It results in a variation in the
droplet shedding frequency, and the curve only has peaks at the front and end. A detailed
droplet-volume distribution at different locations along the axial direction is summarized
in figure 19. It reveals that the case with no phase change presents normal droplet-volume
distributions at different locations. In contrast, the peak of the droplet-volume distribution
tends to move left close to the nozzle with 	Tv = 1500 K. This is consistent with the
phenomenon observed from the jet morphology in figure 15, indicating that phase change
obviously affects the spatial and volume distribution of droplets.

5. Phase change in secondary atomization

5.1. Droplet deformation and breakage without phase change
Compared with the primary breakup, the secondary atomization stage lasts longer; the
movement morphology is more diverse, the coupling mechanism between phase change

935 A16-20

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
1.

11
58

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2021.1158


Effect of phase change on jet atomization

1000
No phase change

�Tν = 1500 K
800

600
C

o
u
n
ts

400

200

0 1 2 3
x

4 5

Figure 18. Distribution of droplet quantity along the axial direction at t′ = 5.5. Here, x is a dimensionless
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Figure 19. Axial volume distribution of droplets under different conditions at t′ = 5.5. According to the axial
distance from the entrance x = 0–3.15, 3.15–4.0, 4.0–5.12 (dimensionless parameters), the jet is divided into
upstream, middle and downstream, respectively. And the local droplet-volume distributions in each part are
shown. (a) No phase change and (b) 	Tv = 1500 K.

and droplet breakup is more complex. Hsiang & Faeth (1995) divided the atomization and
the droplet deformation into different modes according to the We and Oh (ratio of viscous
force to surface tension) numbers of the droplet, including deformation, oscillation, bag
breakup, etc. (shown in figure 20). According to the droplet-volume distribution obtained
by the primary breakup simulation of the jet, a droplet diameter equal to the peak value
of the distribution curve is taken as the initial value D0 = 6 μm in the DNS of the droplet
atomization. The main physical properties of the two phases are shown in table 2. The Oh
number of the droplets is 0.0186 and the initial We numbers are set as 2.97, 9.63, 26.75, 74.3
and 199.85. As a result, the corresponding coordinate points are located in the five mode
areas of deformation, oscillation deformation, bag breakup, multimode breakup and shear
breakup mode in figure 20. The side length of the computational domain and the minimum
cell size are set as 16.67D0 and 0.008D0, respectively. The surrounding boundary adopts
the symmetry, and the top and bottom boundaries impose the outflow boundary condition.
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Figure 20. The We–Oh diagram of the secondary atomization mode. In the grey area where Oh < 0.1, the
secondary atomization mode is only determined by We.

The numerical set-up is illustrated in detail in figure 21, and this flow-field set-up is used
in all secondary atomization simulations in § 5.

The morphology evolutions of droplet motion with various initial We numbers are
shown in figure 22. It reveals that the droplets only experience elastic deformation without
breakage during the whole process at small We, as shown in figures 22(a) and 22(b).
As We increases, the droplet deformation amplitude increases and the morphological
variation becomes more diverse. At large We numbers, as shown in figure 22(c–e), the
large aerodynamic force against the surface tension means that the droplets are unable to
rebound under the action of surface tension, leading to breakage. A typical bag break can
be observed in figure 22(c). The bottom of the bag was first torn into a net shape and
then broken into smaller droplets. Subsequently, an obvious Rayleigh–Plateau instability
was formed on the rim, resulting in the generation of larger droplets. In the case shown
in figure 22(d), the rim of the bag is continuously stretched and contracted inward to
form a neck. The breakage first appears on the neck, followed by the bag core. The
evolution of such a droplet morphology is very similar to the double-bag breakup observed
by Cao et al. (2007) in their experiment. As We further increases in figure 22(e), the
droplet deforms into a flat liquid sheet instead of a hemispherical bag. Droplets and
ligaments are continuously broken off on the rim until the liquid sheet is completely
fragmented. It is noted that a large We also leads to a more violent droplet breakage with
a shorter breaking time and smaller droplet size. As We increases, the droplet atomization
modes in figure 22 are successively deformation, oscillation deformation, bag breakup,
multimode breakup and shear breakup. It can be concluded that our simulation results are
completely consistent with the predictions in the secondary atomization mode diagram
from Hsiang & Faeth (1995) (figure 20). The simulation results are further compared
with the experimental results by Dai & Faeth (2001). Dai & Faeth (2001) experimentally
tested the secondary atomization of droplets in the range of 20 < We < 81. The evolutions
of the dimensionless maximum diameters obtained by experiments and simulations are
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Figure 21. Schematic sketch of a droplet moving in stationary vapour. The computational domain is a cube
with a side length of 16.67D0. In the simulation, physical parameters are processed without dimension. At the
initial moment, the droplet velocity along the y-axis is −1 and the vapour velocity is zero. Setting the symmetry
boundary conditions around the calculation domain (light blue filled), and the top and bottom surfaces as the
outflow boundary (light green filled).

compared in figure 23, which indicates that the numerical results with We equal to 26.75
and 74.03 show satisfactory coincidence with the experimental results.

5.2. Breakup performance of vaporizing droplets at high We
As mentioned above, the ISM is suitable for the violent breaking process of high We
droplets. Assuming that the initial droplet is saturated, the initial environment temperature
and the surrounding boundary temperature are kept consistent and Dirichlet boundary
conditions are imposed at the gas–liquid interface TΓ = Tsat and computational domain
boundary Tw = Tv .

The morphological evolution of droplet atomization with We = 199.85 and 	Tv =
0 K, 500 K is shown in figure 24. Similar to the no phase-change case as in figure 24(a),
droplet atomization stages from drop deformation, rim strip, neck breakup to sheet breakup
are observed at 	Tv = 500 K, as shown in figure 24(b). No droplets are generated during
the deformation stage, and then droplets begin to fall off the rim of the droplets under the
action of aerodynamic shear. At the same time, the rim shrinks to the inner centre, forming
a neck due to the effect of surface tension. The joint between the neck and the liquid sheet
has the largest surface curvature, and holes appear here and the neck separates from the
liquid sheet. Finally, the sheet continues to stretch and lose stability, and holes begin to
appear. With the effect of the capillary force, they develop along the radial direction and
coalesce with other holes, making the liquid sheet appear to be broken into a network.

However, the details of the broken form are different from those of the no phase-change
case. It can be seen from the droplet shape in figure 24(a) that the bottom of the liquid
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Figure 22. Deformation and fragmentation processes of droplets with different We. Here, t′ is dimensionless
time t′ = tU0/L. Note that U0 is the droplet initial velocity, which is different in these five cases. Therefore,
the corresponding dimensionless time scales are also different.

sheet is first broken under the impact of the tiny droplets, and breakup begins to spread
to the surrounding rim. In contrast, the bottom and rim around break almost at the same
time when phase change exists, as shown in figure 24(b) at t′ = 6. The liquid being more
evenly distributed in the core of the liquid sheet explains this phenomenon. Moreover, the
results obtained after the completion of atomization at t′ = 7 also indicate that the droplet
atomization is more violent with 	Tv = 500 K.

To gain more insight, figure 25 shows the temperature and relative velocity distribution
in the 2-D cross-section of the droplet at t′ = 5. It is found that the gas temperature at the
rear of the droplet is unevenly distributed. At the same time, a symmetrical vortex pair
is formed by the airflow at the rear of droplet, as shown in figure 25(b). Recirculation by
the vortex enhances the gas convection inside the droplet rim. As a result, phase change
accelerates at the inner side of the edge, which quickly vaporizes the liquid accumulated
here. It can be concluded that phase change changes the liquid distribution inside the sheet
to a certain extent, also accounting for the difference in droplet atomization morphology.
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Figure 24. Morphology evolution of drop atomization. The typical characteristics of the droplet morphology
development of We = 199.85 at several moments with 	Tv = 0, 500 K are shown in (a,b).

The growth of the total number of droplets during atomization is plotted in figure 26. For
most of the time during breakup, the counts of droplets without phase change is slightly
higher than those with phase change. This is because extremely small droplets vaporize
rapidly under high-temperature conditions. In addition, the three curves of the droplet
count also shows a similar regularity, which reflects the development of morphology.
Taking the case of no phase change as an example, the growth curve is divided into four
stages according to the slope, as shown in figure 26. In the rim strip and neck breakup
stages, droplet shedding in a high-temperature environment lags behind the condition
of no phase change. In the process of droplet deformation, the recirculating airflow on
the back causes the liquid to accumulate at the rim. As the rim becomes thicker, the
edge separates from the sheet, forming ligaments with the effect of capillary instability.
Under the phase-change conditions, the vapour flow velocity inside and outside the rim
is the largest, as shown in figure 25(b). This phenomenon strengthens the heat and mass
transfer here and alleviates the accumulation of liquid. Finally, in the sheet breakup stage,
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Figure 25. (a) Temperature field near the droplet of case We = 199.85, 	Tv = 500 K, at t′ = 5. The black solid
line is the gas–liquid interface. The temperature is a dimensionless parameter processed by (T − Ts)/(Tv − Ts).
(b) Relative velocity distribution and streamline diagram. Here, udy is dimensionless velocity along the flow
direction udy = U′

y − U′
y,stag, where U′

y,stag is the velocity at the stagnation point below the droplet.
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Figure 26. Counts of droplet changes during secondary atomization for different superheat conditions with
We = 199.85. According to the slope, the blue lines, arrows and text divide the four stages of the no
phase-change case, corresponding to the droplet-breakup stages including deformation, rim strip, neck breakup
and sheet breakup. The other two curves can also be divided like this.

the droplet number increase is significantly faster than that without phase change. At
	Tv = 250 K, phase change makes the sheet stretch more uniformly and break more
completely, leading to droplet counts higher than the result without phase change. But
the effect of violent vaporization prevails as 	Tv increases to 500 K, and the final droplet
counts decrease instead.

Figure 27 shows the corresponding volume distribution of atomized droplets with
various gas superheats. Two peaks appear on the droplet-size distribution curve without
phase change, and the right peak gradually disappears on the curves as 	Tv grows. This
is probably due to the thicker rim of the liquid sheet. The breakup of the rim lags behind
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Figure 27. Volume distribution of atomized droplets of We = 199 under different superheat conditions at
t′ = 8. The grey dashed line is the volume corresponding to the smallest cell.

the breakage of the liquid sheet, and the size of the droplets produced is slightly larger.
However, the occurrence of phase change improves this phenomenon by making the liquid
distribution inside the liquid sheet uniform and reducing the volume of the large droplet.
Moreover, the droplet-volume distribution peak shifts to the left as the environmental
superheat increases; the droplet size is concentrated at the corresponding volume of the
minimum cell. The main reasons are that the phase change reduces the volume of all
droplets, and the fragmentation of the liquid sheet produces more droplets with smaller
volumes.

5.3. Breakup performance of the moving vaporizing droplets at low We
The DNS modelling of the droplet deformation with small We is carried out with STDM.
The numerical set-up is the same as §§ 5.1 and 5.2. Figure 28 shows the movement and
deformation of the droplet with 	Tv and We equal to 500 K and 9.63, respectively. It
reveals that the droplet deformation behaviour at some stages shows a significant difference
from the case without phase change in figure 28(a). For example, the front edge of
the droplet is almost flat at t′ = 4 in figure 28(b) and it is disc shaped in figure 28(a)
without phase change. Afterward, the droplet rebounds and bulges upward and becomes a
semi-ellipse at t′ = 6, instead of a flying-saucer shape as in figure 28(a).

To clarify the reason for the abovementioned difference, the drag coefficient is employed
to analyse gas flow resistance against the droplet. The unsteady drag coefficient (Shao et al.
2017) (5.1) is calculated from the deformation and velocity variation of the droplet

CD = ρlV dUr
dt

1
2ρvU2

r Afront
, (5.1)

where V and Afront are the liquid volume and frontal area, respectively; Afront can be
obtained from Afront = π(Dmax/2)2; Ur is the relative velocity and defined as Ur =
Ul − Uv .
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Figure 28. Droplet morphology evolution of We = 9.63. (a) Without phase change. (b) With the condition of
	Tv = 500 K. Figure shows the dimensionless temperature contour at different moments. The symmetrical
vortex pair caused by recirculation can be observed.

The variation trend of Re and We during the movement of the droplet is shown in
figure 29. Under the effect of aerodynamic resistance, both Re and We related to the
velocity gradually decrease and fluctuate with the deformation of the droplet. With
the increase of environmental superheat, the droplet deceleration effect becomes more
obvious. The decrease in the inertial force introduced by deceleration means that the
surface tension gradually dominates the deformation. The droplet rebounds quickly once
it deviates from the equilibrium state, which explains that the droplet’s deformation
amplitude decreases with the increase of temperature. Consequently, the variation of CD
can be obtained according to (5.1) with various 	Tv , as in figure 30. This illustrates that
CD rapidly decreases initially when Re decreases, which is attributed to the impulsive
acceleration of droplet in a stationary gas reported by Wadhwa, Magi & Abraham
(2007). Then, CD experiences a slow decrease stage as Re gradually decreases. Obvious
fluctuations appear at Re approximately equal to 600. This is related to the deformation
of the droplet and the fluctuation of the droplet acceleration. Besides, CD increases with
the growth of 	Tv , indicating that the droplet suffers more aerodynamic resistance when
travelling in a higher-temperature environment.

When the gas–liquid interface undergoes phase change, a typical flow feature is the
velocity jump across the interface along the normal direction, which is produced by the
volume expansion in the gas phase, also known as Stefan flow. The streamline diagrams
of the droplets without and with phase change are depicted in figures 31(a) and 31(b),
respectively. The stagnation point below the droplet is taken as the reference system. The
streamlines closely adhere to the surface of the droplet and flow around without phase
change, as shown in the red circle in figure 31(a). In contrast, the gas streamlines nearly
below the droplet do not adjoin the interface in figure 31(b). The streamline that goes from
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Figure 29. Variation trends of Re and We during droplet movement. The y-axis on the left is Re, and the right
is We. The solid red line and the coloured hollow dots represent the changes of Re over the dimensionless time
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Figure 30. Variation in CD during droplet movement under different superheat conditions. Here, Re will
gradually decrease as the droplet advances. Therefore, curves from right to left in the figure are the evolution
of CD during the droplet movement.

the droplet surface into the vapour indicates the appearance of Stefan flow. Consequently,
the near region of the interface can be treated as a vapour interlayer. Figure 31(c) shows
the temperature distribution (in the form of isolines) and the mass source term distribution
(in the form of contours) near the vaporizing droplet. The temperature boundary layer
is thinner upwind of the droplet, resulting in a significantly larger temperature gradient
than at other positions, and thus a larger corresponding mass source term. It can be
understood that the heat and mass transfers on the droplet surface are not uniform during
the movement, and they impact the velocity field in the form of Stefan flow in reverse.
The difference in vapour velocity above and below the droplet provides a buffer for the
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Figure 31. (a) Streamline diagram at t′ = 0.5 without phase change. The solid blue line is the gas–liquid
interface. The streamlines of the vapour below the droplet are shown by the red circle. (b) Streamline diagram
at t′ = 0.5 with 	Tv = 500 K. (c) Temperature and mass source term distribution near the droplet with 	Tv =
500 K at t′ = 0.5. The coloured line represents the temperature isolines, and the fill colour represents the
contour of the mass source term.

movement of the droplets, which is an important reason for the increase of the aerodynamic
resistance on the droplet (described by the drag coefficient) and the subsequent decrease
of droplet deformation.

5.4. Phase-change rate for various We
Phase-change rates for various We are further investigated. The variation of the droplet
equivalent diameter converted from the remaining volume of the droplet is plotted in
figure 32. The characteristic time t∗ in figure 32 is unified as t∗ = L∗/U0, where U0 is
equal to 10 m s−1. With the increase of We, the equivalent droplet diameter decreases
with acceleration. A local zoom of the beginning of the cases with large We reveals that
the two curves experience slow followed by fast variation.

Accordingly, phase-change rates can be obtained from the variation of the droplet
equivalent diameter as in figure 33. It is seen that the phase-change rate significantly
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Figure 32. Variation of droplet equivalent diameter with dimensionless time at 	Tv = 500 K of different We.
Considering that the time scales of several cases are significantly different, two large We cases are shown
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Figure 33. Variation of droplet-volume phase-change rates with dimensionless time at 	Tv = 500 K for
different We. The discretized phase-change rate can be calculated by (Vn+1

d − Vn
d )/	t, where Vd is the

remaining volume of the droplet.

increases with the increase of We. Moreover, curves are varied smoothly with small We.
The occurrence of deceleration and deformation is attributed to the curve variation. Once
droplet breakup happens (We = 74.3 and 199.85), the phase-change rate varies drastically.
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6. Conclusions

In this study, DNS investigations were carried out on primary breakup and secondary
atomization with phase change. For the primary breakup and secondary atomization with
high We, the ISM was employed as the phase-change numerical method. For the secondary
atomization with low We, we built the STDM to deal with the phase change across the
interface. Subsequently, the effect of phase change on the characteristics of jet atomization
was evaluated, such as the morphology and atomized droplet-volume distribution. The
main conclusions are as follows:

(i) The established STDM can accurately capture the velocity evolution at the interface,
and it performs better than the existing ISM.

(ii) The application of the STDM in violent atomization is limited by the high
computational resource consumption, and it is suitable for the deformation
modelling of droplets with low We. The ISM is easy to implement, which is suitable
for primary crushing and high We secondary atomization.

(iii) The phase change affects some details in the primary breakup, such as the jet surface
morphology, droplet distribution and size.

(iv) The phase change makes the droplet break more completely at high We, while it
increases the resistance of droplets at low We.

(v) Phase -change rate increases with increasing We in secondary atomization.

Supplemental movies. Supplementary movies are available at https://doi.org/10.1017/jfm.2021.1158.
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Appendix A. Description of numerical methods

A.1. Interface shift method
The ISM calculates the interface shift velocity based on mass and energy conservation. By
superimposing uI with the original velocity field, it solves the VOF convection equation,
and then restores the velocity field

uI = ((λ∇T)l − (λ∇T)v) · n
ρlhfg

. (A1)

Considering that the calculation of the interface displacement velocity requires an
accurate solution of the temperature field, a correction source term is added to the energy
equation in the mixing cells to apply the Dirichlet boundary condition at the interface,
ensuring that the interface temperature remains saturated

∂tT = ∇ · (α∇T) − T − Tsat

τc
δS(xI), (A2)

where τc is the control time and it is taken as τc = 10.
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The temperature gradient at the interface is approximated by weighing the temperature
gradient of both vapour and liquid grids adjacent to the interface. Taking the 2-D case as
an example

∂xT ≈ n2
x∂xT

(
x + Δ

2
, y

)
+ n2

y∂xT
(

x + Δ

2
, y + Δ

)
, (A3)

where nx and ny are the x-direction and y-direction components of the interface normal
vector, respectively, and Δ is the side length of the grid.

A.2. Source diffusion
The main practical steps are summarized as follows:

Step 1:
Integrate the mass source term in the entire computational domain to calculate the total

mass flow of the phase interface

ṁint

∫∫∫
V

m̈dV. (A4)

Step 2:
Obtain the diffusion of volume source field by solving a diffusion equation as follows:

m̈1 − ∇ · [(D	τ)∇m̈1] = m̈0, (A5)

where D is the diffusion coefficient used to control the thickness of the source term layer,
and it is directly proportional to the square root of the product of diffusion constant and
artificial time step ((D	τ)1/2). The value of the diffusion coefficient is determined from
the grid resolution; usually, the source term layer thickness should be controlled within a
few layers of grids.

Step 3:
Set the value of the mass source term in the mixing cells to 0, whose volume fraction is

located between 0 and 1 (0 < f < 1) in the VOF method. To ensure the mixing cells are not
affected by the mass source term in the calculation and to ensure continuity of velocity at
the interface, the value of mass source term in the mixing cells is set to 0.

Step 4:
The source field on both sides of the interface is proportionally scaled to ensure the

conservation of mass. The scale factor can be obtained by dividing the total mass flow rate
of the interface by the integral of the source field on both sides of interface

Nl = ṁint

{∫∫∫
V

[Hl( f − 0.5)m̈1 dV]
}−1

, (A6)

Nv = ṁint

{∫∫∫
V

[Hv(0.5 − f )m̈1 dV]
}−1

. (A7)

Here, H is the Heaviside function, and the computational domain is divided into a
gas-phase domain and a liquid-phase domain with f = 0.5 as the boundary.

Finally, multiply the mass source terms in the gas and liquid phases by the scale factor
to obtain the final source term field

m̈ = NvHv(0.5 − f )m̈1 − NlHl( f − 0.5)m̈1. (A8)
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(b)(a)

Figure 34. Schematic diagram of (a) the control volume formulation based on the divergence of appropriately
centred fluxes, (b) technique of obtaining a properly centred normal derivative by interpolating between two
neighbouring values.

A.3. Embed boundary method
Taking the phase represented by f = 1 as an example, the discretization format of the grid
containing the interface as shown in figure 34 can be expressed as follows:

α∇ · ∇T = α

	x	yfi,j
(Fi+1/2,j − Fi−1/2,j + Fi,j+1/2 − Fi,j−1/2 − FΓ

i,j), (A9)

where α = λ/ρcp is the thermal diffusivity; 	x and 	y are the length and width of the
grid, respectively. The subscripts i and j represent the grid label. As in figure 34(a), F is the
centred diffusion flux through each surface, and FΓ

i,j is the centred diffusion flux through
the phase interface. It should be noted that, for the face that intersects with the phase
interface, its central flux needs to be calculated by interpolating between two neighbouring
values, as shown in figure 34(b).

Taking the left face of the cells as an example, the diffusion flux across the face can be
obtained as follows:

Fi+1/2,j = a	yα
[
(1 + a)

2
(Ti+1,j − Ti,j)

	x
+ (1 − a)

2
(Ti+1,j+1 − Ti,j+1)

	x

]
, (A10)

where a is the face fraction of the mixing cell. All the faces use the gradient values
corresponding to the centre of the face. Therefore, the gradient value should be obtained by
linear interpolation for the face with a ranging from 0 to 1. When a = 1, (A10) degenerates
to a common central difference scheme.

The diffusion flux on the phase interface is determined according to the normal gradient
formula (A11)

F f = αA f ∂T
∂n

, (A11)

where A f is the area of phase interface in the mixing cell.

Appendix B. Description of test cases

B.1. Mesh resolution
The mesh resolution level and the corresponding minimum grid size are given in table 3.
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Cases Level Minimum mesh size (mm)

Droplet deformation 11 0.0179 (D0/128)

Stefan problem 6 0.156
7 0.078
8 0.039

Bubble growth 8 0.156
9 0.078
10 0.039

Single drop phase change 8 0.313

Table 3. Grid resolution level and minimum grid size of different cases.

(b)

(a)

t = 0 ms 1 ms 2 ms 3 ms 4 ms 5 ms

Figure 35. (a) Droplet morphology evolution in experiment. (b) Numerical results in present work.

B.2. Validation of droplet deformation and trajectory
The secondary breakup experiment with an ethyl alcohol droplet by Flock et al. (2012),
which has been widely used in the validation of numerical simulations (Tavangar,
Hashemabadi & Saberimoghadam 2015; Yang et al. 2016; Wang & Yang 2019), is
employed to validate the accuracy of the present numerical method. In their experiment,
the deformation and fragmentation of a single ethanol droplet injected into a continuous air
jet were investigated using high-speed shadowgraphy and the particle image velocimetry
method. The case of We = 32, Reg = 2500, Oh = 0.0059 is simulated with gravity.
Figure 35 shows the comparison between the simulation results and experimental results
at different moments. It reveals that the droplet morphology evolution in the current
numerical simulation is in satisfactory agreement with the experimental image. Moreover,
the numerical droplet motion trajectory is compared with the experimental average value
in figure 36. The error is negligible compared with the experimental trajectory, although
there is a slight deviation in the early stage since the initial x-direction velocity of the
droplet is 0 in the numerical simulation. Therefore, it can be concluded that the numerical
method used in this paper can well predict the development of the droplet trajectory and
morphology.
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Figure 36. Comparison between the numerical and experimental droplet trajectories.

B.3. Stefan problem
Assuming a linear distribution of the gas-phase temperature, the analytical solution of the
interface position can be obtained according to Welch & Wilson (2000)

δ(t) = 2ϑ
√

αt. (B1)

Here, δ is the thickness of vapour layer, and ϑ is the growth constant, which can be
obtained by solving the following transcendental equation:

ϑexp(ϑ2)erf(ϑ) = cp,gTsup

hfg
√

π
. (B2)

B.4. Bubble growth under no gravity
The analytical solution of bubble radius varies with time as follows:

R = 2βg

√
λl

cplρl
t, (B3)

where βg is the growth constant, which can be obtained from the following formulation:

ρlcpl(T∞ − Tsat)

ρg(hfg + (cpl − cpg)(T∞ − Tsat))

= 2β2
g

∫ 1

0
exp

(
−β2

g

(
(1 − ζ )−2 − 2

(
1 − ρg

ρl

)
ζ − 1

))
dζ , (B4)

where ζ is the dummy variable of integration. The analytical solution for the evolution
of temperature distribution along the radial direction with time can be expressed as
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follows:

T =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

T∞ − 2β2
g

(
ρv(hfg + (cpl − cpg)(T∞ − Tsat ))

ρlcpl

)

×
∫ 1

1−R/r exp
(

−β2
g

(
(1 − ζ )−2 − 2

(
1 − ρg

ρl

)
ζ − 1

))
dζ for r > R.

Tsat for r ≤ R.
(B5)

B.5. Phase change of a single drop in a quiescent gas environment
For the simulation using a virtual working fluid, its basic physical properties are as
follows: liquid density ρl = 200 kg m−3; viscosity μl = 0.1 Pa s; heat capacity Cpl =
400 J (kg K)−1; thermal conductivity λl = 40 W (m K)−1; gas density ρg = 5 kg m−3;
viscosity μg = 0.005 Pa s; heat capacity Cpg = 200 J (kg K)−1; thermal conductivity
λg = 1 W (m K)−1; surface tension coefficient σ = 0.1 N m−1; latent heat coefficient
hfg = 10 000 J kg−1; and saturation temperature Tsat = 0 K. Chai et al. (2018) obtained an
analytical solution for the mass flow rate (B6) of the droplet vaporization and the variation
of the droplet diameter (B7) by assuming that the temperature from the gas–liquid interface
to the boundary of the computational domain is linearly distributed

ṁ = 2λg

hfg

Tbc − Tsat

L − d
, (B6)

d = L −
√

(L − d0)
2 + 8λg

ρlhfg
(Tbc − Tsat )t. (B7)
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