
model on the state space; a classical probability model cannot be
used (Accardi & Fedullo 1982; Aerts 1986; Aerts & Aerts, 1997
Piron 1976; Pitowski 1989; Randall & Foulis 1976).

Because it is not the different possible pre-specified neural con-
figurations that are being selected amongst, but the different pos-
sible contexts that the entire conceptual network could encounter,
each of which would give rise to a different interaction dynamics,
to describe the relevant change of state requires a nonclassical
probability model (Aerts & Gabora 2005a; 2005b; Gabora & Aerts
2002; in press). Selection theory, a classical formalism, is inappro-
priate for the description of cognitive change, and because operant
behavior rests on cognitive processes, it is not able to provide a com-
plete description of that either. But this need not dash all hopes of
a unifying theory of evolution. There is no a priori reason such a
theory has to be Darwinian or even involve selection except as a
special case. In one such approach, evolution is viewed as the con-
text-driven actualization of potential or CAP (Gabora & Aerts
2005a; 2005b). Different forms of evolution vary with respect to
the degree of indeterminism due to context, the degree of context
independence, and the degree to which context-driven change is
retained in future lineage(s). The approach gives us a glimpse of
what a theory of change that applies across the social, psycholog-
ical, biological, and physical sciences might look like (though only
time will tell if CAP gets us further down the road than GAS). It
should be noted that physicists use the word “evolution” without
implying that any sort of selection is involved. As I see it, it is only
because Darwinian evolution received so much attention as such
an unusual form of evolution that it eventually cornered the word
“evolution.”

Although this commentary is critical of the section on operant
behavior, it is probably this section that generated the most fruit-
ful discussion, and that will have the greatest impact on future “lin-
eages of thought.” One doen’t go too far out on a limb proposing
that selection is important in biology. Given Hull’s previous writ-
ings, it is a bit surprising that there is no section on culture. It
might have been more interesting for the BBS readership to have
a section on culture instead of one on immunology. But this is all
after the fact, and I applaud Hull et al. for bringing these impor-
tant issues onto the table. GAS may not replicate, but it provides
fuel for thought.
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Multiply concurrent replication
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Abstract: If selection is interpreted as involving repeated cycles
of replication, variation, and environmental interaction so struc-
tured that environmental interaction causes replication to be dif-
ferential, then selection in gene-based biological evolution and the
reaction of the immune system to antigens are relatively unprob-
lematic examples of selection processes. Operant learning and
cultural evolution pose more serious problems. In this response
we deal with operant learning as a selection process.

As the title of our target article (Hull et al. 2001) indicates,
we tried to set out a General Account of Selection (GAS)
for three sorts of phenomena: gene-based selection in bio-
logical evolution, the reaction of the immune system to
antigens, and operant learning. Gabora is more interested
in a fourth sort of phenomenon: social learning. Most of her
paper concerns thoughts, cognitive states, memories, con-
cepts, culture, and the like. In this response we do not dis-
cuss social learning as a selection process because we did
not treat it in our original BBS target article. However, as
Gabora notes, one of us has in the past discussed sociocul-
tural evolution as a selection process (Hull 1988) and an-
other has used GAS to explore the role of operant learning
in the emergence of cultural interactors (Glenn 2003).
Quite obviously we would like to see GAS extended to se-
lection in sociocultural evolution, but unfortunately any at-
tempt to deal with selection in sociocultural evolution in
this response would require too much space and depart too
radically from our target article. Instead, we will deal with
Gabora’s objections to our treating operant learning as a se-
lection process.

As we mentioned in our target article, theories of oper-
ant learning come in a variety of forms. We chose to inves-
tigate what we thought was one of the best versions of this
theory. We did not claim that operant learning involves
nothing but selection, only that selection processes play a
role in learning, an important role. Nor are we claiming that
all behavioral phenomena involve operant learning. The is-
sue is not how adequate or comprehensive operant theory
is but whether it incorporates a selection process. B. F.
Skinner, the father of operant learning, thought so, but he
might well have been mistaken.

The most fundamental and pervasive problem with re-
spect to our general account of selection stems from the fact
that it is an instance of conceptual analysis. Some of the ear-
lier commentaries on our target article wanted our analysis
to be more stringent; others wanted it to be less so. Unfor-
tunately, no cut-and-dried methods exist for making such
choices. One begins with what one hopes are the most
clear-cut cases and proceeds from there. For a long time,
gene-based biological evolution was the main example of a
selection process and it was treated as such. Any departures
from selection in gene-based biological evolution counted
against any additional examples. Too often, however, pecu-
liarities of this paradigm example were treated as if they
were essential. Our increased knowledge of the immune
system has helped to rectify that bias. The reaction of the
immune system to antigens is as good an example of selec-
tion as is traditional gene-based selection in biology. We
now have two paradigm examples of selection.

Gabora’s main objection to operant learning as a selec-
tion process is that it does not include anything that might
be treated as a replicator; and even if it did, it does not allow
for multiple concurrent replicators that differ in their repli-
cation rates. In this response, we deal with four questions:
(a) Does selection require replicators? (b) If so, can replica-
tors be discerned in operant learning? (c) Can these repli-
cators be construed as multiply concurrent? and, finally, (d)
Must they be?

In our target article, we characterized selection as con-
sisting of “repeated cycles of replication, variation, and en-
vironmental interaction so structured that environmental
interaction causes replication to be differential” (p. 513;
italics deleted). We then discussed each of these entities
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and processes in greater detail. Gabora does not object to
our analysis of variation or environmental interaction. She
restricts her criticisms to replication. Therefore, the issue
turns from analyzing selection in general to analyzing repli-
cation in particular.

We defined replication in terms of information, copying,
and descent. From the outset we admitted how problem-
atic information is. None of the current analyses of infor-
mation seemed adequate for our purposes. If an analysis of
“information” can be produced which turns out to do what
we need it to do, then that counts for GAS. If no such analy-
sis of information is forthcoming, that counts against it. We
also committed ourselves to copying and descent. In gene-
based biological evolution and the reaction of the immune
system to antigens, copying does occur and variations in the
copying process get passed along via descent. Some other
mechanisms may turn up that can accomplish these same
ends, but so far all we have to go on are possible coun-
terexamples and they are not persuasive enough to cause us
to modify our analysis.

Since Gabora’s main objection to GAS concerns operant
learning, a few words need to be said about this process.
The recurrence of operant responses in lineages over time
is not just a theoretical possibility but a reliably observed
phenomenon. Further, the role of reinforcement in main-
taining the recurrence of those responses and accounting
for change over time in their characteristics is abundantly
clear. These facts alone allow the term “selection” to be ap-
plied metaphorically to the operant case. However, in our
target article we had a much broader aim in mind – to pro-
duce a General Analysis of Selection that applies equally to
all three sorts of selection. As Pepper and Knudsen (2001)
and Okasha (2001) noted in their commentaries, the locus
of replication in operant learning is the nervous system.

Because empirical work on the neural activity involved in
overt operant responding is scarce and not typically con-
ceptualized in terms of selection processes, our account is
necessarily more speculative than we would like. It rests on
reasoning as follows. Because the responses (interactors)
constituting any particular lineage of responses are only in-
termittently instantiated in a learner’s behavior stream, the
effects of previous fits between interactors of that lineage
and successive selecting environments must be presented
materially in the learner’s nervous system, where they re-
main available for instantiation given the appropriate cir-
cumstances. “When an organism exposed to a set of con-
tingencies of reinforcement is modified by them and as a
result behaves in a different way in the future . . . what is
‘stored’ is a modified organism” (Skinner 1969). The ob-
served result of the contingencies of reinforcement is the
replication-with-a-minor-variation of responses that previ-
ously resulted in reinforcers.

The question at hand, then, appears to be this: Does that
which is preserved (“stored”) function as a replicator? Both
sexual and asexual organisms evolve in ways that incorpo-
rate selection. So do single-celled and multi-celled organ-
isms. However, for the sake of simplicity, biologists fre-
quently discuss selection as it functions in lineages of
single-celled organisms that reproduce asexually. The re-
sults are then expanded to include more complex cases. We
will do the same in our discussion of operant learning. As
Hull (1988) has pointed out, one advantage of such generic
terminology as “replicators,” “interactors,” and “lineages” is
that one and the same entity can perform more than one

function. For example, in narrowly biological contexts,
genes can function as both replicators and as interactors. In
our target article on GAS, examples of operant behavior
were limited to lineages of single-component responses
that were comparable to single-celled organisms in asexual
species (i.e., key pecks and lever presses). We continue this
emphasis in our response.

Can neural replicators be construed as multiply concur-
rent? Our answer is that replicators may be multiply con-
current even though operant interactors rarely, if ever, are.
We suggested above that the changes in operant behavior
that constitute learning are materially encoded in a learner’s
nervous system. They are what remain after the response be-
comes history. Therefore, what is required for operant be-
havior to be multiply concurrent is multiple variants of the
neural coding for responses belonging to the same lineage.
We take the problem of their multiple concurrency to be
similar to the problem of multiple concurrency in lineages of
single-celled organisms in asexual species. In the biological
case, when a bacterium is in an environment where it can
survive, it may replicate. The result is two bacteria. If the
genomes of the two bacteria differ in some way that makes
one bacterium more suited to the selecting environment
than the other, that genome will be more likely to replicate.
As replication and interaction continue, many genomic vari-
ants of the lineage exist, each following its own selection
path. Imagine such a lineage in an environment where only
one bacterium at a time can interact with its environment but
where all the other genomic variants that have survived to
the present exist in a dormant state. That is the kind of world
where operant behavior lives. The result of differential in-
teraction of responses having varying neural features with
the selecting environment is the differential preservation of
some neural coding. That coding, along with coding for all
responses in the lineage that have been reinforced, is con-
served materially and remains available for replication.

However, we must admit that it seems very unlikely that
the contingencies of selection ever constrained biological
evolution in the way that we suggest replication in operant
lineages is constrained. If nothing else, our article has
forced those of us who think that operant conditioning pro-
vides an unproblematic paradigmatic example of selection
to admit that we are mistaken. We could not have reached
this conclusion without taking GAS seriously. Whether or
not future research supports the suggestion that a history of
reinforcement for responses in an operant lineage results in
concurrently existing neural variants, it is not clear that
there is a logical necessity for replicators to always exist con-
currently. Although it is apparently the case that replicators
in biological lineages exist concurrently, phenomena in any
domain are constrained by the environment in which they
exist. If a general account of phenomena in different do-
mains is possible, it will likely entail significant differences
in any two exemplar cases. As mentioned earlier, we share
Gabora’s interest in viewing cultural level phenomena in
terms of selection processes. Although she prefers an alter-
native to our GAS even for biological evolution, we prefer
at this time to continue to explore evolutionary processes in
the terms we used in our original article.

NOTE
1. The authors regretfully inform readers that since the publi-

cation of our target article in 2001, one of our coauthors, Rod
Langman, has died.
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Commentary on O’Regan & Noë (2001). A sensorimotor account of vision and visual consciousness. BBS
24(5):939–1031.

Abstract of the original article: Many current neurophysiological, psychophysical and psychological approaches to vision rest on the
idea that when we see, the brain produces an internal representation of the world. The activation of this internal representation is as-
sumed to give rise to the experience of seeing. The problem with this kind of approach is that it leaves unexplained how the existence
of such a detailed internal representation might produce visual consciousness. An alternative proposal is made here. We propose that
seeing is a way of acting. It is a particular way of exploring the environment. Activity in internal representations does not generate the
experience of seeing. The outside world serves as its own, external, representation. The experience of seeing occurs when the organ-
ism masters what we call the governing laws of sensorimotor contingency. The advantage of this approach is that it provides a natural
and principled way of accounting for visual consciousness, and for the differences in the perceived quality of sensory experience in
the different sensory modalities. Several lines of empirical evidence are brought forward in support of the theory, in particular: evi-
dence from experiments in sensorimotor adaptation, visual “filling in,” visual stability despite eye movements, change blindness, sen-
sory substitution, and color perception.

Violations of sensorimotor theories of visual
experience

Bruce Bridgeman
Department of Psychology, University of California, Santa Cruz, Santa Cruz,
CA 95064. bruceb@cats.ucsc.edu
http://zzyx.ucsc.edu/Psych/Faculty/bridgeman.html

Abstract: Although the sensorimotor account is a significant step forward,
it cannot explain experiences of entoptic phenomena that violate normal
sensorimotor contingencies but nonetheless are perceived as visual. Ner-
vous system structure limits how they can be interpreted. Neurophysiol-
ogy, combined with a sensorimotor theory, can account for space constancy
by denying the existence of permanent representations of states that must
be corrected or updated.

Motor theories have a long history in psychology. Early psycholo-
gists thought that identification of form might depend on hand or

eye movements, for instance visually fixating the vertices of a tri-
angle to identify and characterize it. The theories were demolished
in some of the first visual experiments, where objects could be
identified from only a short spark-illuminated presentation. Later,
Noton and Stark (1971) proposed a more sophisticated motor the-
ory, with a particular motor scanpath (a sequence of saccadic eye
movements) associated with each image experienced. The diffi-
culty with this and related models is that the scanpath must itself
be remembered, even though the mechanism that generated the
sequence of saccades in the first exposure to the image could po-
tentially generate the same scanpath again. Scanpaths could be
seen experimentally only if normal strategies of parallel processing
were discouraged, for example by using large, low-contrast images
that forced fixation at many locations for identification.

The O’Regan & Noë (O&N) (2001) view, though less depen-
dent on overt motor action, runs into similar difficulties. Visual
sensorimotor contingencies, for example, can be violated without
canceling the essentially visual nature of the resulting experience.
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