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This paper is devoted to the study of Nicholson’s blowflies equation with diffusion: a
kind of time-delayed reaction diffusion. For any travelling wavefront with speed

¢ > c* (c* is the minimum wave speed), we prove that the wavefront is
time-asymptotically stable when the delay-time is sufficiently small, and the initial
perturbation around the wavefront decays to zero exponentially in space as © — —oo,
but it can be large in other locations. The result develops and improves the previous
wave stability obtained by Mei et al. in 2004. The new approach developed in this
paper is the comparison principle combined with the technical weighted-energy
method. Numerical simulations are also carried out to confirm our theoretical results.

1. Introduction

We consider a time-delayed reaction—diffusion equation, the so-called Nicholson
blowflies equation with diffusion

ON(t,z) O%N(t,x)

+dN(t,z) =pf(N(t—r,x)), (t,z)eRL xR, (1.1)

ot Oz
with the initial datum
N(s,z) = No(s,z), se€[-r0, z€eR, (1.2)

which demonstrates the distribution of the Australian sheep blowfly population,
where N(t,z) denotes the population of the blowflies at time ¢ and location z,
d > 0 is the death rate of the mature population, r > 0 is the maturation delay, the
time required for a newborn to become matured, p > 0 is the impact of the birth
on the immature population and f(N) is the birth-rate function, which satisfies the
following:

(H;) there exist N_ = 0 and N > 0 such that f(0) =0, f/(0) =1, pf(N4) = dNy
and pf'(Ny) < d;
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(H2) 0 f/(N) <land f"(N)<O0for0=N_< N < N;.

Here, Ny are the equilibria of (1.1). The important prototypes for such a birth-rate
function are

fl(N):Ne_aNq7 fZ(N) a’>07 q>0>

T 14aN?
where, for fi(IV), we have

1 P 1/q P
N_=0 and N+<lnd> , 1<g<e;
a

for fo(N), we have

1/q
p—d
N.=0 and N, =(2"°%
an * <ad)
with
1<P< 9 g1 or 1<P<coifg<l.
d qg—1 d

The existence of travelling wavefronts for (1.1) with such birth-rate functions are
studied in [5]. In particular, when ¢ = 1, f1(N) is just Nicholson’s birth-rate func-

tion
F(N(t —r,x)) = N(t —r,az)e Nt (1.3)
with N_ =0 and
1
N+:gln§>0 for1<§§e.

Lucilia cuprina is a kind of Australian blowfly. These blowflies lay their eggs on
sheep, and soon the eggs become maggots, which feed on the host. As a result,
the injured sheep may die. So, in order to eliminate the blowflies, it is useful to
investigate changes in their population. In the 1940s, Nicholson [10,11] made the
pioneering study on the distribution of the blowflies’ population over time. Based
on Nicholson’s experimental data, Gurney et al. [3] established a dynamical model,
the so-called Nicholson blowflies equation,

N'(t) 4 dN(t) = pN(t — r)e" N7,

On the other hand, it is necessary and interesting also to consider the spatial
diffusion of blowflies. This leads naturally to the study of the time-delayed reaction—
diffusion equation, (1.1), which was first studied by So and Yang [15,17,25] in
1998 for Hopf bifurcations and the stability of steady-state solutions. Since then,
a number of in-depth research works on this model have been published (see, for
example, [5,7,8,12,15-17,20,22,25] and the references therein).

In [16], by the upper—lower solutions method, So and Zou proved the existence of
wavefronts (a special solution in the form ¢(z + ct), where c is the speed) for (1.1)
related to two constant states Ny (the constant equilibria). More precisely, there
exists a number ¢* > 0 (called the critical wave speed, or the minimum wave speed);
the wavefront ¢(z+ ct) exists for any ¢ > ¢*. As pointed out in [22], when r = 0 (i.e.
there is no time delay), the critical wave speed is ¢* = 24/p — d, and when r — oo
the minimal wave speed is ¢* = O(1)(1/r) — 0.
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Regarding the stability of travelling waves of the model (1.1), by using the tech-
nical weighted energy method, Mei et al. [8] proved that the wavefront is asymptot-
ically stable in time when the wave speed is as large as ¢ > 24/p — d and the initial
perturbation around the wavefront is sufficiently small. However, such a stability
result is not satisfied; the stability of slower wavefronts (i.e. the wave speed satisfies
¢* < ¢ < 24/p — d) is much more interesting, but remains an open question. On the
other hand, although we usually need to restrict the initial perturbation around
the wavefront to be small for the wave stability proof, the wave stability for a large
initial perturbation is much more significant and important from both a mathe-
matical and a physical point of view. This is the so-called large-initial-perturbation
problem. Unfortunately, the stability of the wavefronts with a large initial pertur-
bation for (1.1) is also unknown. The solution of these two problems is the main
aim of this paper.

Since the usual weighted energy method is no longer applicable, we develop a new
approach, combining the comparison principle and the weighted energy method, to
prove the stability for all waves (i.e. ¢ > ¢*) with a large initial perturbation in a
weighted Sobolev space. Inspired by Gourley’s elegant estimate in [2], we can also
show the stability for all wavefronts when the delay time r is sufficiently small. The
selection of a suitable weight function is also crucial, which is different from the case
in [7,8], and can guarantee stability for all wavefronts. Of course, it is necessary that
the initial perturbation around the wavefront decays to zero exponentially in space
as  — —o0, but it can be allowed to be large in other locations. For research related
to other population-dynamical models, we refer the reader to [1,2,4,7,9,14,18,24]
and the references therein (see also [19,21,23,26]).

Notation. Throughout the paper, C' > 0 denotes a generic constant, while C; > 0,
1=0,1,2,..., represents a specific constant. Let I be an interval, typically I = R.
L2(I) is the space of the square integrable functions on I, and H*(I), k > 0, is the
Sobolev space of the L?>-functions f(z) defined on the interval I whose derivatives
df/dat, i = 1,...,k, also belong to L?*(I). Here L2 (I) represents the weighted
L2-space with the weight w(z) > 0 and its norm is defined by

HN%=(£me@PMYi

HE(I) is the weighted Sobolev space with the norm
2 \1/2
do:) .

Hf%(i[ﬂ@
1=0

Let T > 0 and let B be a Banach space. We denote by C°([0,T]; B) the space of
the B-valued continuous functions on [0,7], and by L%([0,77]; B) the space of the
B-valued L?-functions on [0, T]. The corresponding spaces of the B-valued functions
on [0,00) are defined similarly.

In what follows, we shall prove the new stability results. In §2, we first intro-
duce the travelling wavefronts and their properties, as well as the known nonlinear
stability result, then we state our new stability results in two different cases: with
or without time delay. In § 3, after establishing the comparison principle and some

di
dxt

f(x)
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key energy estimates in the weighted Sobolev spaces, where the suitably selected
weight function plays a crucial role, we then prove the nonlinear stability. In §4,
we carry out numerical simulations in two cases that confirm our theoretical results
stated in § 2.

2. Preliminaries and main theorems

A travelling wavefront of equation (1.1) connecting with the constant states Ni
is a monotone solution N(t,x) = ¢(x + ct) satisfying the second-order ordinary
differential equation

e8! (€) — 9" (€) + do(€) = pf(S(E — cr)),} (2.1)

¢(£00) = Nu,

where £ =z + ct.

When f(N) = Ne=®N | f(N) = fi(N) or f(N) = f2(N), the existence of the
wavefront was shown by So and Zou [16] and Liang and Wu [5] using the upper—
lower-solutions method which is a corollary of the result for a more general case
studied earlier by Schaaf [13]. By the same approach, we can similarly prove the
existence of travelling waves for (1.1) with a general birth-rate function f(N) sat-
isfying (Hy) and (Hsz). Details of the proof are omitted.

PROPOSITION 2.1. Under assumptions (Hy) and (Hs), there exists a minimum
speed ¢* = ¢*(r) satisfying

FrrMer) = Ger(Ner),  Fla(Der) = Gle(Ner), (2.2)
where
F.(\) = pe= e, Ge(N) = =A% +4d, (2.3)

and (c*, M) is the tangent point of F.(\) and G.(\). Then for all ¢ > c*, the
travelling wavefront ¢(x + ct) of equation (1.1) connecting Ny exists.

In particular, when r = 0, equation (1.1) becomes the reqular reaction—diffusion
equation without time delay, and its critical wave speed is ¢* = 2+/p — d.

Now we define two different weight functions:

e~ exp{ / jv(f) d&} for & < o3, -

1 for x > xo,
where v(€) is selected such that

—c— /& —Apf' (&) —d] <y(&) < —c+/E—Apf($(&) —d],  (25)

@(&) is the given travelling wavefront, and the number x5 is selected to be sufficiently
large such that (3.28) holds, i.e.

d—pf'(¢(x2)) > 0.
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Another weight function is defined as

ws(w) = {TXP{_kC(m ~ @ =) izi i i iz I Z: (2.6)
where the number x3 satisfies (3.36), i.e. we need
d — pf'(¢(x3 — cr)) cosh(c?r) > 0.
The number & in (2.6) satisfies 1 < k < 2 and
dpexp{—1kc’r} < 4d — k*c® + 2kc®. (2.7)
The above inequality can be verified for some k € (1,2), if
dpexp{—ic°r} <dd+c* (2.8)

holds. In fact, consider two functions
g1(k) :==dpexp{—3kc®r} and go(k) :=4d — k*c* + 2kc’.
Since the maximum value of go(k) is
g92(1) = 4d+ ¢ > dpexp{—5c°r} = g1(1),

we can conclude that, for some k around 1, the graph of go(k) is above g1 (k). Thus,
we can then select some k € (1,2) such that (2.7) holds.
We now state our main results.

THEOREM 2.2 (the case when r =0). Let r = 0. Under assumptions (Hy) and
(Hs), for any given wavefront ¢p(x + ct) with speed ¢ > ¢* = 2+/p — d, if the initial
data satisfy

N_=0< No(0,z) < Ny forxz eR, (2.9)

and the initial perturbation is No(s,z) — ¢(z + cs) € C([—r,0); HY, (R)), then the
solution of (1.1) satisfies

N_=0< N(t,z) < Ny for (t,z) e Ry xR, (2.10)
and
N(t,z) — ¢(x + ct) € C(]0, 00); H}UQ (R)). (2.11)
In particular, the solution N (t,x) converges to the wavefront ¢(x+ct) exponentially
m time:
sup |N(t,x) — ¢(x + ct)| < Ce "2t >0, (2.12)
R

for some positive number ps.

THEOREM 2.3 (the case when r > 0). Let r > 0. Under the assumptions (Hi),
(Hs), (2.8) and

_4
pf'(N+)’

cosh(c?r) < (2.13)

https://doi.org/10.1017/50308210508000784 Published online by Cambridge University Press


https://doi.org/10.1017/S0308210508000784

140 C.-Ku. Lin and M. Mei
for any given wavefront ¢(x + ct) with speed ¢ > c*, if the initial data satisfy
N_=0< Ny(s,z) < Ny for (s,x) € [-r,0] xR, (2.14)

and the initial perturbation is No(s,z) — ¢(x + cs) € C([—r,0]; Hy,, (R)), then the
solution of (1.1) satisfies

N_=0< N(t,z) < Ny for(t,z) e Ry xR (2.15)
and
N(t,z) = ¢z +ct) € O([0,00); Hy, (R)). (2.16)
In particular, the solution N (t,z) converges to the wavefront ¢(x+ct) time-exponen-
tially
sup |N(t,x) — ¢p(z + ct)| < Ce 't >0, (2.17)
R

for some positive number us.

REMARK 2.4.

(i) Theorem 2.2 shows that the stability holds for all wavefronts if the initial
perturbation around the wavefront is exponentially decaying as * — —oo
(namely, No(s,z) — ¢(z +cs) ~ e °l/2 as 2 — —o00). This decay can be
obtained by the Sobolev embedding inequality and the definition of wa(x).
Although when r = 0 the stability shown in [8] also holds for the wavefronts
with speed ¢ > 24/p — d = ¢*, the initial perturbation around the wavefront
in a weighted Sobolev space is restricted to be sufficiently small. However,
here we do not need such a condition for wavefront stability.

(ii) For theorem 2.3, under the two sufficient conditions (2.8) and (2.13), the
stability holds for all wavefronts, including the slower wavefronts with ¢* <
¢ < 2¢/p — d, if the initial perturbation around the wavefront is exponentially
decaying as x — —oo (namely, No(s,z) — ¢(z + cs) ~ e Fl2l/2 as 2 — —o0).
No smallness condition is needed for the initial perturbation Ny(s,z) — ¢(z +
¢s) in Hy (R). When r < 1, from assumption (Hy), it can be verified that
the sufficient conditions (2.8) and (2.13) are satisfied automatically.

(iii) Both theorems 2.2 and 2.3 essentially improve the previous stability results
obtained in [8].

Regarding the smallness of the delay time r > 0, biologically, the time to maturity
(i.e. the delay time r) for the blowflies is ca. 10-25 days (see http://ipm.ncsu.edu/
AG369/notes/blow_flies.html), so we believe that r actually is small. Thus, from
theorem 2.3, we immediately obtain the following corollary.

COROLLARY 2.5. Under assumptions (Hy) and (Hy), when r > 0 is small enough,
for any given wavefront ¢(x + ct) with speed ¢ > c*, if the initial data satisfy (2.14)
and the initial perturbation is No(s,z) — ¢(x + cs) € C([—r,0]; H, (R)), then the
solution N(t,x) of (1.1) converges to the wavefront ¢(x + ct) exponentially in time:

sup |N(t,z) — ¢p(x +ct)| < Ce "3 ¢ >0, (2.18)
z€R

for some positive number us.
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3. Proof of nonlinear stability

The existence and uniqueness of the solution for the initial-value problem (1.1),
(1.2) has been proved in [8] (see also a different method in [23]). In order to prove
theorems 2.2 and 2.3, we first need to establish the comparison principle for equa-
tion (1.1) and then, by using the comparison principle together with the weighted
energy method, we can prove our new stability results in three different cases,
according to the signs of the initial perturbation.

As shown by Martin and Smith in [6] (see also [4,7]), we have the following two
lemmas.

LeMMA 3.1 (boundedness). Under assumptions (Hy) and (Hz), let
N_=0< Ny(s,z) < Ny for (s,x) € [-r,0] x R. (3.1)
Then the solution N(t,x) of the Cauchy problem (1.1), (1.2) satisfies
N_ < N(t,z) < Ny for (t,z) € [0,00) X R. (3.2)

LEMMA 3.2 (comparison principle). Under assumptions (Hy) and (Hy), let N(t,z)
and N(t,x) be the solutions of (1.1) and (1.2) with the initial data No(s,x) and
Ny (s, x), respectively. If

Ny > No(s,x) = Ny(s,x) = N_  for (s,x) € [-r,0] x R, (3.3)

then

Ny > N(t,z) 2 N(t,z) > N_ for (t,z) e Ry x R. (3.4)

In what follows, we prove theorems 2.2 and 2.3 by means of the comparison
principle together with the weighed energy method. In the proof, we will also show
how to select suitable weight functions that play a key role in the stability proof
by the weighted energy method, and how to obtain stability with a large initial
perturbation by using the comparison principle.

For given initial data Ny(s,z) satisfying

N_ < No(s,z) < Ny for (s,z) € [-r,0] X R,
let
Vit (s, ) = max{Ny(s, x), d(x + cs
0_( ) _ {No(s, @), 6( Mg (s,2) € [-r,0] x R, (3.5)
Vi (s,2) = min{ Ny (s, z), p(z + cs)}

S0
N_ < Vy (s,2) < No(s,2) < V' (s,2) < Ny for (s,2) € [-r,0] xR,  (3.6)
<Vy (s,2) < d(z+ces) <V (s,z) < Ny for (s,x) € [-r,0] x R, (3.7)

Denote by VT (¢t,z) and V~(¢,x) the corresponding solutions of (1.1), (1.2) with
respect to the above-mentioned initial data V;" (s, 2) and Vj (s,z), i.e.

V;fi —V;‘;—dei :pf(Vi(t—T,l‘)), (t,l‘) GR-F XRv (3 8)
VE(s,z) = Vi (s, x), zeR, se[-r0. '
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By the comparison principle, we have

V= (t,z) < N(t,z) < V*'(t,z) < Ny for (t,r) e Ry xR, (3.9)
V= (t,z) < p(z+ct) < VT(t,x) < Ny for (t,x) € Ry x R. (3.10)

We now prove the stability of the travelling wavefronts presented in theorems 2.2
and 2.3 in three cases.

CASE 1 (convergence of V¥ (t,z) to ¢(x + ct)). Let £ := z + ct and
v(t, &) == VT (t,x) — ¢z + ct), vo(s,€) = Vit (s,2) — ¢p(x + cs). (3.11)
Then by (3.6) and (3.9) we have
v(t,§) =0, vo(s,&) = 0. (3.12)
From (1.1), it can be verified that v(t, £) defined in (3.11) satisfies

v+ cve — vee +dv — pf'(P(€ — er))v(t —r, & —cr)

:pQ(t—T,f—CT)7 (t,x)6R+><R,
v(s,§) = vo (s, &), (s,z) € [-r,0] xR,
(3.13)
where
Qt—r,{—cr) = f(p+v) = f(d) — f(P)v (3.14)

with ¢ = ¢(€§ —cr) and v =v(t — 1, & — cr).
Let w(€) > 0 be a weight function which will be specified later. Multiplying (3.13)
by e?*tw(&)v(t, €), where > 0 will also be determined later, we obtain
12w}y + { e cwv? — e wove }e
+ eQHtwvg + et vew
1 !/
+ {—cw +d— u}e2“twv2
2 w
—pe2uwu f'(p(& — er))u(t —r, & — cr)
= pe*MuwvQ(t —r, & — cr). (3.15)

By the Cauchy inequality

1
lzy| < :E + 2—y for any € > 0,

we have, by taking e = 2, that

w/
2ty vve| = e hw|ve—v
w

w V2
e < eQ”twvg + iez“t = ) wo?.
w
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Substituting the above inequality into (3.15), we obtain

2

1.2ut, 2 120t 2 2ut Lw o LW o o

se " wuy + {5e cwv® — e wove fe + 5¢ +d—p 1 e“Mwu
w w

— petwu f'($(€ — er))v(t —r,& —cr)
= pe®wuQ(t —r, & — cr). (3.16)

Integrating (3.16) over [0,¢] x R yields

oty + [ [ enrf-ett ;(“;/((gf)z}ms)v?(m)dng

_2p /O /R (€)' (6(E — er))o(r, E)o(r — 1, € — er) dg dr

<)l +2 [ [ mu@on Qe —rg—a). (317)

Notice that, from (Hs), f'(¢) > 0 for N_ < ¢(§) < N;. Again, using the Cauchy
inequality we obtain

12pe®*Tw (&) f'($(& — er))u(r, E)v(T —1,& — cr)
< pe? Tw (&) 1 (p(€ — er)) [77112(7, &)+ %’UQ(T —r&—cr)

for any positive constant 7, which will be specified later. Thus, the third term on
the left-hand-side of (3.17) is reduced to

‘217 /Ot/ReQ“Tw(i)f’(fb(é —cr))o(r, §o(r —r,§ —cr)dEdr

<p /0 t /R () (D€ = o)) | () + L% (r 16 - cr)] ag dr
= [ [ i) ote - i acar
/ / Ty (€ —er))v* (1 — 1 €& —cr)dédr

[change of variables: £ —cr — &, 7 —1r — 7]
— 2ut / _ 2
pn /0 | @ ol - (e dcar
t—r
P 2ur 20T cr)f! v3(r T
w2 [ ] v en) (o€ €) dd
<o [ [ @ o - (o dear
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1 P gaur / / w(€ + er) f($E)(r, €) de dr
* % /_T/ReQ“Tw@ o) [/ (BE))(r,€) de dr. (3.18)
Substituting (3.18) into (3.17) leads to
t
24 [o(t)]|2; + / /R PP B, (w0 (7, ) dE dr
t
< oo (0) 12 + 2 / /R e w(E)o(r, )Q(r — € — cr) dE dr

+ Lo [ O [ et s @©nscdr. @19)

where
WOy (WO
Brp(@) 1= —e gy 20 = 2 2<w<£>>
ol (e — er)) — ﬁew(fu(zf”)f’w(s))- (3.20)

For the nonlinearity Q(t — r,& —cr) = f(¢ +v) — f(¢) — f'(¢)v, using Taylor’s

formula, we have

() o
ot

Qt—r&—cr)=f(¢+v) = f() — fl(P)v = (3.21)

where ¢ is some function between ¢ and ¢ +v = VT (t,z), i.e. ¢ < ¢ < VT (t,z).
Since both ¢ and V*(t,z) satisfy 0 < ¢ < Ny and 0 < V*(t,z) < Ny, we then
have 0 < ¢ < N, which combines with assumption (Hs) to ensure that

fl/((;g) <0, ie. Q(t - T,f - CT) < 0 for (t,l‘) S RJ’_ X R.

Thus, using the facts that Q(t —r, & —cr) < 0 and v(t,£) > 0 (see (3.12)), we obtain

2p /t/ 2 Tw(E)v (T, €)Q(T — 1, & — cr)dédr < 0. (3.22)
0o JR

Substituting (3.22) into (3.19), we obtain
t
ot + [ [ By (u(©e () dgdr
0 R
0
< ooty + 26 [ [ e+ en) (0005, acar

0
<l + [ Tl ar) (3.23)

for some positive constant C'.
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Let
! w’ 2 w cr
Al =~ 2= (D)~ ppole - ) - 2EET piorgy),
(3.24)
Then
B ool = A€ — 20— L 1)f’(¢(£))W- (3.25)

Next we prove By, .,(§) > 0 by selecting some suitable weight function w(¢) and
the exponent p. This is one of key steps in the proof of the wavefront stability.

LEMMA 3.3 (the case when r = 0). Under assumptions (Hy) and (Hs), for r =0,
let w(§) = wa(§), as defined in (2.4), and n=ny = 1. Then

Ay (§) 20y >0, €€R, (3.26)
for some positive constant Cs.

Proof.

CASE 1 (£ < z2). We have

Apsn€) = —c 22 24~ ;(ij)? 2/ (6(€))
2 [ (2 2 s ppote - ad
— 5|2 - T - ) - o
< |2+ (VE TGO - @+ )

>0, (3.27)

by selecting
wx© =ep{ [ acac)
with
—c— /e —4pf'(6(&)) — d] < 7(€) < —c+ /e = Alpf (4(¢)) — d.

Zl]eie,o.c >c*=2yp—dand 0 < f'(¢) < 1 (see (Hp)) imply that c* — 4[pf’'(4(£)) —

CASE 2 (£ > x2). In this case, we have wa (&) = wa(§+cr) = 1. From (Hz), f/(¢) is
decreasing in ¢. Since ¢(€) is increasing in &, this means that f/(¢(€)) is decreasing
in £, and satisfies 0 < f/(N4) < f(¢(§)) < f'(¢(x2)) for co > £ > zo. Notice that
d—pf'(Ny) > 0 (see (Hy)). We can select x5 to be sufficiently large such that
|p(z2) — N4| < 1 and

d—pf'(¢(xa)) > 0. (3.28)
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Thus, we obtain

Apy o, (&) = 2[d = pf'(#(£))] = 2[d — pf'(¢(22))] > 0. (3.29)

Let
Cy = ge(rili?,oo) Ay, ws (&) > 0. (3.30)
Combining (3.27) and (3.29), we prove (3.26). O

LEMMA 3.4 (the case when r > 0). Under assumptions (Hy) and (Hz), for r > 0,
let (2.8) and (2.13) hold, and let w(&) = ws(&), as defined in (2.6), and n =n3 =
exp{—3kc*r}. Then

A’?37w3 (6) 2 03 > 07 g € Ra (331)

for some positive constant Cs.
Proof.
CASE 1 (£ < x3). In this case, we have
ws(§) = exp{—kc(§ — x3 — cr)}, w3 (€ 4 cr) = exp{—kc(§ — x3)}

and, inspired by [2], we set n = 13 = exp{—3kc?r}. From assumptions (H;) and

(Hs), we realize that 0 < f/(é(z3)) < f(9(€)) < f/ (€ —cr)) < f(p(—0)) =
1/(0) =1 for £ € (—o0, z3]. Thus, we obtain

Ay s (€) = ke® +2d — 5k2 — pf'(6(€ — er)) exp{—gkc*r}
= pf'(6(€)) exp{—5kc’r}
> ke® +2d — 1k*c® — 2pexp{—Skc’r}
= 1[4d — k*c® + 2kc® — dpexp{—3kc®r}] > 0, (3.32)

where we used (2.7) for the last step of (3.32), which can be guaranteed under the
condition (2.8), as shown earlier.

CASE 2 (23 < & < x3 + cr). In this case, we have

w3 (€) = exp{—ke(§ —x3 —cr)} w3(€+cr)=1 and n=n3 = exp{—5kc’r}.

As shown before, f/'(4(€)) is decreasing in &, namely, f'(¢(xs + cr)) < f'(#(€)) <
fl(d(x3)) < f(p(€—cr)) < f'(¢p(xs—cr)). Using the fact that exp{kc(§—z5—cr)} <
€% =1 due to & — x3 — cr < 0, we then obtain
Aoy () = K+ 20— P2 — o (616 — ) — L (o() b
> e 24 = 3P — s f (8 = er)) = (95 — )
3
= ke +2d — 1k*¢® — 2pf'(¢(z5 — cr)) cosh(Lkc?r). (3.33)
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Notice that 1 < k < 2, and coshz is increasing for x > 0, which implies that
0 < cosh(3¢?r) < cosh(3kc?r) < cosh(c?r). From (3.33) we then have

Apy s (&) = ke® +2d — Lk*® — 2pf'(¢(x5 — cr)) cosh(2kc?r)
= 1k(2 — k) +2d — 2pf'(¢(x5 — cr)) cosh(2kcPr)
> 2d — 2pf'(é(x3 — cr)) cosh(cr). (3.34)
From (2.13), we have
d —pf'(Ny)cosh(c*r) > 0. (3.35)

Let x3 be sufficiently large, i.e. |¢(x3 — cr) — Ni| < 1, such that (3.35) can imply
d — pf'(¢(x3 — cr)) cosh(c?r) > 0. (3.36)
Applying this to (3.34), we then prove that
A s (€) = 2[d — pf'(¢(x3 — cr)) cosh(c?r)] > 0. (3.37)
CASE 3 (£ > x3 + cr). In this case,
w3(€) =wz(E+er)=1 and 7 =n3 = exp{—zkc’r}.
Then

Avy s (6) = 2d — map ' ($(6 — 7)) — %f’(aﬁ(&))

> 2d — napf’(d(xs — cr)) — %f’(aﬁ(xg —er))

=2d — 2pf'(¢(z3 — cr)) cosh(Skcr)

> 2d — 2pf'(¢(x3 — cr)) cosh(c?r) > 0, (3.38)
due to (3.36).
Thus, let
C3 := min{ [4d — k*c* + 2kc? — dpexp{—3kc?r}], 2d — 2pf'(¢(x3 — cr)) cosh(c®r)}.
ot (552 (057 559 e 59 B

LEMMA 3.5. There exist some small numbers jig > 0 and ps > 0 such that

Cy — 21 — %(62“” ~1)>0 and Cs—2us— %(e%“ ~1)>0. (3.40)

Then
By o () >0 and By, s w,(&) >0 forall§ € R. (3.41)

Proof. Notice that

w; (€ + cr) <1

wi(&) T i=23, and 0< f(¢(§) <1 forall{€R.
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From (3.26), (3.27) and (3.31), it can be verified that there exist some small numbers
e > 0 and pug > 0, such that, for r =0,

P / wa(§ + cr)
B ws (&) = App oy (§) — 2u — —(e727 — 1
napzsws (§) = Angw, () — 22 n (e ) (#(8)) wa(©)
> Oy — 2n — nﬁ(e%ﬂ —1)>0 forall £ €R, (3.42)
2
and, for r > 0,
P ousr / ws(§ +cr)
Boy paiws () = Apy a0y (€) — 2p3 — — (€237 — 1 =S T
na sz ws (§) = Ang s (§) — 23 o (e )1 (#(8)) ws(€)
> 05— 203 — L (e —1) >0 forall £ €R. (3.43)
13
The proof is complete. O

Applying (3.42) and (3.43) to (3.23), and dropping the positive term

t
/O /R 27 By ()w(E)v (7, €) de dr,

we have

ooz, < (I, + [

-

0
lvo(7)1Z2 dT) for r =0 (3.44)

and
0

e2“3tHU(t)||2L%J3 <Gy <||vo(0)||%gj3 +/ H’UO(T)”%%}S dT) for r > 0. (3.45)

-Tr
Furthermore, by differentiating (3.13) with respect to &, and multiplying it by
e?itw; (&)v(t, &) (i = 2,3 corresponding to » = 0 or r > 0), then integrating the
resultant equation with respect to (¢,z) over [0,t] x R, and using the basic energy
estimates (3.44) and (3.45), we can prove

0

22t ug(t) |2 < 04(||v0(0)|§%2 +/ oo () 3 dT> forr=0  (3.46)

—Tr
and
0

e2u375||v(t)||%1203 < C4(||v0(0)|?q1103 +/ ||1)0(7')||2H}U3 d7> forr >0 (3.47)

-Tr

for some positive constant Cy. The detail of the proof is omitted. Combining (3.44)—
(3.47) yields

0
s +/ lvo ()7, dT> forr=0 (3.48)

w
2 -Tr

e Ol < oo Juof0)

and
0

IOl < oo (IO, + [ ()l ar) Trr>0 (349

-r

provided with some positive constant Cs.
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Since w;(§) > 1 for all € € R, i = 2,3, from the definition of the weighted Sobolev

space H} we have

0

1/2
IOl < 10Ol < Ve (o), + [ Ten(r)y ar)  (350)

—-Tr

where ¢ = 2 or 3 when » = 0 or r > 0, respectively. Furthermore, by the Sobolev
embedding theorem H'(R) < C°(R), we finally prove the following stability result
with exponential time decay.

LEMMA 3.6. It holds that

sup [V (t,z) — ¢(z + ct)| = sup Jv(t, €)| < Cee ™, t >0, (3.51)
zeR £ER

for some positive constant Cg, where i =2 or 3 when r =0 or r > 0, respectively.
CASE 2 (convergence of V™ (t,z) to ¢(x + ct)). Let
§:$+Ct, ’U(t,f) :¢(a:+ct)—V_(t,x), 1}0(3,5) = ¢($+C$)—‘/O_(S,$). (352)

As shown above, we can similarly prove that V= (¢, ) converges to ¢(z+ct), accord-
ing to the following lemma.

LEMMA 3.7. It holds that

sup [V~ (t,2) — §( + ct)| = sup o(t, £)| < Cre™t, 130, (3.53)
z€R £ER

for some positive constant C7, where i =2 or 3 when r =0 or r > 0, respectively.

CASE 3 (convergence of N(t,x) to ¢(x + ct)). In this step, we prove theorems 2.2
and 2.3, as follows.

LEMMA 3.8. It holds that

sup |[N(t,z) — ¢(z +ct)| < Ce ' >0, (3.54)
z€R

where i =2 or 3 forr =0 orr > 0, respectively.

Proof. Since the initial data are V; (z,s) < No(z,s) < V5 (z, 5), from lemma 3.2,
the corresponding solutions of (1.1) and (1.2) satisfy

V= (t,z) < N(t,z) < V*t(t,z), (t,z) e Ry xR.
Owing to lemmas 3.6 and 3.7, we have the following convergence results:

sup |V~ (t,z) — ¢z + ct)| < Ce Mt sup [V (t,2) — ¢(z + ct)| < Ce Hi?
zeR z€R

for i = 2 or 3 when r = 0 or > 0, respectively. Then, by using the squeeze theorem,
we finally prove that

sup |N(t,z) — ¢z +ct)| < Ce ™' t>0
z€R

for ¢ = 2 or 3 when r = 0 or r > 0, respectively. This completes the proof. O
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Figure 1. The initial data within [N—, N4]. The graphs shown are for the solution
N(t,z) at (a) t =0, (b) t =5, (c) t =10, (d) t = 20, (e) t = 50 and (f) ¢t = 100.
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Figure 2. The initial data exceed N4 at some points. The graphs shown are for the
solution N(¢,z) at (a) t =0, (b) t =5, (c) t =10, (d) t = 20, (e) t = 50 and (f) ¢ = 100.

4. Numerical simulations

In this section, we present some numerical simulations. We find that these numerical
results in many cases match and confirm our theoretical results shown in §2. The
computational results reported in this section are based on the following finite-
difference approximation with a forward scheme for the time derivative and a central
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scheme for the spatial derivative:

Np—Np~t NPT —2NPTh 4 NP
J J j—1 J J+1 n—1 n—r

= — dN! N 4.1

A7 Aoy ST e, (40

with Nicholson’s birth-rate function f(N) = Ne %" where At and Az denote
the step size in time and space, respectively, and are chosen as At = 0.01 and
Az = 0.2, so that the stable condition for the finite-difference scheme At/(Az)? < 1
is satisfied. Although the original model assumes the spatial domain in (—oo, 00), a
finite computational domain (—L, L) is imposed. Here, we let L = 400 so that the
computational domain is sufficiently large and no artificial numerical reflection is
introduced in the computed solution. The parameters are taken as r = 0.5, a = 0.1,
p =217 and d = 1. Thus, we have

Ny =

ISR

1n§ ~ TTATTLT.

We choose two different types of initial data. One is

0 <0,
No(s, z) ={ 7 (4.2)
N+7 T > 07
which satisfies 0 = N_ < Ny(s,x) < N4, and the other is
0, < —20,
No(s,z) = €40, —20 <z <20, (4.3)
Ny, x> 20,

which exceeds N4 for z € (—20, 20].

As shown in figures 1 and 2, whatever the initial data within [N_, N;] or exceed-
ing Ny, it perfectly demonstrates that the solution of equation (1.1) converges
time-asymptotically to a wavefront; in other words, it demonstrates the nonlinear
stability of the wavefront. When the initial data No(s,z) are taken as in (4.2),
figure 1 directly confirms our theoretical result. But, for the initial data Ny(s,x)
chosen as in (4.3), which does not satisfy the condition N_ < Ny(s,z) < Ny needed
in theorem 2.3, as shown in figure 2, we still numerically obtain that the solution
behaves as a travelling wavefront time-asymptotically.
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