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 Abstract:     Closed-loop medical devices such as brain-computer interfaces are an emerging 
and rapidly advancing neurotechnology. The target patients for brain-computer interfaces 
(BCIs) are often severely paralyzed, and thus particularly vulnerable in terms of personal 
autonomy, decisionmaking capacity, and agency. Here we analyze the effects of closed-loop 
medical devices on the autonomy and accountability of both persons (as patients or research 
participants) and neurotechnological closed-loop medical systems. We show that although 
BCIs can strengthen patient autonomy by preserving or restoring communicative abilities 
and/or motor control, closed-loop devices may also create challenges for moral and legal 
accountability. We advocate the development of a comprehensive ethical and legal frame-
work to address the challenges of emerging closed-loop neurotechnologies like BCIs and 
stress the centrality of informed consent and refusal as a means to foster accountability. 
We propose the creation of an international neuroethics task force with members from med-
ical neuroscience, neuroengineering, computer science, medical law, and medical ethics, 
as well as representatives of patient advocacy groups and the public.   

 Keywords:     autonomy  ;   accountability  ;   neurotechnology  ;   brain-computer interfaces  ; 
  neuroethics      

   Introduction 

 Many emerging neurotechnological medical devices operate on the principle 
of closed-loop interaction. In one type of closed-loop interaction, an amplifi er/
computer system records a subject’s brain activity in order to create an output that 
can be monitored by the subject. The subject or the device can then modulate sub-
sequent brain activity, thus closing the loop. In a closed-loop brain-computer 
interface (BCI), for example, electrodes record neural activity from the scalp or 
from a neural implant, and a computer algorithm translates the neural activity 
to control a spelling program or a robotic arm; the subject can then monitor the 
output and manipulate the program or the robotic prosthesis.  1   In another type of 
closed-loop interaction, an amplifi er/computer system records a subject’s brain 
activity in order to create an output that controls brain stimulation, thus again 
closing the loop. Systems for treating pharmaco-resistant epilepsy are one prominent 
example of this type of closed-loop device.  2   

 Most BCI systems today record neural activity extracranially with electroen-
cephalography (EEG) or indirectly by measuring hemodynamic changes with 
near-infrared spectroscopy (NIRS) or functional magnetic resonance imaging (fMRI). 
In recent years, however, the development of invasive BCIs based on intracranial 
recording of neural activity with electrocorticography (ECoG) or penetrating nee-
dle multielectrode grids (such as the “Utah array”) has advanced considerably. 
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Because of technical improvements in signal quality and information transfer rate, 
this technology will have a variety of clinical applications in coming years.  3 , 4 , 5 , 6   

 Based on the available functions that BCI systems provide today—communication 
through spelling systems and the operation of robotic prostheses—there are dif-
ferent target patient populations for clinical research. Patients with neurodegen-
erative diseases such as amyotrophic lateral sclerosis (ALS) may benefi t from a 
BCI system. Neurodegeneration in ALS in later stages results in partial or com-
plete loss of all voluntary motor control—the locked-in state, which limits or pre-
vents communication by natural means. A BCI device may thus enable or preserve 
communication in these patients.  7   For stroke victims with chronic aphasia, BCI 
could potentially improve communication, and for severely paralyzed stroke 
patients with largely intact cognitive abilities, it could restore motor function.  8   
In patients in a minimally conscious state (MCS), BCI devices may also enable 
communication with the outside world.  9 , 10   

 In what follows, we examine the effects of these novel closed-loop neuro-
technological devices on the autonomy and accountability of persons and 
systems. Drawing on these observations, we propose the development of an 
international consensus process on the ethical and legal ramifi cations of this 
technology.   

 The Autonomy of Persons and Systems  

 Personal Autonomy 

 When we discuss  personal autonomy  in medical ethics  11   we implicitly invoke 
the concept of moral agents and usually assume that only persons count as 
agents. However, we intend to compare personal autonomy with the auton-
omy of computerized systems, and we must therefore specify precisely what 
type of agents can and should be described as autonomous. For our purposes, 
in order to be considered autonomous, an agent must (1) interact with objects 
or other agents, (2) possess reliable heuristic and decisionmaking capacity, 
(3) be the de facto originator of particular actions, and (4) act in accord with her 
(its) beliefs. 

 Although these criteria are usually considered  necessary  for autonomy, there 
are some individuals to whom we would ascribe some degree of autonomy or 
agency despite their being unable to be the de facto originator of particular 
actions. At the level of informed consent and refusal, their responses may be 
reactive at a lower level of assent or dissent, in large part because they can nei-
ther initiate nor fully explain their actions. This is the case for patients who are 
in a minimally conscious state who have been assisted by other neuroprosthetic 
devices such as deep brain stimulation (DBS), neuroimaging, or an EEG-based 
BCI system. 

 In order to accommodate subjects who are unable to originate actions, we pro-
pose the following as a working defi nition of “personal autonomy”: personal 
autonomy arises from the subject’s experience of congruence of motive and action, 
which gives rise to the feeling of individual agency. Ideally, these actions should 
be in agreement with more invariant or long-term aspects of the agent’s character, 
dispositions, and moral values. Of note, this level of functionality requires the 
retention of suffi cient memory and personal identity.   
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 System Autonomy 

 BCIs that operate automatically in response to the environment that they monitor 
can be considered to have a limited sort of autonomy. We call this  system autonomy . 
Establishing criteria for what constitutes truly autonomous system behavior, how-
ever, is not straightforward. A BCI could satisfy most of our previously discussed 
criteria for agency, without us being very tempted to consider it an agent. It is easy 
to imagine a machine that could satisfy the fi rst three: interaction with objects or 
agents, possession of heuristics and decisionmaking capacity, and capacity to orig-
inate actions. The fourth criterion, acting in accord with beliefs, is more problem-
atic. One could perhaps plausibly describe a system as having beliefs to the extent 
that it is  designed  to have beliefs. For example, a thermostat designed to turn on the 
air conditioning when the temperature rises above a certain point might be said to 
“believe” that it is too hot. One might respond that such a simple and fully pre-
dictable behavior seems to stretch the defi nition of “belief” too far, and we agree—
but what about systems behaviors that are much more complex, involving machine 
learning and adaptation, and that are not fully predictable? In this setting, it becomes 
much more plausible to describe systems as having beliefs—and to the extent that 
this is true, we must ascribe some (limited) degree of agency to such a system. One 
important feature of autonomous system behavior, then, is that it is not fully pre-
dictable by the system engineer and not fully controllable by human agents inter-
acting with the system.   

 Distinctions between Personal and System Autonomy 

 In order to clarify the distinction between system autonomy and personal 
autonomy when it comes to BCIs, we fi rst examine the principle of closed-loop 
interactions and then discuss possible criteria for autonomous system behavior. 
As an example, we use closed-loop devices for epileptic seizure control and for 
paralyzed patients, but our discussion also applies to other closed-loop medical 
devices. 

 In closed-loop systems for epileptic seizure control, implanted electrodes con-
tinuously monitor neural activity and may deliver electric stimulation to inter-
rupt or prevent the seizure.  12 , 13   Autonomous system behavior in this case would 
entail a measure of decisional authority built into the algorithm of the device. 
On the one hand, an engineer could program the algorithms in such a way as to 
fully predetermine the actions taken by the system when it detects epileptic elec-
trocorticographic patterns. Such a programmed system would have no auton-
omy in terms of systematic decisionmaking or agency. On the other hand, if the 
system uses an adaptive machine learning algorithm, which can generate its 
own inferences from the neural data and stimulate ad lib, the system may have 
some degree of autonomy in the sense that it “chose” its response without being 
explicitly directed to do so by the engineer. Of course, one could argue that the 
decision on how much decisional capacity or agency to build into the system is 
ultimately made by the programmer, and this  meta-autonomy  of design thus 
leaves the burden of accountability with the engineer, regardless of the degree of 
autonomy of the system.  14   This raises a deeper set of questions about whether 
such a system can ultimately be fully autonomous, but this will have no implica-
tions for our thesis here. 
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 How complex must a BCI system be before we begin to ascribe partial or full 
autonomy to it? Few if any would ascribe autonomy to a BCI that operated like a 
thermostat—delivering a stimulus whenever cortical activity exceeds a certain 
threshold. But BCIs are being developed with adaptive algorithms based on 
machine learning, which makes the BCI’s decisionmaking much more sophisti-
cated and complex. If the engineer cannot anticipate or predict the system’s behav-
ior with absolute precision, then we submit that such a system should be ascribed 
at least some degree of autonomy. Engineers sometimes describe this diffi culty of 
predicting system behavior as the  decisional space  being occupied by the system. 
When the full range of system behavior is not fully predictable anymore, and the 
system occupies some of the decisional space, the system represents at least a 
weak instance of artifi cial intelligence—it is an “intelligent system” and can be 
considered an intelligent entity.  15   Although the presence of intelligence does not 
 necessarily  imply the presence of autonomy, we submit that this type of adaptive 
decisionmaking capacity implies both intelligence and autonomy—it certainly 
seems to satisfy our criteria for moral agency. 

 Because we argue that such learning systems should be considered to have at 
least a version of autonomy, we must ask ourselves whether the autonomy of the 
human part of the BCI system should be extended to include the algorithmic part. 
One could consider such a human-machine decisionmaking system as either a 
single autonomous entity or two separate entities, each with perhaps only some 
privileges and duties of autonomy. Regardless of whether there are one or two 
entities, as the autonomy of the electronic component increases, the autonomy 
of the human subject may diminish—a subject of concern, in our opinion. On the 
other hand, we later discuss how  shared autonomy  between a paralyzed patient 
and a BCI system may also strengthen the autonomy of the patient by enabling 
decisionmaking. 

 Of course, system autonomy is only comparable to personal autonomy on 
the level of agency. Thus, we can describe different forms of “shared agency” 
in human-machine interaction, but on a level of autonomy as a capacity to refl ect 
actions regarding moral implications or regarding the accordance of an action to a 
person’s goals or way of life, we usually use the concept of autonomy in a broader 
sense. 

 We next examine how keeping the human subject in the loop may make a differ-
ence in terms of preserving the subject’s autonomy and agency.   

 Keeping the Subject in or out of the Loop? 

 In the example of closed-loop medical devices for epileptic seizure control, we can 
either give the subject some feedback and control over the system—keeping her in 
the loop—or design the system to learn, adapt, and act without any input from the 
subject—keeping her out of the loop. One could leave the subject out of the loop 
by having the system monitor for seizure risk and respond according to its algo-
rithms, but without notifying the patient. This has the advantage of convenience—
the machine operates independently to reduce the risks of seizure—but the 
disadvantage of leaving the patient out of decisions regarding whether to act in 
response to an increase in seizure risk. Alternatively one could keep the subject in 
the loop, for example, by showing her a risk-indicating “traffi c light” signaling no 
risk (green) to high risk (red) of an impending seizure. 
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 If the subject is in the loop, she retains some autonomy over decisionmaking. 
For instance, if the traffi c light shows yellow or red, the patient might interrupt 
activities like riding a bike or standing on a ladder. This has the advantage of giv-
ing the patient as much knowledge about the state of her system as possible, thus 
enhancing her autonomy with respect to her seizures, but has the disadvantage of 
requiring the patient to act in a way that maximizes safety. Criteria for distin-
guishing when human individuals should be able to override medical devices and 
when medical devices should intervene to override human autonomy remain to 
be developed. 

 We do not know yet which type of system is preferred by subjects, because we 
do not have suffi cient empirical data on acceptance of this type of predictive and 
interventionist neurotechnology. However, the acceptance of electronic bodily 
devices for measuring, recording, and analyzing biometric data to modify behav-
ior suggests a willingness of some individuals to share responsibility for health 
outcomes with their medical devices. Structured interviews with epilepsy patients 
show that the acceptance of a closed-loop system for seizure detection and inter-
vention depends on whether the system causes palpable disruptions of daily rou-
tines.  16   A subject whose routines were disrupted by warning signals about seizure 
risk, therefore, might prefer to be kept out of the loop, ceding (or perhaps delegating) 
some of her autonomy to the BCI. 

 For BCIs, the question of whether and to what degree we keep the subject in the 
loop may have a profound impact on her experience of autonomy and personal 
identity too. For example, if the BCI uses the neural data to operate a robotic arm 
or an exoskeleton, the effects on embodied perception, body schemata, and the 
feeling of ownership are diffi cult to predict.  17 , 18   This leads to interesting anthropo-
logical and neurophilosophical questions: How does the incorporation of closed-
loop neurotechnological devices, such as an intracranial BCI system, alter a subject’s 
perception and sense of self and personal identity? How does the sense of agency 
and ownership change in times of neurotechnology? One could consider the device 
part of one’s own bodily experience—or a person could say: “Somehow it’s me, 
but I don’t feel that I am the author of the action in the full sense.” Another ques-
tion concerns the boundary between a system merely  assisting  versus  enhancing  
(or  augmenting ) a subject’s behavioral range or power—neuroenhancement. These 
issues are beyond the scope of this article, but we go on to propose a structured 
method of considering them.   

 Strengthening or Undermining Personal Autonomy through System Autonomy? 

 Establishing a BCI system for spelling may enable a severely paralyzed patient to 
communicate, thus permitting participation in decisions and thereby preserving 
personal autonomy. Take the case of a person with ALS in a completely locked-in 
state with no remaining oculomotor movement. For such a patient, communicat-
ing via a BCI spelling system could restore some measure of autonomy through 
participation in decisions regarding her own well-being and care. In such a sce-
nario, this would still be the case if some of the decisionmaking as to which letters 
the system selects relied on a machine learning algorithm. Partially relegating 
decisionmaking capacity, like spelling choices, to the algorithmic part of the BCI 
system may be necessary from an engineering viewpoint, to improve the decoding 
accuracy and spelling effi ciency of the BCI. As in the case of the epilepsy patient 
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in which a visual feedback signaling keeps her in the decisionmaking loop by 
indicating the seizure risk, giving a paralyzed patient who is using a BCI fi nal 
control over authorizing the spelling result could mitigate the potential for unin-
tended system behavior.  19   

 Importantly, autonomy is not a dichotomous state in our opinion but, rather, 
a quality that varies in proportion to the behavioral adaptiveness of the system.  20   
Researchers and ethicists discuss these considerations under the rubrics “roboeth-
ics” and “responsible robotics,” looking at the benefi ts, risks, and limits of semi- 
or fully autonomous algorithmic control systems for intelligent machines.  21 , 22 , 23 , 24   
At present, in our view, the degree of system autonomy of the available BCI solutions 
strengthens rather than undermines personal autonomy by enabling otherwise 
severely impaired patients to regain control of communication and movement to 
some degree. 

 As for the impact of this technology on the quality of life of patients, few in-depth 
case studies have explored the social impact of long-term use of BCI systems for 
paralyzed patients. One study, for instance, has shown that they may improve 
quality of life, for example, by allowing patients to participate in creative activities 
like painting;  25   this highlights the importance of developing neurotechnological 
devices, like BCIs, from a user-centered perspective that takes the needs of patients 
and their families as well as caregivers into account.  26 , 27   

 As for the limitations of our current knowledge and possible negative effects of 
increasing system autonomy, the following issues warrant particular attention 
from our point of view. Most clinical trials on implantable closed-loop devices for 
communication, mobility, or seizure control have thus far involved only very few 
subjects. Limited empirical data are available on the attitudes of patients and the 
effects on the experience of autonomy for patients who used BCIs and/or received 
closed-loop implants.  28 , 29   Future clinical trials with neural implants should there-
fore include gathering of such qualitative and quantitative data with structured, 
in-depth interviews as well as focus group discussions. Collecting these empirical 
data is also important for examining the possible negative effects of closed-loop 
systems on behavior, dispositions, and mental health. The need for such system-
atic caution is warranted, in part, by the history of adverse neurobehavioral effects, 
such as increased suicidal ideation, pathological gambling, or changes in personal 
identity in patients who received DBS.  30 , 31   

 Furthermore, restoring a communication channel for exercising autonomous 
decisionmaking in paralyzed patients with a BCI may also lead to a “burden of 
normality.”  32   This term describes an uncommon but important paradoxical nega-
tive effect in, for example, patients with Parkinson’s disease (PD) who have a DBS 
implant.  33   These patients occasionally suffer from disruption of social relation-
ships following the implantation of the DBS device. The slowly progressing char-
acter of PD leads to a fortifi cation of asymmetrical social power relations over time 
in which the patient becomes the disempowered recipient of care and the partner 
becomes the empowered caregiver and, often, the patient’s legal guardian. When 
DBS reverses motor disability (sometimes suddenly and dramatically), occasion-
ally a drastic relational adjustment (even role reversal) occurs. This, in turn, can 
lead to marital problems, even resulting in divorce in some documented cases.  34 , 35   
This analogy from PD may not fully map onto the experience of a severely para-
lyzed patient, because no current BCI system can undo the profound disability of a 
locked-in ALS patient. Nevertheless, the restoration of a previously lost ability—in 
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this case communication and the ability to assert one’s autonomy—may exert sim-
ilar stress on a relationship. 

 Taking these positive and negative effects into account, it is important to develop 
guidelines and an ethical framework to assess potential future closed-loop systems 
that may disrupt personal autonomy, particularly with respect to decisionmaking 
and agency. We next take up the question of the moral and legal accountability 
of autonomous system behavior.    

 The Accountability of Persons and Systems 

 The intrinsic value of personal autonomy, including the feeling of agency and the 
freedom of decisionmaking, also entails a number of moral and legal obligations 
and responsibilities. Put another way, we must consider how to approach moral 
and legal  accountability  when human subjects and (semi)autonomous systems work 
in concert. 

 Taking macrotechnological trends as an indicator, we seem to be increasingly 
willing to relegate decisionmaking to autonomous systems—think self-driving 
cars, computer-assisted fl ying, and diagnostic software. This is especially the case 
if these systems reliably perform better than human agents do at certain tasks. 
Imagine the number of road traffi c accidents that could be avoided if we had a 
high-performance autonomous vehicle with an error rate well below that of 
human drivers. 

 Nevertheless, in all these cases of autonomously behaving complex systems, 
it remains unclear who is to be held morally and legally accountable in the case of 
unintended catastrophic system failure. Take the case of a grave error in a system’s 
algorithm that results in unanticipated and undesired outcomes like injury or 
death. Who (or what) is to be held accountable in such a case? What if a medical 
device fails to predict and interrupt an epileptic seizure, which results in the sub-
ject being in an unsafe environment, leading to her injury and/or the injuries of 
others? Who will be taken to court—the subject, the programmer, or the device 
company? Or the regulatory body that authorized the device? Is responsibility 
shared so diffusely in the context of autonomously behaving complex systems 
that it becomes impossible to hold any one agent accountable? These serious ques-
tions suggest the need to retain human oversight at key decision points in order to 
maintain moral oversight of consequential actions and decisions, lest they become 
amoral. 

 A current example of this problem of accountability is the implantable cardioverter/
defi brillator (ICD), which monitors cardiac rhythm and may administer electric 
shocks in case of a dangerous arrhythmia.  36   In observational studies, up to 13 percent 
of patients wearing ICDs received unnecessary electric shocks based on false posi-
tive classifi cation by the algorithm.  37   In this case, the patient wearing the device 
is kept out of the loop and has no control over whether or not an electric shock 
should be administered; the patient thus cannot be held accountable for any 
adverse consequences of a false shock. For these devices, the question of liability 
and accountability is largely unresolved.  38 , 39   

 For the epilepsy patient with an intracranial device for seizure control, the ques-
tion of whether the subject is kept in or out of the loop also becomes relevant for 
our assessment of accountability. This will also hinge on basic constructs related to 
informed and ongoing consent to the intervention’s use. If a subject is unaware of 
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a moment-to-moment increase in her seizure risk, one cannot reasonably hold her 
accountable for the consequences of a resultant seizure. If an unintended system 
failure occurs in that scenario—for example, if the device misses an evolving sei-
zure, which puts the subject in danger or causes damage to a third party as a 
result—we are again faced with the question of who should be held accountable. 
The out-of-the-loop subject has some responsibility for consenting to the conse-
quences of the implanted system but is not accountable for the consequences 
of any particular seizure. If, on the other hand, the subject remains in the loop 
(e.g., via a visual feedback system), the subject’s failure to modify her behavior in 
accordance with the indicated level of risk may indeed result in moral and legal 
accountability. The in-the-loop subject, therefore, has an ongoing interaction with 
the technology in a way that the out-of-the-loop subject does not. The in-the-loop 
subject may have increased autonomy when compared to the out-of-the-loop sub-
ject, but she also has increased responsibility. Furthermore, this interaction may 
also strengthen ongoing consent for such a bodily intervention. It could be argued 
that if a patient who could give consent is not provided information necessary to 
exercise that right, the moral warrant for continued participation is lost, because it 
now becomes an unconsented-to intervention, and therefore there is a breach of 
both information exchange and voluntariness, both key elements of the Nuremberg 
Code.  40   

 When it comes to BCIs for restoring mobility or communication using current 
technology, the potential benefi ts outweigh the risks of unintended system behav-
ior, because patients stand to gain major benefi ts, and current technologies cannot 
pose much risk if they malfunction. For example, if a patient in the locked-in state 
has a BCI that malfunctions, the likely results (like spilling a drink or spelling errors) 
pose relatively little risk to her and virtually no risk to others at present. This may 
change in the future, however, when BCI technology may become more sophisti-
cated (e.g., BCI control of large-scale and highly mobile robotic devices) and if its 
applications move from the population of severely impaired patients to a wider 
variety of users. 

 Next, we make some suggestions regarding an international ethical and legal 
framework for regulating the development and application of this technology.   

 Regulating Closed-Loop Neurotechnological Devices: A Participatory 
Approach 

 Whether the design principles for closed-loop neurotechnological devices should 
only  guide  the decisionmaking policy of researchers, policymakers, and research 
ethics committees or whether they should have a binding legal character is cer-
tainly debatable. This leads us to the important question of how to organize and 
channel the political process for regulating these emerging neurotechnologies. 
We propose a political decisionmaking process that is guided by working models 
of Jürgen Habermas’ theory of “deliberative democracy.”  41 , 42   In this bottom-up 
model of political legitimatization, extensive public discourse, dialogue, and 
deliberation involve all stakeholders in a regulatory or legislative issue. This pro-
cedure avoids top-down “expertocratic” imposition of regulation that is devel-
oped without adequately consulting the needs of the most vulnerable stakeholders 
in a particular issue—in this case the severely neurologically impaired patients 
and their families.  43   Similar initiatives—for example, the recent International Summit 
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on Human Gene Editing in 2015—have been formed for discussing the impact of 
genetic engineering.  44   In the case of emerging neurotechnology, particularly invasive 
closed-loop neural implants, this deliberative process would include representatives 
of patient advocacy groups, the public, medical professionals, neuroengineers, 
computational scientists, neuroethicists, and legal professionals. One possibility 
to organize and channel such a deliberative process would be an independent task 
force that regularly brings together these stakeholders locally and in international 
meetings to work out an ethical and legal framework for regulating current and 
future neurotechnology. This task force should initiate specially tailored focus 
groups, including the aforementioned parties, in order to identify the challenges 
and the crucial ethical and societal aspects. This process could be complemented 
by efforts in science communication and public outreach by researchers in the 
fi eld in order to involve the public in learning about and discussing current 
research.  45     

 Conclusions 

 We have seen that closed-loop neurotechnological devices may preserve, restore, 
or strengthen personal autonomy, particularly in the case of BCIs for severely par-
alyzed neurological patients. We have identifi ed an accountability gap in scenar-
ios in which decisionmaking capacity and agency are relegated to an autonomous 
system. There may be value in keeping a subject in the loop for preserving and 
strengthening the autonomy of decisionmaking and agency, though this involves 
a tradeoff in responsibility and accountability—the more in the loop a subject is, 
the more responsible she is for the outcomes. We describe a need to consider 
the possibility of shared autonomy between subjects and systems and to discuss 
whether traditional mandates for informed consent (or refusal) and agency are 
adequate ethically and legally in such scenarios. We have also identifi ed a paucity 
of systematic studies on the effects of neurotechnological devices on subjects’ 
experience and feelings of personal autonomy. As a subject’s fi rst-person experi-
ence lies at the heart of autonomy, these empirical data may increase our under-
standing of the issue, and we thus strongly encourage systematic studies on this 
topic.  46 , 47   In this context, it is also important to gather empirical data on the opin-
ions, attitudes, values, and beliefs of the stakeholders in particular neurotechnolo-
gies, as exemplifi ed by the Asilomar Survey, a survey that analyzed such data by 
polling 145 researchers in the fi eld of BCI technology.  48   

 Finally, we have proposed the formation of an international task force based on 
a participatory model so that all stakeholders have the opportunity to deliberate 
the ethical and regulatory challenges of emerging neurotechnologies—like closed-
loop devices for brain-computer interfacing.     
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