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Abstract

There exists a fundamental paradox in linguistic cognition. Experiments show 
consistent sound-symbolic biases in people’s processing of artificial words, yet 
the biases are not manifest in the structure of real words. To address this para-
dox, we designed an experiment to test the magnitude and source of these 
biases. Participants were tasked with matching nonsense words to novel object 
forms. One group was implicitly taught a matching rule congruent with biases 
reported previously, while a second group was taught a rule incongruent with 
this bias. In test trials, participants in the congruent condition performed only 
modestly but significantly better than chance and better than participants in 
the incongruent condition who performed at chance. These outcomes indicate 
the processing bias is real but weak and reflects an inherent learning bias. We 
discuss implications for language learning and transmission, considering the 
functional value of non-arbitrariness in language structure and underlying 
neurocognitive mechanisms.
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1.	 Introduction

A fundamental tenet of contemporary linguistics, codified by Saussure (1983), 
is that word meaning arises by convention because there are no clues to mean-
ing in the structure of words themselves. In short, word form is arbitrary. This 
dictum survives to the present despite sporadic reports to the contrary in the 
form either of studies showing structural consistencies in the form of certain 
word classes within and between languages (e.g. Berlin 1994; Brown et al. 
1955), or of experiments showing that, for artificial word material, people have 
strong and consistent expectations about appropriate word structure (Köhler 
1947). Such findings are often lumped under the banner of Sound-Symbolism, 
a term that flags the possibility that language structure is not entirely arbitrary. 
However, they have done little to challenge the classic Saussurean dictum. 
Instead, such findings have generally been discounted and marginalized, at 
best treated as curiosities vastly outweighed by the apparently overwhelming 
arbitrariness of language ( Newman 1933; Newmeyer 1993).

However, there has been a recent resurgence of interest in sound symbolism, 
one that appears to pose much greater challenges to the Saussurrean dictum. 
This resurgence reflects two complementary developments. First, there has been 
considerable systematic research into the phenomenon of synaesthesia. While 
initially deemed peculiar or aberrant, contemporary research demonstrates that 
cross-modal neurosensory associations of the sort first described for synaes
thesia are about 100 times more common than previously expected (Simner 
et al. 2006). It has also shown that normal individuals often manifest many of 
the same cross-modal activity biases as synaesthetes (Ward et al. 2006; cf. 
Brang et al. 2011). Such findings have led some to propose that cross-modal 
connectivity is, in fact, a basic feature of neural organization and that synaes-
thetes simply manifest an exaggerated form of it (Spector and Maurer 2009).

Complementing this development has been a renewed and more sophisti-
cated focus on the bio-cultural origins of language. This research program has 
specifically included experimental and modeling studies of the role of sound-
symbolism in facilitating language acquisition and affecting the differential 
survival and learnability of word forms (e.g. Imai et al. 2008; Kirby et al. 2008; 
Monaghan et al. 2011).

Taken together, these two research developments have helped to illuminate 
a plausible mechanistic basis for sound-symbolism in the cross-modal neural 
connectivity that appears to be a common organizational feature of the nervous 
system (Rouw and Scholte 2007), and they have helped to establish a poten-
tially important functional role of sound symbolism in language acquisition 
and transmission. However, this work still must deal with an outstanding para-
dox. On the one hand, the mechanistic and functional accounts help to explain 
the consistent biases observed in past experiments testing people’s naïve 
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expectations about the appropriate structure of artificial language material. On 
the other hand, the structural patterns implicated by people’s naïve expecta-
tions seem not to be manifest in the words of real languages. More succinctly, 
if the biases are so consistent, why are they not manifest in the structure of real 
language?

A paradigm example of this paradox lies in the classic Takete-Maluma (or 
Bouba-Kiki) effect first described by Köhler (1947). This effect involves a bias 
in which people consistently map unfamiliar objects that are either jagged or 
rounded in form to nonsense words containing specific types of consonants or 
vowels (Maurer et al. 2006; Nielsen and Rendall 2011; Tarte and Barritt 1971; 
Tarte 1974; Westbury 2005). Across multiple studies, the matching biases are 
consistent and the effects are large. Given the consistency and magnitude of 
these effects, it is odd that there is so little tangible evidence for this effect in 
real languages.

We have proposed that a potential solution lies in the transparency of the 
task administered in many experiments. For example, experimental designs 
have often used a simultaneous presentation procedure in which two unfamiliar 
object images and two nonsense words are displayed at the same time. This 
procedure allows participants to make direct comparisons between the differ-
ent object shapes and the different word types which might make the associa-
tions between them obvious. As a result, such experiments produce very high 
concordance rates, on the order of 90%, that might overstate the magnitude of 
the bias and thus the expectations about its prevalence in real language. In sup-
port of this proposal, we found that, when the experiment is modified only 
slightly to involve sequential presentation of single images, the same matching 
biases are observed but the magnitude of the effects are much smaller (~60%) 
( Nielsen and Rendall 2011; cf. Berlin 1994; Kovic et al. 2010; Parise and 
Pavani 2011). This finding helps to resolve the paradox by reconciling previous 
apparent discrepancies between the magnitude of the matching bias and the 
dearth of evidence for it in real language. What remains unclear is whether the 
bias that this work confirms is something that participants have inherently and 
therefore bring to the experimental task or that they construct in the task itself 
simply because the word-image associations are made obvious when both cat-
egories of stimuli are presented simultaneously.

To test this possibility, we designed an experiment to teach participants 
matching rules that were either congruent or incongruent with the consistent 
matching patterns documented previously. If participants have no pre-existing 
matching bias, then both sets of participants should perform equally well. 
However, if participants bring a natural bias to the task, then it should affect 
their performance, facilitating performance by participants in the congruent 
rule condition and interfering with performance by participants in the incon-
gruent rule condition.
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2.	 Methods

2.1.	 Participants

Participants were 48 undergraduate students (36 female, 12 male) between 
the ages of 18 and 48 who were enrolled in introductory psychology courses 
at  the University of Lethbridge and received partial course credit for their 
participation.

2.2.	 Word and image stimuli

The image stimuli used in this experiment were created using a radially con-
strained mathematical formula which created pairs of curved and jagged image 
forms from the same set of randomly generated calculus points. The resulting 
image pairs were identical to one another except in the curvature of their lines. 
Two example image pairs are shown in Figure 1 and full details of the image 
generation technique are provided in Nielsen and Rendall (2011).

This image generation procedure allowed for the wholly objective produc-
tion of a large number of image sets that were thereby not influenced by 
implicit experimenter biases in image selection.1 A total of 46 pairs of images 
were created, 40 of which (80 total images) were randomly selected for use in 
the experimental, or test, trials and 6 of which (12 total images) were randomly 
selected for use in the demonstration trials.

1.  Note that this has been a criticism of past work.

Figure 1.  �Side-by-side comparisons of sample curved and jagged images generated with our 
randomized image construction method. Note that, within pairs, the curved (left) and 
jagged (right) image forms are only subtly different from each other.
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Word stimuli were created for this experiment using the plosive conso-
nants /t/, / k/, and /p/ and the sonorant consonants /m/, /n/, and /l/ and the vowels 
/a/, /e/, and /u/. Words were created by combining consonants and vowels in 
c-v-c-v order, producing a set of four letter words that were two syllables long 
with the first letter capitalized. To ensure that all words were of the same syl-
labic length, the vowel /e/ was excluded as a possible terminal letter (to avoid 
words such as pake, which are four letters long and can be produced as a single 
syllable, payk). Words were also constructed of either entirely plosive con
sonants or entirely sonorant ones, with no mixing of the two consonant classes 
within words. This produced 54 possible permutations of each overall word 
form.

It is important to note that this selection of consonants and vowels mini-
mized potential orthographic effects in which the visual form of the letters 
resembles the jagged or curved form of the object shapes. Such orthographic 
effects should not have been a factor here because all three sonorant conso-
nants, which are predicted to be matched to curved object shapes, are actually 
relatively jagged in their capitalized forms ( / L/, / M/, / N/ ) and one remains so 
in lower-case form ( /l/ ). At the same time, one of the strident consonants, pro-
posed to be matched to jagged object shapes, is patently curved in both upper- 
and lower-case forms ( / P/, /p/ ). As a result, the mixed orthographic representa-
tion of the various consonants used in this experiment did not consistently 
align with either possible matching rule. At the same time, all three vowels 
( /a/, /e/, and /u/ ) are similarly curved or rounded in the lower-case forms used 
and would therefore introduce no systematic bias.

2.3.	 Experimental design

The experiment was conducted on computer via a graphical interface created 
using Runtime Revolution v. 2.8.1. Participants were split into two conditions 
and then shown a series of demonstration trials in which they were tasked 
with learning a rule for the association between unfamiliar images and non-
sense words. In each demonstration trial, participants were presented with a 
single image with a nonsense word beneath it. After a brief delay, they were 
prompted with either a large green check-mark or a large red “X” below the 
word to inform them of whether the word-object pairing was correct or not. 
Participants were given no instructions on what characteristics of images 
and words were to be considered salient for matching. Each participant was 
shown twelve of these demonstration trials (six correct, six incorrect), three 
from each of the four possible pairings of images and word classes (three 
plosive words with jagged images, three plosive words with curved images, 
three sonorant words with jagged images, three sonorant words with curved 
images).
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Participants in Condition 1 were presented with demonstration trials that 
were congruent with sound-symbolic biases observed in past studies: they 
were shown green check-marks for demonstration trials where curved images 
were paired with sonorant words and where jagged images were paired with 
plosive words. Participants in Condition 2 were presented with demonstration 
trials that were incongruent and ran counter to previous observed response 
patterns; they were shown green check-marks for demonstration trials where 
curved images were paired with plosive words and where jagged images were 
paired with sonorant words. To ensure that the learnability of the stimulus sets 
was not systematically biased between participants, all participants were 
exposed to the same stimulus sets in demonstration trials and in the same order, 
the only difference being the congruency of the rule they were taught.

Following the demonstration phase, participants received 80 experimental 
trials (40 of each plosive and sonorant words sampled randomly for each 
participant). In each trial, a single image was presented for two seconds with 
one of the nonsense words. Participants were then able to respond by using the 
keyboard to indicate whether or not the presented pairing matched the rule they 
had learned during the demonstration phase of the experiment. They responded 
by pressing the “Z” key on the keyboard for a correct match and the “/” key for 
an incorrect match. Order of presentation for images was randomized within 
and across subjects.

2.4.	 Data analysis

D′ values were calculated for each participant based on the rule they had 
learned in the demonstration phase of the experiment. D′ values for each condi-
tion were compared to chance using a one sample t-test and to each other using 
a two sample t-test.

3.	 Results

Participants in the congruent condition of the experiment responded correctly 
to the rule demonstrated for them at rates above chance (t23 = 3.07, p < 0.01), 
with an average d′ score of 0.17 corresponding to 53.3% correct. Participants 
in this condition also performed better than those in the incongruent condition 
(t46 = 2.4, p < 0.01). Participants in the incongruent condition performed at 
rates that were not different from chance (t23 = 0.18, p = 0.43), with an average 
d′ score of 0.006, corresponding to 50.4% correct. Measures of response crite-
ria (C) for participants in the two conditions were similar and not significantly 
different (Congruent condition: mean C = 0.24; Incongruent condition: mean 
C = 0.19; t46 = 0.415, p = 0.68).
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4.	 Discussion

Discrimination performance (d′) was low in both experimental conditions, 
suggesting poor discrimination, or learning. This outcome supports our pre
vious findings ( Nielsen and Rendall 2011) that the relative transparency of the 
experimental task in previous studies might have contributed to very high 
observed concordance rates. These, in turn, may have overestimated the 
magnitude of the matching bias and thereby inflated expectations about its 
prevalence in the structure of real languages. At the same time, d′ scores were 
influenced by experimental condition, with participants in the congruent con-
dition performing modestly but significantly better than chance and better than 
participants in the incongruent condition who performed at chance levels. This 
pattern indicates a real but weak bias toward the rule embodied in the congru-
ent condition that facilitated performance in this condition and interfered with 
performance with the opposite rule in the incongruent condition.

One possible qualification to the conclusion that the matching bias involved 
might be weaker than previously supposed centers on the variable jaggedness 
of our figures. Specifically, many of the curved images contained some acute 
angles which gave them an element of jaggedness. This stemmed from the fact 
that curved and jagged image pairs were created from exactly the same set 
of  randomly generated calculus points which was a deliberate precaution 
undertaken to ensure general equivalence between curved and jagged image 
forms and thereby eliminate inadvertent experimenter biases in the choice of 
image materials — a criticism of previous studies. However, in some cases, this 

Figure 2.  �d′ performance by participants in Conditions 1 and 2 scored by their ability to follow 
the rule they learned in the demonstration phase of the experiment. Performance in 
Condition 1 was significantly better than chance ( p < 0.01) and significantly different 
from performance in Condition 2, while performance in Condition 2 was not different 
from chance (see text for statistics).
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precaution necessarily resulted in intersecting lines that yielded acute interior 
angles in the final form of the curved version of each image pair (Figure 1). It 
is possible then that this ambiguity contributed to the overall weak perfor-
mance observed. While this possibility cannot be eliminated definitively, it 
seems unlikely given that exactly the same image materials were used in a 
previous study ( Nielsen and Rendall 2011) where participants performed at 
very high rates (~80%) similar to those reported in previous studies involving 
simultaneous (not sequential) image presentation.

Notwithstanding this possible qualification, the results of this experiment 
may help to reconcile the apparent paradox arising from past work which 
pointed to a very robust and strong matching bias for artificial words with little 
or no evidence of it in the structure of real languages. The solution is possibly 
two-pronged. First, the magnitude of the bias might be smaller than previously 
believed. Second, there are other factors that affect the likelihood that the bias 
will be manifest in fully developed lexicons. For example, Gasser (2004) has 
shown that, as lexicon size increases, arbitrariness in word forms becomes 
critical to avoid confusion among related words. This finding is buttressed by 
more direct attempts to model the process of lexicalization. Monaghan et al. 
(2011) have shown that structural regularities (non-arbitrariness) can be impor-
tant to define word class membership. However, within word classes, arbitrary 
distinctions among items are more stable and easier to learn. Together, these 
findings suggest that the greatest functional value for sound symbolic regulari-
ties probably comes during the period of language acquisition prior to lexical 
crystallization. Consistent with this proposal, Imai et al. (2008) have shown 
that sound symbolic relationships in words facilitate noun learning for both 
English and Japanese children.

How the sound-symbolic bias demonstrated here and in previous experi-
ments bears on language acquisition may depend on the source of the bias. 
Here, there is a potential distinction between a learned bias (that results from 
language exposure) and a learning bias (that predates and influences language 
exposure). Regarding the former, it might be argued that the weak bias observed 
in the congruent condition of our experiment and reported in previous experi-
ments is merely incidental. It stems from the fact that adult speakers have 
considerable experience with their own language which embodies the struc-
tural regularities tested. However, this argument runs afoul of several impor-
tant points, namely that the bias observed is specifically reported to be lacking 
in real languages (e.g. Newman 1933; but see Johnson 1967) and yet the bias 
has nevertheless been demonstrated not only for speakers from very disparate 
language groups (Huang et al. 1969; Nygaard et al. 2009) but also for small 
children with minimal language exposure (Maurer et al. 2006).

Hence, our results seem to provide more support for the second possibility, 
namely of a natural learning bias that facilitated performance in the congruent 
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condition and interfered with it in the incongruent condition. From a functional 
standpoint, this bias might reflect broader affective-semantic relationships 
embodied in the physical structure of vocal signals. As reviewed elsewhere, 
these relationships include the way different voiced sounds (e.g. harsh, noisy 
and punctuate sounds versus smoother and more harmonic ones) have natu-
rally different hedonic values because they are habitually associated with situ-
ations that have very different social and behavioral salience and consequences 
for listeners (Morton 1977; Owren and Rendall 1997, 2001). Such relation-
ships are common in humans, both in the prosodic and paralinguistic dimen-
sions of speech (Bachorowski and Owren 1995; Murray and Arnot 1993; 
Owren et al. 2005; reviewed in Rendall 2003) and also in a variety of non-
linguistic vocal signals, e.g. laughter, crying (Bachorowski et al. 2001; Proto-
papas and Eimas 1997). They are also manifest far more widely in the vocal 
signals of nonhuman primates and many other animal species (Rendall et al. 
2009). As a result, there are some very broad relationships between the phys
ical structure of voiced sounds and the natural affective salience they have for 
listeners. These vocal affective relationships might include, at least in a limited 
way, the various phonemes of language that thereby inherit some natural 
semantic potential.

This functional level account of the observed bias dovetails with recent 
research on cross-modal neural processing that provides a complementary 
mechanistic account of the integration of cross-modal perceptions and helps to 
explain why some forms are more common than others and thus potentially 
more salient to non-synaesthetes ( Nikolie et al. 2007; Simner et al. 2006; Ward 
et al. 2006). Concurrently, language modeling research has demonstrated that 
a combination of arbitrariness and sound-symbolic relationships is ideal for 
language stabilization and transmission (Gasser 2004; Monaghan et al. 2011). 
Hence, by integrating such mechanistic and functional insights, it might be 
possible to determine the kinds of non-arbitrary, sound-symbolic relationships 
that should arise in languages and why.
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