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Abstract

We propose a Legendre—Laguerre spectral approximation to price the European and
double barrier options in the time-fractional framework. By choosing an appropriate
basis function, the spectral discretization is used for the approximation of the spatial
derivatives of the time-fractional Black—Scholes equation. For the time discretization,
we consider the popular L1 finite difference approximation, which converges with order
O((A7)*>™?) for functions which are twice continuously differentiable. However, when
using the L1 scheme for problems with nonsmooth initial data, only the first-order
accuracy in time is achieved. This low-order accuracy is also observed when solving the
time-fractional Black—Scholes European and barrier option pricing problems for which
the payoffs are all nonsmooth. To increase the temporal convergence rate, we therefore
consider a Richardson extrapolation method, which when combined with the spectral
approximation in space, exhibits higher order convergence such that high accuracies
over the whole discretization grid are obtained. Compared with the traditional finite
difference scheme, numerical examples clearly indicate that the spectral approximation
converges exponentially over a small number of grid points. Also, as demonstrated,
such high accuracies can be achieved in much fewer time steps using the extrapolation
approach.

2020 Mathematics subject classification: 65M70.

Keywords and phrases: spectral element discretization, option pricing, time-fractional
Black—Scholes equation.

1. Introduction

Apart from providing useful instruments for the study of important phenomena in
different fields of engineering and science, fractional order derivatives have also
been successfully applied in the financial field. The classical Black—Scholes [1]
equation is one of the most powerful option pricing tools related to most of the
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models used for quantitative financial calculations. Generalizing the Black—Scholes
equation to a fractional order can lead to the time-fractional and space-fractional
Black—Scholes equations. Regarding option pricing under the modified Black—Scholes
equation, different investigations have been sought, both in analytical and numerical
settings.

Analytical solutions for the European options under the Black—Scholes fractional
model have been derived previously [7, 19, 32]. The double barrier options were
analytically priced by Chen et al. [9]. However, these formulae are complicated
and difficult to evaluate. As such, practical numerical approximate solutions for the
Black—Scholes fractional order models were provided. An implicit finite-difference
technique was considered for option pricing by Song and Wang [31]. Chen et al.
[8] proposed a predictor—corrector approach to price the American options in the
fractional framework. For the time-fractional Black—Scholes model, finite-difference
approximations were also considered by Koleva and Vulkov [20]. The effect of trend
memory in financial option pricing was described by Farhadi et al. [14] using the
time-fractional Black—Scholes equation. Chen et al. [3] recently considered an operator
splitting method for the evaluation of American options under the same model.
Zhang et al. [37] proposed a new fractional option pricing model employing both time-
and space-fractional derivatives based on the finite moment log-stable (FMLS) model.
The time-fractional Black—Scholes model was considered by Golbabai et al. [16] using
radial basis functions (RBFs) in the spatial sense and a finite-difference scheme for
time. More recently, a two-dimensional fractional partial differential equation (FPDE)
has been established, based on the two-dimensional FMLS model for option pricing
[10]. Recently, several researchers [6, 17, 23, 25, 27-29] have investigated the problem
of option pricing under the Black—Scholes fractional framework or the generalized
Black—Scholes equation. Such low-order convergence in both space and time implies
that we need a lot of computational nodes in both dimensions to reach reasonable
accuracies.

In this paper, we consider the time-fractional Black—Scholes model with a spectral
element discretization in space. The approximation of the fractional time derivative
is usually based on the finite-difference approach. The most common difference
approximation of the time-fractional derivative is the L1 method, which is an implicit
numerical scheme with accuracy proven to be of order 2 — « for twice continuously
differentiable functions [22]. Zhang et al. [38] considered the L1 approximation [22]
to approximate the Black—Scholes time-fractional derivative for the European options
with a second-order finite-difference scheme for the spatial discretization. To improve
their results [38], De Staelen and Hendy [12] later considered a fourth-order scheme
in space with the same 2 — a scheme in time for the valuation of double barrier
options under the time-fractional Black—Scholes model. However, the L1 scheme
exhibits only a first-order rate of convergence in time for FPDEs with nonsmooth
initial data or without a source term, as proven in [18, 33, 34]. This is also observed for
option pricing problems for which the payoffs are all nonsmooth; there is no sourcing
term and the solutions have low regularity near maturity. Moreover, Cen et al. [2]

https://doi.org/10.1017/51446181121000286 Published online by Cambridge University Press


https://doi.org/10.1017/S1446181121000286

230 G. Tour, N. Thakoor and D. Y. Tangman [3]

obtained a first-order convergence in time under the time-fractional Black—Scholes
model for the European call options. We further note that the main results obtained
in the papers mentioned earlier [12, 16, 38] are only valid for payoff functions
that are smooth enough, which exclude the European or even the double barrier
options.

To increase the temporal accuracy of the solution obtained using the L1 approxi-
mation [15], we propose to use the Richardson extrapolation approach. Since it is a
well-known technique, this approach can be used to increase the speed and rate of
convergence of any numerical scheme with a known order of convergence. As such,
we employ the Richardson extrapolation approach with prior knowledge of the rate
of convergence of the L1 discretization to obtain higher accuracy numerical solutions
for the European and barrier options. We also consider a spectral approximation for
the spatial discretization. More specifically, to approximate the spatial derivatives,
we consider the spectral element method which retains exponential convergence.
Splitting the computational domain into two parts, the Legendre basis functions
are used in the finite sub-domain and the infinite sub-domain is expanded using
the Laguerre functions [30], all with associated Gauss-quadrature rules [26, 30].
Spectral approximations for space discretizations of fractional diffusion equations is
not new as it can be seen in several works [4, 5, 21, 22]. However, to the best our
knowledge, the spectral element method has not been applied in option pricing under
the time-fractional Black—Scholes model. Since the approximations over each element
are almost separated, the spectral element method allows us to use a small number of
grid nodes to attain spectral accuracy in space, such that linear systems of moderate
sizes are solved at each time step. As shown later in our numerical experiments, highly
accurate results are obtained using both the spectral approximation and the Richardson
extrapolation methods. Exponential convergence is achieved with much fewer grid
points compared with the finite-difference method. This considerably improves the
computational time of the numerical schemes.

This paper is outlined as follows. In Section 2, we describe the pricing
equation along with the initial and boundary conditions for pricing European and
barrier options under the time-fractional Black—Scholes model. In Section 3, we
review the finite-difference approximation of the time-fractional derivative, and
the Legendre—Laguerre approximation is described in Section 4. In Section 5, we
describe the Richardson extrapolation approach. The computational efficiency of
the spectral element method and the Richardson extrapolation scheme is shown
by our numerical results in Section 6, and concluding remarks are given in
Section 7.

2. Time-fractional Black—Scholes model

We let v(S,7) denote the value of a European put option price, with S being
the underlying asset and 7 = T — ¢ representing the time remaining for maturity 7.
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Under the time-fractional Black—Scholes model, v(S, 7) satisfies

DS, 1) = Lv(S, 1), S€eQ=[0,00), 0<7<T, 2.1)
where
1 ,,8
L= 20’ S 75 +(r 6)SaS 7,

subject to the conditions

vo = v(S,0) = max(K — S, 0),
W0,7) = Ke™'™ — Se™°",
lim v(S,7) =0,

S—+00
where r, o and ¢ are the risk-free interest rate, volatility and the continuous dividend
yield, respectively. The fractional derivative in (2.1), also known as the Caputo
derivative, is defined as

L oS,
v = -n%d 1. 2.2
DS, 7) ra_a%£ e dn, 0<a< 2.2)

Among the most common exotic options traded in equity option markets are the
barrier options. We consider a double knock-out call barrier option which consists of
a “down-and-out” and an “up-and-out” barrier option with lower barrier level B; and
upper barrier level B, respectively. The valuation problem being similar to that of a
European call option, the boundary and initial conditions are given by

vo = v(S,0) = max(S - K,0), B;<S<B,,
v(B,T) = v(B,,7) = 0.

3. L1 approximation

The L1 method is the most common difference approximation of the time-fractional
derivative [22]. Let 1,, = mAt, m=0,1,...,M, denote the temporal mesh, where
At = T /M represents one time step. Then, (2.2) can be rewritten as

L& (0 9v(s.) ]
S, ) = 2 i =) d,
a““”nhmgﬁ G T =) " di

such that further simplifications lead to the discrete fractional differential operator ¥,
defined by

- _V(Sa Tm+lfj) - (S, Tmfj)

o 1
(f: V(S, Tins1) = T2 - a) FZO b] (A7) ’
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where b; = (j + 1)!7 — j!=® are the weights for j = 0, 1,...,m. This yields

DCT’V(S, Tpe1) = TTQV(S’ Tie1) + gzl.:rl s
where 82”:1 is the truncation error. For smooth problems, the L1-based scheme has time
convergence O((A7)*>~%) [22]. However, this scheme exhibits only first-order accuracy
in time when solving FPDEs with nonsmooth initial data or without a source term [ 18,
33, 34]. The same phenomena are observed when solving for the European and barrier
option pricing problems in the time-fractional framework, for which the payoffs are
all nonsmooth, there is no sourcing term and the solutions have low regularity near
maturity [2].
Using F2v(S, Tm+1) as an approximation of Dv(S, 7,,11), we have

7_~Tafvm+1 — Lvm+19 (31)
form=0,1,...,M — 1, where v"*! is an approximation to V(S, 7,,+1). Equation (3.1)
can then be rewritten as
m—1 ' m .
by = T2 = AT L™ = by = 3 b+ Y "I (32)
j=1 J=1

With by = 1 and letting ag = I'(2 — @)A71?, (3.2) can be rearranged such that

m—1
VI = g L™ = (1= b+ Y (b = by V" + by, (3.3)
j=1

Let B(L) = H(Q) N H*(Q), where H'(Q) and H*(Q) denote the usual Sobolev
spaces with corresponding norms || - |51q) and || - [|g2(q), Tespectively.

THEOREM 3.1. [35, Theorem 3.2] Let v(t,,) and V™ be the solutions of (2.1) and (3.3),
respectively, and let vy € B(L). Then, with 0 < a < 1 and the constant C positive,

- - -1
P(Tm) = V") < CAD)T, IvollLy@)-

4. Legendre-Laguerre spectral method in space

We describe in this section the spectral element discretization in space of the
time-fractional Black—Scholes equation (2.1). Before defining the weak formulation
problem, we start with some basic notation. Consider the domain Q with the Sobolev
space,

k
H™(Q) = {u e [2(Q), Z—”k’ e [2(Q), 0<k< m}
X
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where L*(Q) is the space of square integrable functions on Q. The spaces L*(Q2) and
H™(Q) are equipped with inner products defined by

d*u d*v 5
o dxk dxk

(u,v)q = fg u(x)v(x) dx, (U, V)nq = Z

k=0

respectively; and for any two functions u, v € L*(Q), the corresponding norms are

1/2 1/2
Wl = g2 Mm@ = 0.9 5

In general, the entire domain is separated into several sub-domains depending on
the smoothness of the solution in the different parts of the domain. Then different
kinds of methods can be used accordingly in the different sub-domains. Generally, for
the coupled Legendre-Laguerre spectral method, the interval Q = [0, o) can be split,
so that we let Q) = [0, a] and €, = [a, co) for some a > 0. Then Q; can be further par-
titioned into E nonoverlapping sub-domains, Qf = [a,-1,a.],e = 1,2, ..., E, where a,,
e=0,1,...,E are the E + 1 points such that 0 = ay < @ < --- < ag = a. Within each
sub-domain, the spectral representation will be established in a specific polynomial
space. Over €, we use the Legendre polynomials {L,,,n; > 0} which are orthogonal
in the interval [—1, 1] with unitary weight. Let P,, denote the space of all Legendre
polynomials of degree at most n;, then we can define the piecewise polynomial space

Puy £(Q1) = {u; woe € P, (Q)), e=1,...,E}L

Let {x, wk}Z‘:O be the set of the Gauss—Lobatto-Legendre [26] quadrature nodes and
weights. Here, {xk}Z‘:O are the roots of the polynomial L, +(x) — L, _1(x), and the
corresponding weights associated with the grid points are

2

= =0,1,...,n;.
1 (n1 + DIZ (%) .

Wi

Equivalent to the Lagrange interpolation polynomial, the Gauss—Lobatto—Legendre
basis function, ¢y (x), is defined as

Ln1+1(x) - Lnl—l(x)

) 20,1,...,1’1.
@2n1 + D(x — X)Ly, (%) :

bi(x) =

In Q,, we consider the stable Gauss—Radau-Laguerre basis functions [30]. The
Laguerre polynomials {Z£,,(x),n, > 0} are orthogonal with respect to a weighting
function w(x) = e¢™ on [0, ). Since the weights decay very rapidly as n, increases,
for stability, we consider the modified Laguerre polynomial

L, (x)=e™?L, (x), ny>0.

We then let P,,(€,) be the space of the modified Laguerre polynomials of degree less
than or equal to n,. For the stable Gauss—Radau-Laguerre quadrature, with Xy = 0,
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{J%k}Zi] are the roots of 6x£n2+1(x), and the associated weights are given as
1

W= ———————\ k=0,1,...,m.
(ny + DL ()

We define the stable Gauss—Radau—Laguerre basis function as

L1 (x) = L, (x)
o =30Ln, G

Note that the subscripts 1 and 2 are the parameters representing the first and second
sub-domain, respectively. Furthermore, these polynomials must be continuous at the
internal endpoints to enforce the continuity of the solution at the internal element
boundaries.

For the European put option where the first derivative of the payoff function
is discontinuous at the strike price, the interval is partitioned at K such that
only two elements are sufficient to achieve high accuracy. Therefore, the infinite
domain Q will be decomposed into two sub-domains so that we let Q; = [0, K] and
€, = [K, o0). For the first element, we approximate v{(S,7) = v(S, T)iseq, using the
Gauss—Lobatto-Legendre quadrature and in the second element, v(S, 7) = v(S, 7)jseq,
will be expanded using the stable Gauss—Radau—Laguerre method. In the latter case,
we have the following global approximation space:

k=0,1,...,n.

Pr(x) = —

Xy = {v e COQ); vy € Py 1(Q), v2 € Py ()}, Xy =Xy NH'(Q),
where N is the dimension of Xj.

4.1. Approximation results In this section, we give some approximation results
related to the spectral element method. Let w,(x) = x%e™, @y(x) = x* and 9, = 0, +
1/2. We define the space

B"®RY) = {u|due L} (RY),0<k<m),

equipped with the norm

m N 1/2
ey = 3 0080 )
k=0

where d*u(x) = d*u(x)/dx*. Some projection operators are introduced next.
Let Hf,l]’e) : LZ(QT) — P, (Q]) be the Lz(Q‘i’)-orthogonal projection operator defined
by

(=T U, ¢)o: =0 forall ¢ € Py, (),
given u € L*(Q) and let ) : L2(Q) — P,,(€,) be the L2-orthogonal projection
operator defined by

(u -T2, ¢),0, =0 forall ¢ € P,,(Q),

2
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given u € L2 (Q,). We can then define the operator f[ﬁ2 (L2 () > B, () as

MPu(x) = eI (u(x)e"’?)  for all u € L ().

ny
Then for any ¢ € B,,(Q,),
= T2u, $oo, = @@e” =M ux)e’?), ge'),, 0, = 0.

Hence, f[ﬁ,zz) is the orthogonal projection operator from Lé(Qz) into ]13’,,2(92).
We now define the projectors with respect to the global domain €. Let
Iy : L*(Q) — Xy be the orthogonal projector, defined by

(u —Tyu,dn)o =0 for all gy € Xy,

given u € L*(Q). Finally, let H]l\, : H'(Q) — Xy be the H'(Q)-orthogonal projection
operator, defined by,

(@u(u = Tyu),8,:5)0 = 0 forall gy € Xy,

given u € H'(Q).

Next, we present some approximation results for the multi-domain Legendre
interpolation and the modified Laguerre interpolation [26, 30]. The following results
hold from the work of Quarteroni [26].

LEMMA 4.1. Let r > 1. Then there exists a positive constant c| dependent only on r
such that for all u € H'(Q)}), we have

1, in(nr—1) -
[loe — H;(lle)””H‘(Q‘;) < cphMn =Dy "Meal ey

However, if u is continuous and composed of E pieces that are smooth in the closure
of each interval Q¢, e = 1,2, ..., E, then the approximate solution will converge faster
than any algebraic power, that is, the order of convergence becomes exponential. We
then have an estimate of the form

[l — HE,II’E)M“HI(Q;) < ¢y exp(—yeni). 4.1)

Over the whole interval Q,, we can rewrite (4.1) such that

E

e = T ullzp ) < € ) exp(=yen),

e=1

where vy, depends on the regions Qé.
The following lemma can be found in the work of Shen et al. [30].

LEMMA 4.2. Ifu € H () and d,u € B (Qy), then

2r(2 1-5)/2
llee = APl ) < c2nS ™ Pllullq,, for 1 <s<mp+ 1.
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In the same way, if u is smooth enough over Q,, then the error will decay exponentially
fast such that

lloe — ﬁElZZ)MHHl(Qg) < 2 exp(—fn2),
where 8 depends on the region Q.

The conditions on the exponential convergence rates are determined case by case,
as discussed in the work of Shen et al. [30].

4.2. Weak formulation A weak formulation of (2.1) is to find v(t) € H'(Q) such
that

(DIv(T), p)o + Aa(v(1), ) = b(t) forallp € HI(Q), “4.2)

where (D2v(1), p)q = fQ DIv(S, T)p(S) dS. Note that here,

1 ov(S, 1) Op ov(S,71)
A o) =z07 | SF—2——dS - Zfs S) dS
a((1).¢) = S0 L 35 7S (r=6-07) 5 as @(S)
er(S,T)t,D(S) ds,
Q
where ¢ € H'(Q) is a trial function that satisfies certain boundary conditions and
ov(S,
b0 = 3075252

The approximation of (4.2) by the spectral element method can be obtained by
finding ¥(7) € X such that

(D), p)a + Aa(X(1),¢) = b(r) forall ¢ € Xy. (4.3)
Equivalently, (4.3) can be rewritten as: find 9(7) such that
(D7), o, + (D7), p)a, + Aq, (1), ) + Aq,(¥(7),¢) = b(t) forall ¢ € Xy,

upon Q; and ;. Before applying the Gauss—Lobatto—Legendre and Gauss—Radau—
Laguerre methods, we must first transform the sub-domains to corresponding reference
domains as follows:

K
S=IVx+1), JV = 5 X€ [-1,1], S€Q,,

Sax — K
S=19%+K, ] =" — 2e[0,0), SeQ,
X,

where JV and J® are the Jacobians of the transformations of Q; and Q,, respectively,
and %,, is the last grid point for the stable Gauss—Radau—Laguerre basis function.

For the option price to be continuous at the strike price, the last grid point of
the first element and the first grid point of the second element will be taken as one
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single point, that is, Sf,ll) = Séz) such
approximations also require that ¢
domain can then be represented as

ni

P8, T) = D018, TIGUS)

=0

However, the weak formulation h

ly accurate option pricing 237

that we have N = n; + ny + 1 distinct points. These
ny = $o. The approximate solution over the whole

+ > 0a(SLIS)
=1

SeQ SeQ),

as to be considered separately for each element.

The option price will then be obtained after the proper assemblage according to the
structure of the global basis function. Taking ¢ = ¢,, in the first element and ¢ = ¢,
for the second element, we have, after the transformations in each element,

(D70(0), p)a, + Aa, (1), ¢) =

ny 1
JON D(S), f () d
2 DS | A dy

1=0
1 o ! 2001(x) ¢ (x)
+ mazgvl(&,r) [1 Sz—ax o dx
n 1
~(r=5-0%) ) 0i(SLT) f Saq;,(x) () dx
=0 -1 *

+r]® Z D1(S, ) f i G1(X)pm(x) dx, (4.4)
1=0 -
over the first element form =0, 1,...,n; and S € Q;, and
(DIH(T), P, + Ao, (4(7), ) = I? Z DIDs(S, 7) fo " B d
=0
+ ﬁaz ; 2(81,7) f: 52%% dx
—(r=6-0?) 2 $2(S1,7) foo S6¢:591(x) Bu(x) dx
1=0 0 *
+r]? 2 D2(S1, 7) fo ) $1() P (x) dx, 4.5)
=0
in the second element for m =0, 1,...,n; and S € Q,. Note that the boundary term

b(7) vanishes naturally when S = 0
exponentially with S, b(7) also van

and since ¢(S) = $(x) in the second element decays
ishes as § — oo.
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In general, the integration terms, which we call the mass, advection and stiffness
matrices, can be written as

M) =] f DEW(E) dE =T Y EmED = T V16,
k=0

8 n
Ay = f S©) ‘”’f) Yn(&) d€ = YiSE Db = YnSEn)Di
k=0

(&) _ 2 0Y1(&) WY€)
Sim = j© f SE—z oc  oF dé =@ Z)’kS(fk) DyDion,

respectively, where i, ¥ and D represent the basis function, weights and first-derivative
matrix of the basis function of the associated Gauss quadrature, respectively. In matrix
form, we can then write

1 i
M© = J(e)w(e)’ A© = SOWEODP©® and SO = WD(E) (S(e))2W(e)D(e)’

where W and S are the diagonal matrices of the associated quadrature weights and
element-wise asset price values, respectively. Each local matrix will then be assembled
to form global matrices M, A and S. This assembly procedure couples the contribution
of each element together [36].

Let 1_/(‘1') = [f/l(So,T), f/l(S],T), ceey f/l(Snl,T), f/’z(S],T), f/Q(Sz, T), ceey f/z(Snz,T)]T
be the vector of the European put option prices, then the generated semi-discrete
system is of the form

M(F%(1)) = L(7), (4.6)

where L = —(02/2)S + (r — 6 — 0?)A — rM is the matrix system obtained after the
assembly of each local matrix from (4.4) and (4.5). Based on the L1 approximation
(3.3) of the time-fractional derivative, (4.6) then becomes

m—1

(M = agL)7"™*" = M > (b = by 7" + by M, (4.7)
=0

form=0,1,...,M - 1.

For the double knock-out call barrier option, we have Dirichlet boundary con-
ditions and one more discontinuity exists at the upper barrier level in its payoff
such that we use three elements: Q; = [B;, K], Q, = [K,B,] and Q3 = [B,, ). In
this case, we approximate vi(S, 1) = v(S, T)jseq, and vo(S, 1) = v(S, T)seq, using the
Gauss—Lobatto-Legendre quadrature and v3(S, 7) = v(S, T)jseq, is expanded using the
stable Gauss—Radau—Laguerre method such that the approximate solution over Q can
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be represented as

ni

S, T) = > DS TIAS)

=0

’

SeQs

+ D (S DAS)|  + Y 38, TIIS)
T &=

Se. Se

where n3 is, in this case, the degree of the modified Laguerre polynomials. To deal with
the discontinuity at the upper barrier level, we adopt the discontinuous payoff spectral
element method as in the work of Yue [36]. The left and right parts of the payoff
function shall be considered separately at the initial time. With v;(0) and vg(0) being
the barrier’s initial payoff at the immediate left and right to the barrier level, B,,, then
P(0)0,.0, =ve(0) =5 = K and ¥(0)q, = vg(0) = 0. Over a tiny time step At = 10~
after the initial time, we use the Crank—Nicolson scheme [11] such that

[M — LATL]#(1,) = [My, + SATL.]9.(0) + [Mg + 3ATLR]9R(0),

where M;, L;, Mg, Ly are the left and right global matrices. More details about
the structures of these matrices can be found in the work of Yue [36]. Then for
the remaining time, 7 — A1, the same procedure as for the European option can be
implemented to obtain the option price.

5. Richardson extrapolation

To improve the accuracy in time, we consider the Richardson extrapolation process
with s stages [15] which is described next. As shown in several works [13, 24,
35], the approximated solutions of fractional order differential equations possess
asymptotic expansions with respect to the step size. In the same way, to apply the
Richardson extrapolation approach in time to guarantee higher order convergence,
we assume the existence of asymptotic expansions for solutions obtained using the
L1 scheme to approximate the Caputo time fractional derivative [22]. We emphasize
that the L1 approximation scheme will only be O((At)*~®) provided the considered
function is twice continuously differentiable. However, for the European and barrier
options, v(S,7) is only once continuously differentiable with respect to time such
that only first-order accuracy can be attained [18]. A sequence of approximations to
V(A7) can be constructed using the discretization method (4.7). Let v; denote the
approximate solution obtained using the L1 scheme at time At with step size Ar/2¢!,
k=1,2,...,s. As such, with prior knowledge of the rate of convergence of the L1
discretization, we have the following s-stage extrapolation tableau given by

) D1 — Do
Q)1 -1 '

5.1

Vg =

fork=2,...,sand [ = 2,..., k. Starting with M initial time steps and doubling M at
each extrapolation stage, the total number of time steps required after using the s-stage
Richardson extrapolation is M, = (2° — 1)M.
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We next provide the algorithm for finding the European option value.

Algorithm 1: Legendre—Laguerre spectral approximation [26, 30] and the
Richardson extrapolation approach for pricing European options under the
time fractional Black—Scholes model.

* Initialise all problem parameters.

* Calculate the nodes and weights {x;, wy} and {X;, Wy} for the
Gauss-Lobatto-Legendre and stable Gauss-Radau-Laguerre
methods.

* Transform the spatial sub-domains to corresponding reference domains.

o Construct the mass, advection and stiffness matrices M@, A©
and S respectively.

* Assemble each local matrix according to the number of elements
to form global matrices M, A and S.

* Calculate the weights b; for the L; approximation.

for each extrapolation stage do
Calculate dt = T/M.
form =110 M do

| Solve (4.7).
end

Double M
end

* Use (5.1) to find the extrapolated solution.

6. Numerical results

This section presents the numerical results to illustrate the efficiency of
the Legendre-Laguerre spectral approximation and the Richardson extrapolation
approach to price the European put and double barrier call options governed by
the time-fractional Black—Scholes equation. All computations of our numerical
experiments have been performed using MATLAB® with a Core i5, 2.50 GHz
processor and 8 GB RAM. With no analytical solutions available for option prices
in the fractional framework, we consider reference solutions calculated over more
refined grids with n; = ny = 40 in the spatial direction and s = 6 starting with an initial
M = 20 in the temporal direction. The errors are given in the L?, L and H' norms
such that Error = vyr — VAN/[ , where v is a vector of reference prices and VAA;’ represents
the corresponding approximate computed solutions. The rates of convergence in the
temporal direction can be computed by

E A
RateATzlogz( |[Error(AT)|| )

[|[Error(At/2)||

For the first numerical experiment, we consider the same first example as in the work
of Zhang et al. [38].
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FIGURE 1. Log plot of maximum errors against N for Example 6.1 for the finite-difference and spectral
methods with @ = 0.7.

EXAMPLE 6.1. Consider the following time-fractional equation with homogeneous
boundary conditions:

Diu(x,7)=a

Pe P
ueD L ”(ax’ D _ cutet) + gr.1). x€(0.1), 7€ (0.T].
X

Ox?
where
B 2T2—w 2T1—w 5 5 5
glx,7) = ) + ) x°(1 —x) = (t+ 1) [a2 — 6x) + b(2x — 3x°)
—ex*(1 = x)].

The initial and boundary conditions are

u(x,0) = x*(1 = x),
u(0,7) =0 and u(l,7)=0.

The exact analytical solution to this problem is u(x, 7) = (t + 1)*x*(1 — x).

Here the parameters are chosen as in the work of Zhang et al. [38], that is,

r=005 o0=025 T=1, a= %0‘2, b=r—-a, c=r.
In Figure 1, we compare the second-order finite-difference scheme used in the work of
Zhang et al. [38] to the spectral approximation using only Legendre basis functions for
Example 6.1 with the L1 approximation approach for the time discretization. Figure 1
also illustrates the performance of the extrapolation approach when used with both
the finite-difference scheme and the spectral element discretization. We plot here the

https://doi.org/10.1017/51446181121000286 Published online by Cambridge University Press


https://doi.org/10.1017/S1446181121000286

242 G. Tour, N. Thakoor and D. Y. Tangman [15]

TABLE 1. The L? and H' errors for the L1 approximation and the Richardson extrapolation approach for

Example 6.1.

L1 approximation Extrapolation
M |[Error|; Ratear ||[Error||;n  Ratea, s |[Error|l; Raten; |[Error|lz;1  Ratea
a=05
20 5.5¢ -4 - 1.9¢ -3 - 1 - - - -
40 2.0e-4 14676 69e-4 14682 2 6.8e —6 - 2.3e -5 -
80 7le-5 14782 2.5e-4 14786 3 91e-7 29016 3.le—-6 2.8913
160 2.5e -5 1.4851 8.8e—-5 14854 4 19e-7 2.2599 6.6e -7 2.1844
320 9.0e -6 1.4897 3.le-5 14899 5 4.6e-8 2.0463 1.6e -7 2.0444
a=0.7
20 1.5e -3 - 5.1e -3 - 1 - - - -
40 6.le -4 1.2808 2.1e-3 1.2814 2 lde-5 - 4.6e -5 -
80 2.5¢e -4 12889 8.6e -4 12892 3 12e—-6 3.5443 4.0e -6 3.5236
160 1.0e -4 1.2935 3.5e -4 1.2937 4 22e -7 24475 75e-7 24150
320 4.1e-5 12961 14e-4 12963 5 5.0e-8 21375 4.9e-8 3.9360
a=09
20 3.6e -3 1.3e -2 - - - -

2.4e -5 - 8.5e -5 -

I.le -6 4.4475 3.5¢ -6 4.6020
l.6e =7 2.7814 53e -7 2.7233
33e-8 22775 1le-7 2.2685

40 1.7e -3 1.0891 6.0e -3 1.0890
80 8.0e —4 1.0942 2.8¢ -3 1.0941
160 3.7e -4 1.0969 1.3e -3 1.0969
320 1.7e -4 1.0983 6.1e -4 1.0984

(O I SOV I S

errors in the L™ norm against N, the total number of grid nodes for the finite-difference
and spectral methods. To eliminate the temporal error, we fix M = 10 000 for the
L1 scheme and we use s = 6 starting with an initial M = 20 using the extrapolation
approach. From Figure 1, we can observe the superior performance of the spectral
method over the finite-difference approach, where the maximum errors for the spectral
approximation decrease much faster than the finite-difference method which converges
algebraically. Note that N = 5 is sufficient to achieve 107® accuracy for the spectral
method, while many more grid nodes will be required to reach the same level of
accuracy using the finite-difference approach. Applying the extrapolation process, we
can see the faster convergence of the spectral method while the extrapolated solution
with the finite-difference scheme behaves in a similar way as the nonextrapolated
scheme, since not enough grid nodes are used to achieve the required accuracy. We
point out that similar graphs are obtained in the L? and H' norms.

In Table 1, we report the L2 and H' errors for the time-fractional model in Exam-
ple 6.1 using the L1 approximation and the Richardson extrapolation approach for
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FIGURE 2. Log plot of L? errors against N for a European put option with & = 0.9 with the finite element
and spectral element methods.

a=0.5,0.7 and 0.9. It can be observed that the convergence rates for the L1
method are indeed O((A1)>~®) for the different values of a. Based on these rates
of convergence, we can see the faster convergence of the Richardson extrapolation
approach for all the values of « considered. Note that many more time steps would be
required to reach the same level of accuracy without extrapolation.

6.1. European options We now consider the numerical comparison for the space
discretization for the European put option under the time-fractional Black—Scholes
model with parameters chosen as

K=50r=005 0c=0256=0,T=1.

In Figure 2, we compare the spectral element method with the finite element
discretization under the time-fractional Black—Scholes framework, where the errors
for the European put option are presented in the L? norms against the total number
of grid nodes, N, to check the spatial accuracy for @ = 0.9. We can clearly see
that the errors decay exponentially with far fewer mesh points which shows spectral
accuracy compared with the linear finite element method achieving only second-order
convergence. This validates that the theoretical results in Lemma 4.1 and Lemma 4.2
for the European option have adequate smooth solutions in the closure of each interval
Ql and QQ.

Using the L1 scheme, we observe from Table 2 that only first-order convergence
in time is achieved for @ = 0.1,0.3 and 0.7. Higher accuracy is obtained using the
Richardson extrapolation approach in much fewer time steps. Obviously, European
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TABLE 2. The L? and L™ errors for the European option for the L1 approximation and the Richardson
extrapolation approach.

L1 approximation Extrapolation
M ||Error|,= Raten, ||[Error|;~ Ratea, s |[Error] Ratex, |[Error|;~ Rates,
a=0.1
20 3.5e-2 - 6.1e -3 — 1 — - - -
40 1.7¢e =2 1.0163 3.0e -3 1.0163 2 39 -4 - 6.8e -5 —
80 8.6e -2 1.0085 1.5¢-3 1.0086 3 51le—-6 62568 9.5¢-7 6.1615
160 4.3e -2 1.0045 7.4e -4 1.0045 4 13e-6 19720 2.3e-7 2.0463
320 2.le-2 1.0024 3.7e -4 1.0024 5 22e-7 25629 4.0e-8 2.5236
a =03
20 1l.le-1 — 2.0e -2 — 1 — — — —
40 5.6e -2 1.0221 9.7¢ -3 1.0195 2 1.6e-3 - 2.7e —4 -
80 2.8 -2 1.0126 4.8¢e -3 1.0117 3 1.0e—4 4.0000 1.7e -5 3.9894
160 1.4e-2 1.0076 2.4e -3 1.0071 4 22e-5 21844 3.6e -6 22395
320 6.9e -3 1.0045 12e-3 1.0042 5 44e-6 23219 7T4e-7 22824
a=0."7
20 2.4e -1 3.9e -2 - - - -

40 12e-1 09743 2.0e -2 0.9602
80 6.3e-2 09806 1.0e-2 0.9695
160 3.2e -2 0.9852 5.2¢ -3 0.9763
320 1.6e -2 0.9892 2.6e -3 0.9825

6.2e -3 - 1.2e -3 -

I.le =3 2.4948 2.1e -4 2.5146
33e-4 17370 63e-5 1.7370
8.5¢e =5 1.9569 1.7¢ -5 1.8898

(O N ON I S

option prices can be calculated more accurately than with the L1 scheme for different
values of @ as done so far in the literature.

We further illustrate the computational efficiency of the extrapolation approach in
Figure 3. In particular, we plot the L? errors against M and computational times in
seconds in log—log scale in Figures 3(a) and 3(b), respectively. We observe the faster
convergence of the extrapolation scheme where a total of 620 time steps are needed to
achieve an accuracy of 1073 in contrast to M = 327 680 for the L1 method to reach the
same accuracy. We further observe that the computational times for the L1 scheme
are much higher than for the extrapolation method where the accuracy of 107 is
achieved in 0.1052 seconds with the extrapolation approach compared with 43 090
seconds for the commonly used L1 scheme. It is obvious that a simple extrapolation
approach is very efficient to achieve high accuracy with much fewer time steps. The
practical importance of the present contribution therefore stems from the fact that the
computational requirement for storing the numerical solution for all previous time
steps is much less for an extrapolation scheme compared with a first-order scheme
to reach similar levels of accuracy.
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FIGURE 3. Log-log plots of L? errors and computational times in seconds for the L1 scheme and the
Richardson extrapolation method for a European put option under the time-fractional Black—Scholes
model for @ = 0.5.

6.2. Double barrier options For the next test problem, we consider the double
knock-out call barrier option with the following model parameters:

K=10, r=0.03, o=045 6=0, T=1 B/ =3, B,=15.

As previously mentioned, we use three elements, and only one node is sufficient for
the third element to enforce the upper boundary. As such, for the error stemming
from the spectral approximation to be negligible, we choose n; = n, = 40 and n3 =1.
Table 3 reports the errors in the L[* norm for a =0.1, 0.3, 0.5, 0.7 for the LI
approximation and the Richardson extrapolation approach for the double barrier
call option. Again first-order accuracy is obtained using the L1 method while the
Richardson extrapolation approach gives higher accuracy.

7. Conclusion

In this work, under the time-fractional Black—Scholes model, we considered a
Legendre-Laguerre spectral approximation to price European and double barrier
options. By breaking the domain into sub-domains, the option price within each
element is approximated by the Legendre and Laguerre basis functions with the
associated quadrature rules. A comparison with the second-order finite-difference
approach indicates that the spectral approximation gives a viable alternative to the
latter with far fewer grid points necessary to obtain highly accurate solutions in
space. Consequently, at each time step, only linear systems of moderate dimensions
are required to be solved, thus making the proposed scheme computationally faster
and more efficient. To further improve the temporal convergence, a Richardson
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TABLE 3. The L? errors for the L1 approximation and the Richardson extrapolation approach for the
double knock-out call barrier option.

L1 Approximation Extrapolation L1 Approximation Extrapolation
a=0.1 a=03
M  ||Error||;> Rate o, s ||[Error|;> Rate o, M ||[Error|; Rate o, s |[|[Error];> Rate o,
20 4.0e -4 - 1 1 - 20 13e-3 - 1 - -
40 2.0e -4 1.0159 2 4.3e-6 - 40 6.3e-4 1.0284 2 2.5e-5 -
80 9.7¢e -5 1.0082 3 3.0e -8 7.1632 80 3.1e-4 10164 3 12e-6 4.3808
160 4.9e¢ -5 1.0043 4 9.8¢-9 1.6141 160 1.5¢-4 1.0096 4 2.7¢ -7 2.1520
320 24e-5 1.0022 5 1.7¢-9 25272 320 7.6e-5 1.0056 5 5.5¢ -8 2.2955
a=0.5 a=0."7
M |[Error||;> Rate o, s ||Error||;> Rate o, M ||Error||;> Rate o s |[Error||;> Rate o,
20 2.4e-3 - 1 - - 20 4.3e-3 - 1 - -
40 12e-3 1.0477 2 7.9e -5 - 40 2.1e-3 1.0626 2 1.8e—-4 -
80 58e—-4 1.0316 3 76e—-6 3.3778 80 1.0e -3 1.0477 3 2.8e -5 2.6845
160 2.8e -4 1.0212 4 2.0e—-6 19260 160 5.0e —4 1.0364 4 83e -6 1.7542
320 l4e-4 10139 5 4.6e-7 21203 320 24e-4 1.0267 5 22e—-6 19156

extrapolation scheme is applied based on the L1 approximation and, as demonstrated
by the numerical results, this approach is very efficient to achieve higher accuracies in
much fewer time steps.
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