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Abstract
A tree functional is called additive if it satisfies a recursion of the form F(T)=∑k

j=1 F(Bj)+ f (T), where
B1, . . . , Bk are the branches of the tree T and f (T) is a toll function. We prove a general central limit
theorem for additive functionals of d-ary increasing trees under suitable assumptions on the toll function.
The same method also applies to generalized plane-oriented increasing trees (GPORTs). One of our main
applications is a log-normal law that we prove for the size of the automorphism group of d-ary increasing
trees, but other examples (old and new) are covered as well.

2010 MSC Codes: Primary 60C05; Secondary 05C05, 60F05

1. Introduction
In this paper, we are interested in functionals of rooted trees that satisfy an additive relation, i.e. a
recursion of the form

F(T)=
k∑

j=1
F(Bj)+ f (T), (1.1)

where B1, . . . , Bk are the branches of the tree T and f (T) is a so-called toll function, which often
only depends on specific features of the tree such as the size or the root degree, but can in principle
be arbitrary. The trees in our context will be labelled; it is assumed that the toll function only
depends on the relative order of the labels, not the labels themselves, so that it is also well-defined
if the labels are not necessarily 1, 2, . . . , n. It is consistent with (1.1) to assume that we have the
identity F(

⊙
)= f (

⊙
) for the tree T =⊙

consisting only of a single labelled vertex. Important
examples include the following.

• The number of leaves, which corresponds to the toll function f (T) that is equal to 1 if |T| = 1
and 0 otherwise.

†An extended abstract of this paper was presented at the 27th International Conference on Probabilistic, Combinatorial
and Asymptotic Methods for the Analysis of Algorithms, Kraków, 4–8 July 2016: see [15].
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• The number of vertices of outdegree k, in which case one can simply take f (T)= 1 if the root
of T has outdegree k, and 0 otherwise.

• The internal path length, i.e. the sum of the distances from the root to all vertices, which can
be obtained from the toll function f (T)= |T| − 1.

• The log-product of the subtree sizes [13], also called the ‘shape functional’ [6], corresponding
to f (T)= log |T|.

• The logarithm of the size of the automorphism group: here, it is not difficult to see that the toll
function is f (T)= log (R(T)), where R(T) is the size of the symmetry group of the collection
of root branches.

Such functionals also arise frequently in the study of divide-and-conquer algorithms, e.g. quicksort
[11]. An alternative viewpoint is based on the notion of fringe subtrees: a fringe subtree of a tree
is a subtree induced by a vertex and all its descendants. If we let F(T) denote the collection of all
fringe subtrees of a tree T, then it is easy to verify that

F(T)=
∑

S∈F (T)
f (S). (1.2)

In particular, the number of occurrences of a specific tree as a fringe subtree is an additive func-
tional (corresponding to the case that the toll function f is an indicator function), and every
additive functional can be obtained as a linear combination of such special functionals.

There are several recent papers providing central limit theorems for rather general additive
tree functionals [6, 3, 5, 9, 12, 17]. Specifically, Holmgren and Janson [9] proved such a central
limit theorem for binary increasing trees (which are also equivalent to binary search trees) and
recursive trees. Both are instances of so-called increasing trees: labelled trees with the additional
property that the labels increase along any path starting at the root.

Varieties of increasing trees were studied systematically in [1] (see also [4, Section 1.3.3]).
The exponential generating function Y(x) associated with a variety of increasing trees satisfies
a differential equation of the characteristic shape

Y ′(x)= �(Y(x)), Y(0)= 0 (1.3)

for some function �(t). Varieties of increasing trees for which a uniformly random tree with a
given number of vertices can also be generated by a growth process have been of particular interest.
There are three such types [14].

• The variety of recursive trees is perhaps the most basic instance: these are simply labelled
rooted unordered trees (‘unordered’ meaning that the order of branches does not matter)
with the aforementioned property that the labels increase along paths starting at the root.
Uniformly random recursive trees can be obtained by the following growth process: starting
from a single vertex (the root, carrying label 1), the vertex labelled n is attached in the nth
step to one of the previous vertices, chosen uniformly at random. As mentioned earlier, the
order of children attached to a vertex does not matter. To obtain a canonical representation,
one can e.g. always make the newly added vertex the rightmost child.

• Plane-oriented recursive trees (PORTs) differ from recursive trees in only one aspect: trees
are regarded as embedded in the plane, the order of branches is taken into account. The
growth process to generate uniformly random PORTs follows a ‘preferential attachment’ rule:
it is essentially the same as for recursive trees, but the probability that the vertex labelled n is
attached to a specific vertex v is proportional to 1 plus the current outdegree of v. This reflects
the fact that a new vertex can be attached to a vertex v of outdegree k in k+ 1 different places
(to the left of a current child or at the end).
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Generalized plane oriented recursive trees (GPORTs) are obtained by introducing an addi-
tional parameter: for some positive real number α, we let the probability that the vertex
labelled n is attached to a specific vertex v be proportional to α plus the current outdegree
of v (so PORTs correspond to the special case α = 1).

• Finally, we have the variety of d-ary increasing trees, which will be the focus of this paper:
here, every vertex has d possible places to which a child can be attached (for example, in
the binary case, there are left and right children). In the construction of uniform d-ary
increasing trees by a growth process, we simply attach the vertex labelled n to one of
the (d − 1)(n− 1)+ 1 places available in total, once again selected uniformly at random.
Therefore, the probability that the new vertex is attached to an existing vertex v is propor-
tional to d minus the current outdegree of v (in particular, if v already has d children, no
further vertices can be attached to it).

All these examples can be seen as weighted PORTs: for every non-negative integer j, let wj be a
weight associated with outdegree j, and let Nj(T) be the number of vertices whose outdegree is j.
The weight w(T) of a tree T is now defined as follows:

w(T)=
∏
j�0

cNj(T)
j .

The (weighted) generating function Y(x) associated with such a choice of weight is easily seen to
satisfy the differential equation (1.3) with �(t)=∑∞

j=0 cjtj. Based on the weights, one can select
random PORTs of a given size, the probability of a certain tree being proportional to the weight.
To obtain uniformly random PORTs, the weights cj can simply be chosen to be 1 for all values of j.
For the other classes, the weights need to be chosen as follows.

• For recursive trees, take
cj = 1

j!
to factor out the different ways of ordering the branches. In this example, the function � is
the exponential function. It is easy to see that the generating function is Y(x)= − log (1− x),
which is consistent with the observation that there are (n− 1)! recursive trees with n vertices.

• For generalized PORTs, take

cj =
(

α + j− 1
j

)
= α(α + 1) · · · (α + j− 1)

j! .

Note that cj = 1 for α = 1. The factors α, α + 1, . . . , α + j− 1 reflect the fact that the ith
child of a vertex is attached with probability proportional to α + i− 1 by definition. As in the
previous case, the denominator factors out the different ways of ordering the branches in a
PORT. The function � in (1.3) is now given by �(t)= (1− t)−α . It follows that Y(x)= 1−
(1− (α + 1)x)1/(1+α), and the total weight of all trees with n vertices is

∏n−1
j=1 ((α + 1)j− 1).

In particular, the generating function for ordinary PORTs is Y(x)= 1− √
1− 2x, and the

number of PORTs with n vertices is (2n− 3)!! = (2n− 3) · (2n− 5) · · · 3 · 1.
• For d-ary increasing trees, one sets

cj =
(
d
j

)
to take the d possible positions of a child into account. Here, �(t)= (1+ t)d and Y(x)=
(1− (d − 1)x)−1/(d−1) − 1. The total number of d-ary increasing trees with n vertices is∏n−1

j=1 ((d − 1)j+ 1).
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In the following, we state and prove a central limit theorem for additive tree functionals of
uniformly random d-ary increasing trees under certain technical conditions on the toll function.
As mentioned earlier, binary increasing trees (as well as recursive trees) have already been covered
in [9]. The approach in [9] is based on representations of binary increasing trees and recursive
trees that are not available for other classes of increasing trees. On the other hand, the generating
function method of [17] made use of the fact that certain (separable and Riccati-type) differential
equations can be solved explicitly. Since the differential equations arising for d-ary increasing trees
and GPORTs are no longer of a form that is explicitly solvable, we use a different approach based
onmoments, as in a paper of Fuchs [8] on the number of fringe subtrees of given size (which is also
an additive functional). Although we only discuss the case of d-ary increasing trees in detail, our
method also applies to GPORTs, for which we only state the corresponding result in the following
section.

In their very recent paper [10], Holmgren, Janson and Šileikis approached the same question
from a different angle: using Pólya urns, they proved that the number of fringe subtrees isomor-
phic to a given rooted tree is asymptotically normally distributed. They also proved joint normality
for different fringe subtrees. In view of the representation (1.2), this implies asymptotic normality
of all additive functionals whose toll functions have finite support. Holmgren, Janson and Šileikis
also obtained the same result form-ary search trees (m< 26).

2. The general central limit theorem
Let us now formulate our main result. In the following, d is fixed, and Tn always denotes a random
d-ary increasing tree of order n (except for Theorem 2.2). We assume that the toll function f (T)
satisfies the following conditions:

(C1) f (T) is bounded,

(C2)
∑
k�1

E| f (Tk)|
k

< ∞ and E| f (Tn)| → 0 as n→ ∞.

Under these assumptions, our central limit theorem for additive functionals reads as follows.

Theorem 2.1. Let Tn be a uniformly random d-ary increasing tree with n vertices. If the toll function
f (T) satisfies (C1) and (C2), then there exist constants μ and σ such that the mean and variance of
F(Tn) are asymptotically

E(F(Tn))= μn+ μ

d − 1
+ o(1), Var(F(Tn))= σ 2n+ o(n).

The constants μ and σ can be represented as

μ = (d − 1)
∑
T

f (T)
|T|∏
j=1

1
(d − 1)j+ d

= d(d − 1)
∞∑
n=1

E( f (Tn))
((d − 1)n+ 1)((d − 1)n+ d)

(2.1)

and

σ 2 = − μ2

d − 1
− (d − 1)

∑
T

f (T)2 − 2f (T)(F(T)− μ|T|)∏|T|
j=1 ((d − 1)j+ d)

+ d
∑
T1

∑
T2

(d − 1)1−|T1|−|T2| f (T1) f (T2)
(|T1| − 1)!(|T2| − 1)!

∫ 1

0
φ|T1|(x)φ|T2|(x) dx,
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where

φk(x)= (1− x)−1
∫ 1

x
(1−w)d/(d−1)wk−1 dw.

The sums are taken over all d-ary increasing trees. If σ �= 0, then the renormalized random variable
(F(Tn)− μn)/

√
σ 2n converges weakly to a standard normal distribution.

Remark. (1)We remark that the result remains true if conditions (C1) and (C2) hold for a shifted
version f (T)+ c (c any constant) of the toll function rather than the toll function itself, since this
changes F(T) only by the deterministic quantity c|T|.

(2) As the proof shows, one can also replace condition (C1) with a slightly weaker condition,
namely that F(T)=O(|T|).

(3) The only degenerate example (σ = 0) we know of is the case that f (T) and F(T) are identically
zero, and we suspect that there are no other degenerate examples that satisfy our technical condi-
tions (compare the analogous situation for Galton–Watson trees [12], where this question is also
open). Of course, since every conceivable tree functional becomes additive for a suitable choice of
toll function, it is easy to construct degenerate examples violating (C1) or (C2).

As mentioned earlier, the method used in proving Theorem 2.1 also applies to GPORTs.
Without going into detail, let us just state the corresponding theorem.

Theorem 2.2. Let Tn be a random GPORT (with fixed parameter α) with n vertices. If the toll
function f (T) satisfies (C1) and (C2), then there exist constants μ and σ such that the mean and
variance of F(Tn) are asymptotically

E(F(Tn))= μn− μ

α + 1
+ o(1), Var(F(Tn))= σ 2n+ o(n).

The constants μ and σ can be represented as

μ = (α + 1)
∑
T

w(T) f (T)
|T|∏
j=1

1
(α + 1) j+ α

and

σ 2 = μ2

α + 1
− (α + 1)

∑
T

w(T)
f (T)2 − 2 f (T)(F(T)− μ|T|)∏|T|

j=1 ((α + 1)j+ α)

+ α
∑
T1

∑
T2

w(T1)w(T2)
(α + 1)1−|T1|−|T2| f (T1) f (T2)

(|T1| − 1)!(|T2| − 1)!
∫ 1

0
ϕ|T1|(x)ϕ|T2|(x) dx,

where

ϕk(x)= (1− x)−1
∫ 1

x
(1−w)α/(α+1)wk−1 dw.

The sums are taken over all PORTs. If σ �= 0, then the renormalized random variable (F(Tn)− μn)/√
σ 2n converges weakly to a standard normal distribution.
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3. Preliminaries
Recall that the exponential generating function Y(x) of d-ary increasing trees satisfies the
differential equation

Y ′(x)= �(Y(x)), Y(0)= 0, (3.1)

where�(t)= (1+ t)d. The explicit solution is given by Y(x)= (1− (d − 1)x)−1/(d−1) − 1, and the
total number of d-ary increasing trees with n vertices is

Yn = n! · [xn]Y(x)=
n−1∏
j=1

((d − 1) j+ 1).

Let us first define a multivariate generating function that also incorporates the tree functional F
and its toll function f . Specifically, we set

Y(x, a, b)=
∑
T

x|T|

|T|!e
aF(T)−bf (T).

In particular, we have

∂

∂x
Y(x, a, a)=

∑
T

x|T|−1

(|T| − 1)!e
a(F(T)−f (T)).

The term (∂/∂x)Y(x, a, a) corresponds to a bivariate generating function for the ordered forests
obtained from cutting off the root of d-ary trees. Such a forest is of the form (T1, T2, . . . , Td),
where each Ti is either an empty tree or a d-ary increasing tree (according to its own set of labels).
Moreover, in view of the recursion (1.1), if T1, T2, . . . , Td are the root branches of T, then

ea(F(T)−f (T)) = ea
∑

i F(Ti).

Hence, (3.1) becomes
∂

∂x
Y(x, a, a)= �(Y(x, a, 0)), Y(0, a, b)= 0.

Let us now set

Z(x, a, b)= 1+ Y(xe−aμ, a, b)= 1+
∑
T

x|T|

|T|!e
aF(T)−aμ|T|−bf (T),

where μ will be determined later, so that
∂

∂x
Z(x, a, a)= e−aμ�(Y(xe−aμ, a, 0))= e−aμ�(Z(x, a, 0)− 1)= e−aμZ(x, a, 0)d.

Note that

Mn(a)= [xn]Z(x, a, 0)
[xn]Z(x, 0, 0)

= n![xn]Z(x, a, 0)
Yn

(3.2)

is the moment generating function for the random variable F(Tn)− μ|Tn| = F(Tn)− μn when
a random d-ary increasing tree Tn with n vertices is generated. Its derivatives with respect to a,
evaluated at 0, yield the moments.

Let the rth derivative of Z with respect to a be denoted by Z(r)(x, a, b). Our first goal is to
determine a differential equation for the function Z(r)(x, 0, 0). To this end, we need some fur-
ther notation regarding integer partitions: we represent partitions of a non-negative integer r
as sequences � = (�1, �2, . . . ), where �j denotes the multiplicity of j. Thus � is a partition of r
if
∑

j j�j = r. In this notation, there is only one partition of 0, namely the sequence (0, 0, . . . ).
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The set of all partitions of r is denoted by P(r), and we write |�| = �1 + �2 + · · · for the total
number of parts in the partition �.

Lemma 3.1. The function Z(r)(x, 0, 0) satisfies the differential equation
∂

∂x
(Z(x, 0, 0)−dZ(r)(x, 0, 0))= −Z(x, 0, 0)−dHr(x) (3.3)

+
r∑

s=0

(
r
s

)
(−μ)r−ss!

∑
�∈P(s)
�r �=1

d!
(d − |�|)!

∏
j�1

1
�j!j!�j

(
Z( j)(x, 0, 0)
Z(x, 0, 0)

)�j

,

where

Hr(x)=
r∑

s=1

(
r
s

)∑
T

x|T|−1

(|T| − 1)! (F(T)− μ|T|)r−s(−f (T))s.

Proof. If we differentiate the identity
∂

∂x
Z(x, a, a)= e−aμZ(x, a, 0)d

r times with respect to a, we obtain (making use of Faà di Bruno’s formula)

∂

∂x

(
∂

∂a

)r
Z(x, a, a)=

r∑
s=0

(
r
s

)
(−μ)r−se−aμs!

∑
�∈P(s)

d!
(d − |�|)!Z(x, a, 0)

d−|�| ∏
j�1

Z( j)(x, a, 0)�j

�j!j!�j
.

For a= 0, the left side of the equation becomes

∂

∂x

(
∂

∂a

)r
Z(x, a, a)

∣∣∣∣
a=0

=
∑
T

x|T|−1

(|T| − 1)! (F(T)− μ|T| − f (T))r

=
r∑

s=0

(
r
s

)∑
T

x|T|−1

(|T| − 1)! (F(T)− μ|T|)r−s(−f (T))s.

Separating the term s= 0 from the rest, we can write
∂

∂x

(
∂

∂a

)r
Z(x, a, a)

∣∣∣∣
a=0

=Hr(x)+ ∂

∂x
Z(r)(x, 0, 0)

for every r, where

Hr(x)=
r∑

s=1

(
r
s

)∑
T

x|T|−1

(|T| − 1)! (F(T)− μ|T|)r−s(−f (T))s.

It follows that

Hr(x)+ ∂

∂x
Z(r)(x, 0, 0)=

r∑
s=0

(
r
s

)
(−μ)r−ss!

∑
�∈P(s)

d!
(d − |�|)!Z(x, 0, 0)

d−|�| ∏
j�1

Z( j)(x, 0, 0)�j

�j!j!�j
.

Dividing by Z(x, 0, 0)d gives us

Z(x, 0, 0)−dHr(x)+ Z(x, 0, 0)−d ∂

∂x
Z(r)(x, 0, 0)

=
r∑

s=0

(
r
s

)
(−μ)r−ss!

∑
�∈P(s)

d!
(d − |�|)!

∏
j�1

1
�j!j!�j

(
Z( j)(x, 0, 0)
Z(x, 0, 0)

)�j

.
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One of the terms on the right side of the equation (corresponding to s= r and �1 = �2 = · · · =
�r−1 = 0, �r = 1) is dZ(r)(x, 0, 0)/Z(x, 0, 0). We take this term out of the sum to obtain

Z(x, 0, 0)−d ∂

∂x
Z(r)(x, 0, 0)− dZ(x, 0, 0)−1Z(r)(x, 0, 0)

= −Z(x, 0, 0)−dHr(x)+
r∑

s=0

(
r
s

)
(−μ)r−ss!

∑
�∈P(s)
�r �=1

d!
(d − |�|)!

∏
j�1

1
�j!j!�j

(
Z( j)(x, 0, 0)
Z(x, 0, 0)

)�j

.

Now recall that
Z(x, 0, 0)= 1+ Y(x, 0, 0)= 1+ Y(x)= (1− (d − 1)x)−1/(d−1), (3.4)

from which it follows easily that (∂/∂x)Z(x, 0, 0)−d = −dZ(x, 0, 0)−1. Thus we can rewrite it as
∂

∂x
(Z(x, 0, 0)−dZ(r)(x, 0, 0))

= −Z(x, 0, 0)−dHr(x)+
r∑

s=0

(
r
s

)
(−μ)r−ss!

∑
�∈P(s)
�r �=1

d!
(d − |�|)!

∏
j�1

1
�j!j!�j

(
Z( j)(x, 0, 0)
Z(x, 0, 0)

)�j

,

which is what we wanted to prove.

Note that at this stageHr(x) is only considered as a formal power series, and convergence is not
taken into account. We first analyse this differential equation in the special cases r = 1 and r = 2
corresponding to mean and variance before we move on to the central limit theorem.

4. Mean and variance
Let us now determine mean and variance of F(Tn). Since the values of the toll function f (T) for
|T| > n will not affect the distribution of F(Tn), we can assume in this section that f (T)= 0 for
|T| > n. This means in particular that the functions Hr(x) also depend on n, so we write H(n)

r (x)
to emphasize this dependence. Using the formula (3.2) for the moment generating function of
F(Tn)− μn, we obtain

E(F(Tn)− μn)= n!
Yn

[xn]Z(1)(x, 0, 0). (4.1)

For r = 1, equation (3.3) becomes
∂

∂x
(Z(x, 0, 0)−dZ(1)(x, 0, 0))= −Z(x, 0, 0)−dH(n)

1 (x)− μ,

so

Z(1)(x, 0, 0)= Z(x, 0, 0)d
∫ x

0
(−Z(w, 0, 0)−dH(n)

1 (w)− μ) dw,

where

H(n)
1 (x)= −

∑
|T|�n

x|T|−1

(|T| − 1)! f (T). (4.2)

If we choose μ = μ(n) in such a way that

μ(n) = − (d − 1)
∫ 1/(d−1)

0
Z(w, 0, 0)−dH(n)

1 (w) dw,
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then we can write (making use of the explicit formula for Z(x, 0, 0) in (3.4))

Z(1)(x, 0, 0)= Z(x, 0, 0)d
(

μ(n)

d − 1
+
∫ 1/(d−1)

x
Z(w, 0, 0)−dH(n)

1 (w) dw− μ(n)x
)

= μ(n)

d − 1
Z(x, 0, 0)+ R(x),

where

R(x)= Z(x, 0, 0)d
∫ 1/(d−1)

x
Z(w, 0, 0)−dH(n)

1 (w) dw. (4.3)

Now (4.1) gives us

E(F(Tn))= μ(n)n+ n!
Yn

[xn]Z(1)(x, 0, 0)= μ(n)
(
n+ 1

d − 1

)
+ n!

Yn
[xn]R(x),

so it suffices to determine the contribution from R(x). As we will see in the next lemma, R(x) is a
polynomial of degree n whose coefficients can be computed explicitly.

Lemma 4.1. If β ∈R \ {−1,−2,−3, . . .},

P(x)=
n−1∑
k=0

akxk and Q(x)= (1− x)−β

∫ 1

x
(1−w)βP(w) dw,

then Q(x) is a polynomial of degree n with

[xm]Q(x)= − am−1
m+ β

+
n−1∑
k=m

(
β +m− 1

m

)
· 
(β + 1)k!ak

(β + k+ 2)

=O
( |am−1|

m
+mβ−1

n−1∑
k=m

k−β−1|ak|
)
.

Proof. To see that Q(x) is indeed a polynomial, one can perform the substitution w= 1− u and
expand all terms of P(1− u) by means of the binomial theorem; see the calculation below. For
k�m, we write

(1− x)−β

∫ 1

x
(1−w)βwk dw= (1− x)−β

∫ 1

0
(1−w)βwk dw− (1− x)−β

∫ x

0
(1−w)βwk dw.

The second term does not contribute to [xm]Q(x) as it isO(xm+1), so the only contribution comes
from the first term, and this contribution is(

[xm](1− x)−β
) ·
∫ 1

0
(1−w)βwk dw=

(
β +m− 1

m

)
· 
(β + 1)k!

(β + k+ 2)

.

On the other hand, if k<m, then

(1− x)−β

∫ 1

x
(1−w)βwk dw= (1− x)−β

∫ 1−x

0
uβ(1− u)k du

=
k∑

j=0

(− 1) j

j+ β + 1

(
k
j

)
(1− x) j+1
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is a polynomial of degree k+ 1, so the only term that contributes to [xm]Q(x) comes from
k=m− 1. Putting things together, we have

[xm]Q(x)= − am−1
m+ β

+
n−1∑
k=m

(
β +m− 1

m

)
· 
(β + 1)k!ak

(β + k+ 2)

,

which completes the proof of the lemma.

In particular, Lemma 4.1 gives us an expression for [xn]R(x), since

[xn]R(x)= [xn](1− (d − 1)x)−d/(d−1)
∫ 1/(d−1)

x
(1− (d − 1)w)d/(d−1)H(n)

1 (w) dw

= (d − 1)n−1[xn](1− x)−d/(d−1)
∫ 1

x
(1− u)d/(d−1)H(n)

1

(
u

d − 1

)
du.

Evaluating the integral in the expression for μ(n) explicitly gives us

μ(n) = d(d − 1)
∑
m�n

1
((d − 1)m+ 1)((d− 1)m+ d)Ym

∑
|T|=m

f (T)

= d(d − 1)
∑
m�n

E( f (Tm))
((d − 1)m+ 1)((d− 1)m+ d)

.

Putting everything together, we arrive at an explicit formula for the mean:

E(F(Tn))= μ(n)n+ μ(n)

d − 1
+ n![xn]R(x)

Yn

= (d(d − 1)n+ d)
∑
m�n

E( f (Tm))
((d − 1)m+ 1)((d− 1)m+ d)

+ n
(n+ d/(d − 1))Yn

∑
|T|=n

f (T)

= (d(d − 1)n+ d)
∑
m<n

E( f (Tm))
((d − 1)m+ 1)((d− 1)m+ d)

+E( f (Tn)).

Completing the series, we have∑
m<n

E( f (Tm))
((d − 1)m+ 1)((d− 1)m+ d)

=
∞∑

m=0

E( f (Tm))
((d − 1)m+ 1)((d− 1)m+ d)

+O
(
max
m�n

|E( f (Tm)|
∞∑

m=n

1
m2

)
.

Condition (C2) guarantees that the infinite series converges, and the error term is a o(n−1). Thus,
we arrive exactly at the desired asymptotic formula for the mean in Theorem 2.1. The variance is
treated in a similar fashion. Let us return to the differential equation that is satisfied by Z(2)(x, 0, 0):
setting r = 2 in (3.3) gives us

∂

∂x
(Z(x, 0, 0)−dZ(2)(x, 0, 0)) (4.4)

= −Z(x, 0, 0)−dH(n)
2 (x)+

(
μ(n)

)2 − 2μ(n)d
Z(1)(x, 0, 0)
Z(x, 0, 0)

+ d(d − 1)
(
Z(1)(x, 0, 0)
Z(x, 0, 0)

)2
,
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where

H(n)
2 (x)=

∑
|T|�n

x|T|−1

(|T| − 1)! f (T)
2 − 2

∑
|T|�n

x|T|−1

(|T| − 1)! f (T)(F(T)− μ(n)|T|).

Let S(x) denote the right side of (4.4) and let

c(n) =
∫ 1/(d−1)

0
S(x) dx (4.5)

(note that S(x) depends on n), so that

Z(2)(x, 0, 0)= c(n)Z(x, 0, 0)d − Z(x, 0, 0)d
∫ 1/(d−1)

x
S(w) dw. (4.6)

We expect the main contribution to the variance to come from the first term on the right side.
This is indeed the case, as we can see in the following lemma.

Lemma 4.2. We have
Var(F(Tn))= (d − 1)c(n)n+ o(n), as n→ ∞.

Proof. Since E(F(Tn))= μ(n)n+O(1), we have

Var(F(Tn))=E

((
F(Tn)− μ(n)n

)2)+O(1)= [xn]Z(2)(x, 0, 0)
[xn]Z(x, 0, 0)

+O(1).

Now we return to the representation (4.6). We write S(x) in the following way:

S(x)= −
(
μ(n))2
d − 1

− Z(x, 0, 0)−dH(n)
2 (x)+ d(d − 1)

R(x)2

Z(x, 0, 0)2
, (4.7)

where R(x) is defined in (4.3). We now consider the contribution from each of the terms on the
right side of (4.7) to the variance. The contributions from the first two terms are not too difficult
to estimate.

• Since we have

−Z(x, 0, 0)d
∫ 1/(d−1)

x

(
μ(n))2
d − 1

dw= −
(
μ(n))2

(d − 1)2
Z(x, 0, 0),

its contribution to the variance is

−
(
μ(n))2

(d − 1)2
=O(1).

• By repeating the same argument we used for the mean, we find that the contribution from
−Z(x, 0, 0)−dH(n)

2 (x) to the variance is

O(E| f (Tn)2 − 2 f (Tn)(F(Tn)− μ(n)|Tn|)|).
Since the toll function is assumed to be bounded, F(T)=O(|T|), and it follows from
condition (C2) that the contribution is in fact o(n).

It remains to estimate the contribution from the third term of (4.7). We first estimate the
coefficients of R(x). We have

[xm]H(n)
1 (x)= −Ym+1

m! E( f (Tm+1))=O((d − 1)mm1/(d−1)
E| f (Tm+1)|).
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From Lemma 4.1 and the definition of R(x), we obtain

[xm]R(x)=O

⎛⎝(d − 1)m
⎛⎝m(2−d)/(d−1)

E| f (Tm)| +m1/(d−1)
n−1∑
j=m

E| f (Tj+1)|
j2

⎞⎠⎞⎠
=O

(
(d − 1)mm(2−d)/(d−1)

)
.

Note here that
n−1∑
j=m

E| f (Tj+1)|
j2

=O
(
m−1)

by condition (C2). We thus have

[xm]R(x)2 =O
(
(d − 1)m

∑
k+l=m

(kl)(2−d)/(d−1)
)

=O
(
(d − 1)mm(3−d)/(d−1)

)
.

Again by Lemma 4.1, we also have

[xm]Z(x, 0, 0)2
∫ 1/(d−1)

x
Z(w, 0, 0)−2R(w)2 dw

=O
(
(d − 1)m

(
m(4−2d)/(d−1) +m(3−d)/(d−1)

2n−1∑
j=m

j−2
))

=O
(
(d − 1)mm(4−2d)/(d−1)

)
.

Since the coefficients of (1− (d − 1)x)(d−3)/(d−1) (log (1− 2x) if d = 3) are all negative (except for
the constant coefficient) and of order (d − 1)mm(4−2d)/(d−1), we get

[xm]Z(x, 0, 0)2
∫ 1/(d−1)

x
Z(w, 0, 0)−2R(w)2 dw=

{
O
(
|[xm](1− (d − 1)x)(d−3)/(d−1)|

)
d �= 3,

O
(|[xm] log (1− 2x)|) d = 3.

Multiplying the generating function by Z(x, 0, 0)d−2 = (1− (d − 1)x)(2−d)/(d−1) yields

[xn]Z(x, 0, 0)d
∫ 1/(d−1)

x
Z(w, 0, 0)−2R(w)2 dw=

{
O(|[xn](1− (d − 1)x)−1/(d−1)|) d �= 3,

O(|[xn](1− 2x)−1/2 log (1− 2x)|) d = 3.

Therefore,

[xn]Z(x, 0, 0)d
∫ 1/(d−1)
x Z(w, 0, 0)−2R(w)2 dw
[xn]Z(x, 0, 0)

=
{
O(1) d �= 3,
O( log n) d = 3.

Putting all the contributions together, we obtain

Var(F(Tn))= c(n)
[xn]Z(x, 0, 0)d

[xn]Z(x, 0, 0)
+ o(n)= (d − 1)c(n)n+ o(n),

which is exactly the desired estimate.
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The constant c(n) still depends on n, so we write it explicitly in order to determine its behaviour
as n→ ∞. We have

c(n) = −
(
μ(n))2

(d − 1)2
−
∑

|T|�n

f (T)2 − 2 f (T)(F(T)− μ(n)|T|)∏|T|
j=1 ((d − 1) j+ d)

+ d
∑

|T1|�n

∑
|T2|�n

(d − 1)−|T1|−|T2| f (T1) f (T2)
(|T1| − 1)!(|T2| − 1)!

∫ 1

0
φ|T1|(x)φ|T2|(x) dx,

where

φk(x)= (1− x)−1
∫ 1

x
(1−w)d/(d−1)wk−1 dw.

We have already seen that μ(n) converges to a constant, so let us look at the second term of c(n),
which we can split as follows:∑

|T|�n

f (T)2 − 2 f (T) (F(T)− μ(n)|T|)∏|T|
j=1 ((d − 1) j+ d)

=
∑

|T|�n

f (T)2 − 2 f (T)F(T)∏|T|
j=1 ((d − 1) j+ d)

+ 2μ(n)
∑

|T|�n

f (T)|T|∏|T|
j=1 ((d − 1) j+ d)

=
∑
m�n

dE( f (Tm)2 − 2 f (Tm)F(Tm))
((d − 1)m+ 1)((d− 1)m+ d)

+ 2μ(n)
∑
m�n

dmE( f (Tm))
((d − 1)m+ 1)((d− 1)m+ d)

.

Since | f (T)| is assumed to be bounded, we have F(T)=O(|T|), so both sums converge in view of
condition (C2).

For the double summation, note first that

φm

(
1− y

m

)
= m

y

∫ 1

1−y/m
(1−w)d/(d−1)wm−1 dw

=m−d/(d−1)
∫ y

0

td/(d−1)(1− t/m)m−1

y
dt.

The integral is easily seen to be bounded by a constant for all y ∈ (0,m], so φm(x)=O
(
m−d/(d−1)

)
uniformly for x ∈ [0, 1). Thus∫ 1

0
φ|T1|(x)φ|T2|(x) dx=O

(
|T1|−d/(d−1)|T2|−d/(d−1)

)
,

which means that to prove the convergence of the double sum in the expression for c(n), it suffices
to prove convergence of∑

|T|�n

(d − 1)−|T||T|−d/(d−1)| f (T)|
(|T| − 1)! =

n∑
m=1

(d − 1)−mm1−d/(d−1)Ym
m! E| f (Tm)|

as n→ ∞. Since
Ym
m! =O

(
(d − 1)mm1/(d−1)−1

)
,

this convergence follows from condition (C2). Therefore,

σ 2 = lim
n→∞ (d − 1)c(n)
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exists, and

Var(F(Tn))= σ 2n+ o(n), as n→ ∞.

5. The central limit theorem
We first consider the case that f (T) has finite support. Conditions (C1) and (C2) are then auto-
matically satisfied, hence the results in the previous section for the mean and variance are valid in
this case as well. For the central limit theorem, we also need higher moments, for which we have
the following statement.

Lemma 5.1. If the toll function f has finite support, that is, there exists a constant K such that
f (T)= 0 whenever |T| >K, then the centred moments of the functional F are asymptotically
given by

E((F(Tn)− μn)r)=
{
(r − 1)!!σ rnr/2 +O(nr/2−1) r even,
O(n(r−1)/2) r odd.

Here, μ and σ are as in Theorem 2.1. Consequently, if σ �= 0, then the renormalized random
variable

F(Tn)− μn√
σ 2n

converges weakly to a standard normal distribution.

Proof. Let us return to the general identity (3.3) stated in Lemma 3.1. Since f (T) has finite support,
Hr(x) is entire for every r � 1, and μ is given by a finite sum. In particular, μ(n) = μ and c(n) = c
for large enough n in the notation of the previous section. We prove by induction on p that there
exist constants cp such that

Z(2p)(x, 0, 0)= cp(1− (d − 1)x)−1/(d−1)−p +O(|1− (d − 1)x|−1/(d−1)−p+1)

and

Z(2p+1)(x, 0, 0)=O(|1− (d − 1)x|−1/(d−1)−p).

This has already been established for p= 0, and for p= 1, we already know that the first statement
holds. Now consider any r � 3 in (3.3). By the induction hypothesis, the product∏

j�1

(
Z( j)(x, 0, 0)
Z(x, 0, 0)

)�j

isO(|1− (d − 1)x|−r/2) for every partition �, and the singularity order is exactly r/2 if and only if �
is a partition of r consisting only of even parts (i.e. �j = 0 if j is odd). Otherwise, one can improve
the bound to O(|1− (d − 1)x|−(r−1)/2) for odd r (with equality if the partition contains exactly
one odd part) and to O(|1− (d − 1)x|−r/2+1) for even r. After integration and multiplication by
Z(x, 0, 0)d, we end up with the desired result. Moreover, for p� 2, we find that the coefficient cp
can be determined by the recursion

cp(p− 1)(d − 1)= (2p)!
∑

�∈P(p)
�p �=1

d!
(d − |�|)!

∏
j�1

c�jj
�j!(2j)!�j

.
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This can be rewritten as

cp(dp− p+ 1)= (2p)!
∑

�∈P(p)

d!
(d − |�|)!

∏
j�1

c�jj
�j!(2 j)!�j

= (2p)!
d∑

m=1

d!
(d −m)! [u

mvp]
∏
j�1

⎛⎝∑
h�0

1
h!

(
uvjcj
(2 j)!

)h
⎞⎠

= (2p)!
d∑

m=1

d!
(d −m)! [u

mvp] exp

⎛⎝∑
j�1

uvjcj
(2 j)!

⎞⎠
= (2p)![vp]

⎛⎝1+
∑
j�1

vjcj
(2 j)!

⎞⎠d

.

Thus if we set

C(v)= 1+
∑
j�1

vjcj
(2 j)! ,

we have the differential equation

(d − 1)vC′(v)+ C(v)= C(v)d, C(0)= 1.

The general solution of this equation is given by C(v)= (1−Kv)−1/(d−1) (where K is a con-
stant), so

cp = (2p)![vp](1−Kv)−1/(d−1) = (2p)!Kp
(
p− 1+ 1/(d − 1)

p

)
,

which we can also express in terms of σ 2 = c1(d − 1):

cp = (2p)!σ 2p2−p
(
p− 1+ 1/(d − 1)

p

)
.

In conclusion, we have

Z(2p)(x, 0, 0)= cp(1− (d − 1)x)−1/(d−1)−p +O(|1− (d − 1)x|−1/(d−1)−p+1),

so singularity analysis [7, Chapter VI] gives us

[xn]Z(2p)(x, 0, 0)= cp

( p+ 1/(d − 1))

np+1/(d−1)−1(d − 1)n +O(np+1/(d−1)−2(d − 1)n)

and consequently

E((F(Tn)− μn)2p)= [xn]Z(2p)(x, 0, 0)
[xn]Z(x, 0, 0)

= cp
(1/(d − 1))

( p+ 1/(d − 1))

np +O(np−1)

= (2p− 1)!!σ 2pnp +O(np−1).

Moreover,

E((F(Tn)− μn)2p+1)=O(np),
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which completes the proof of the asymptotic formulas for the moments. If σ 2 �= 0, it follows
immediately that the moments of the normalized random variable (F(Tn)− μn)/

√
σ 2n converge

to the moments of a standard normal distribution, which proves the central limit theorem.

To deal with toll functions that are not finitely supported, we employ a trick that was already
used in [9, 12]: we approximate them by truncated versions to which we can apply Lemma 5.1.
This approach is based on the following simple yet general lemma (whose proof is also given for
completeness).

Lemma 5.2. If (Xn)n�1 and (Wm,n)m,n�1 are sequences of centred random variables such that

• Wm,n
d→n Wm, and Wm

d→m W, where W has a continuous distribution function,
• Var(Xn −Wm,n)→n γ 2

m and γm →m 0,

then Xn
d→n W.

Proof. For a random variable X, let FX(x) denote the distribution function of X. Let x and ε > 0
be fixed real numbers and letm be a fixed positive integer. We have

P(Xn � x)� P(Xn � x ∧ Xn −Wm,n > −ε)+ P(Xn −Wm,n � −ε)
� P(Wm,n � x+ ε)+ P(Xn −Wm,n � −ε).

Similarly,

P(Wm,n � x− ε)� P(Xn � x ∨ Xn −Wm,n � ε)� P(Xn � x)+ P(Xn −Wm,n � ε).

Hence

P(Wm,n � x− ε)− P(Xn −Wm,n � ε)� P(Xn � x)� P(Wm,n � x+ ε)+ P(Xn −Wm,n � −ε).

Chebyshev’s inequality yields

P(Wm,n � x− ε)− Var(Xn −Wm,n)
ε2

� P(Xn � x)� P(Wm,n � x+ ε)+ Var(Xn −Wm,n)
ε2

.

Taking the limit as n→ ∞ and using our assumptions on the convergence of Wm,n, we find
that for everym and ε > 0, we have

FWm(x− ε)− γ 2
m

ε2
� lim

n→∞ P(Xn � x)� FWm(x+ ε)+ γ 2
m

ε2
.

By our assumptions on γm and Wm, the bounds can simultaneously be made arbitrarily close to
FW(x), which completes the proof of the lemma.

We return to additive functionals and assume that the toll function f (T) satisfies conditions
(C1) and (C2). For every positive integer m, consider the truncated toll function fm and the
corresponding function F:

fm(T)=
{
f (T) |T| �m
0 otherwise

and Fm(T)=
∑

S∈F (T)
fm(S)=

∑
S∈F (T),|S|�m

f (S).

From Section 4, we know that the mean and variance of Fm(T) have the asymptotic estimates

E(Fm(T))= μmn+ μm
d − 1

+ o(1) and Var(Fm(T))= σ 2
mn+ o(n)
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as n→ ∞. Furthermore, for each m, if σ 2
m �= 0 then Fm(T) satisfies the central limit theorem,

and μm → μ and σ 2
m → σ 2 as m→ ∞. On the other hand, the functional F(T)− Fm(T) is also

additive with toll function f (T)− fm(T). The conditions (C1) and (C2) are both satisfied by the
latter toll function, so from the asymptotic formula for the variance we know that

γ 2
m = lim

n→∞
Var(F(Tn)− Fm(Tn))

n
→m 0

under the conditions on the toll function f . Hence, Lemma 5.2 applies to the sequences

Wm,n = Fm(Tn)−E(Fm(Tn))√
n

and Xn = F(Tn)−E(F(Tn))√
n

,

which proves Theorem 2.1 for arbitrary toll functions f that satisfy (C1) and (C2).

6. Some applications
We conclude this paper with three applications of our general results.

6.1 Fringe subtrees of given size and occurrences of specific fringe subtrees
The simplest example of a toll function is perhaps the indicator function of a specific tree S:

f (T)=
{
1 T = S,
0 otherwise.

The associated additive functional is simply the number of occurrences of S on the fringe of a
random tree: by an occurrence of S, we mean a fringe subtree that is isomorphic to S (including
the relative order of the labels).

In this case, we obtain a central limit theorem with mean and variance only depending on the
size of S: if S has k vertices, then

μ = d − 1∏k
j=1 ((d − 1) j+ d)

and

σ 2 = −μ2
(
2k+ 1

d − 1

)
+ μ + d(d − 1)1−2k

(k− 1)!2
∫ 1

0
φk(x)2 dx.

A closely related functional is the number of fringe subtrees of some given size k (equivalently,
the number of vertices with exactly k− 1 descendants). In particular, the special case k= 1
corresponds to the number of leaves. Here, the toll function is given by

f (T)=
{
1 |T| = k,
0 otherwise,

and we obtain a central limit theorem with

μ = d(d − 1)
((d − 1)k+ d)((d − 1)k+ 1)

and

σ 2 = −μ2
(
2k+ 1

d − 1

)
+ μ + d(d − 1)1−2kY2

k
(k− 1)!2

∫ 1

0
φk(x)2 dx.

This was already shown by Fuchs [8], who also considered the case that k is not fixed but rather
tends to infinity with the size of the tree as well.
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6.2 The number of subtrees
The number of subtrees is a somewhat more complicated example: for Galton–Watson trees,
binary increasing trees and recursive trees, it was already studied in [17]. Here, we count all sub-
trees, that is, all induced subgraphs that are again trees, not just those on the fringe. It is useful to
study an auxiliary quantity first, namely the number of subtrees containing the root: we write s(T)
for this number. It is not difficult to see that (for arbitrary trees T with branches B1, B2, . . . , Bk)

s(T)=
k∏

j=1
(1+ s(Bj)),

since each subtree induces either the empty set or a subtree containing the root in each of the
branches. Taking the logarithm gives us

log (1+ s(T))=
k∑

j=1
log (1+ s(Bj))+ log (1+ s(T)−1),

so F(T)= log (1+ s(T)) is an additive functional with toll function f (T)= log (1+ s(T)−1)
(i.e. F(T) and f (T) satisfy the general definition (1.1)). Simple a priori estimates show that the
technical conditions of our general central limit theorem are satisfied: this is because s(T)� |T|
(since every path from the root to a vertex is also a subtree), which implies that f (T)=O(|T|−1)
for all T (even deterministically, not just on average). Thus our main result applies to the func-
tional s(T). As shown in [17], the difference between F(T)= log (1+ s(T)) and the logarithm of
the total number of subtrees (not necessarily containing the root) isO( log |T|), so the central limit
theorem remains correct for the total number of subtrees.

6.3 The size of the automorphism group
An important motivating example for this paper is the size of the automorphism group. Bóna and
Flajolet [2], motivated by questions in phylogenetics, proved that the logarithm of the size of the
automorphism group of uniformly random binary trees is asymptotically normally distributed
(they proved this limit law for the number of nodes for which the two branches are isomor-
phic, which is equivalent). Here, we obtain an analogous statement for d-ary increasing trees. We
remark that binary increasing trees are also essentially equivalent to the Yule–Harding model
(as opposed to the uniform model) of phylogenetics [16, Section 2.5].

As mentioned in the Introduction, the relevant toll function is f (T)= log (R(T)), where R(T)
is the size of the symmetry group of the collection of root branches. This simplifies considerably
in the case of binary trees, where we only have two branches B1 and B2. In this case, it follows that

f (T)=
{
log 2 if B1 and B2 are isomorphic,
0 otherwise.

As one would expect, it is very unlikely for large trees that the two branches are actually iso-
morphic, which is why the technical condition on the toll function is satisfied. In fact, one can
show that E| f (Tn)| decays exponentially for binary increasing trees. We find that the number
of automorphisms of a random binary increasing tree asymptotically follows a log-normal law,
which parallels the aforementioned result of Bóna and Flajolet.

The same holds more generally for d-ary trees, although the expected value of the toll function
does not decay as quickly: in this case, the probability that two branches are isomorphic only
decreases at a rate of O

(|T|−2/(d−1)), which however is still sufficient. Let us prove this fact: the
toll function f (T)= log (R(T)) is clearly bounded by log d!, since the symmetry group R(T) is
a subgroup of the symmetric group on d elements, so (C1) is satisfied. It remains to prove (C2).
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Table 1. Values of μ and σ 2 for selected examples (number of leaves, subtrees and automorphisms) in three cases: binary
(d= 2) and ternary (d= 3) increasing trees and PORTs (α = 1). Numerical values are given to the highest accuracy we were
able to obtain with our numerical calculations. We remark that the technical conditions of our general theorem are unfor-
tunately not satisfied for the number of automorphisms in PORTs, since its growth can be faster than exponential (e.g. for
stars).

Example μ σ 2

number of leaves, binary 1/3 2/45

number of leaves, ternary 2/5 3/50

number of leaves, PORTs 2/3 1/9

(log of) number of subtrees, binary 0.3507 0.008

(log of) number of subtrees, ternary 0.3926 0.011

(log of) number of subtrees, PORTs 0.5380 0.024

(log of) number of automorphisms, binary 0.0320 0.017

(log of) number of automorphisms, ternary 0.054 0.03

To this end, we determine an upper bound for the probability that f (Tn) �= 0. This can only happen
if two (or more) branches are isomorphic, so in particular two of the branches need to have the
same (non-zero) size. There are

(d
2
)
possible choices for the two branches. If their sizes are k, then

there are Y2
k possibilities for these branches, and the other branches have to contain n− 2k− 1

vertices (but are otherwise arbitrary). It follows that the number of d-ary increasing trees with at
least two isomorphic branches, as well as the number of d-ary increasing trees with at least two
branches of equal size, is bounded above by(

d
2

)
(n− 1)!

∑
k�1

(
Yk
k!
)2

[xn−2k−1]Y(x)d−2 =
(
d
2

)
(n− 1)![xn−1]

∑
k�1

(
Yk
k!
)2

x2kY(x)d−2.

The series
∑

k�1 (Yk/k!)2x2k can be regarded as a Hadamard product of Y(x2) with itself. By stan-
dard closure properties ([5]; see also [7, Section VI.10.2]), it is therefore amenable to singularity
analysis. Its dominant singularity at 1/(d − 1) is of the type

(1− (d − 1)x)(d−3)/(d−1)

if d �= 3, and − log (1− 2x) if d = 3. It follows that the singularity of the product with Y(x)d−2 is
of the form (1− x)−1 if d = 2, −(1− 2x)−1/2 log (1− 2x) if d = 3 and (1− (d − 1)x)−(d−2)/(d−1)

for d > 3. Applying singularity analysis, we find that(d
2
)
(n− 1)![xn−1]

∑
k�1 (Yk/k!)2x2kY(x)d−2

Yn
=

⎧⎪⎨⎪⎩
O(n−1) d = 2,
O
(
n−1 log n

)
d = 3,

O
(
n−2/(d−1)) d > 3.

Since this is an upper bound on the probability that f (Tn) �= 0, we also obtain

E| f (Tn)| =E( f (Tn))=

⎧⎪⎨⎪⎩
O(n−1) d = 2,
O(n−1 log n) d = 3,
O
(
n−2/(d−1)

)
d > 3,

which is sufficient to imply conditions (C1) and (C2). The bounds can be improved somewhat by
also taking into account that the probability that two d-ary increasing trees of size k are isomorphic
decreases with k.
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