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Abstract

This paper proposes a fuzzy neural network~FNN! based approach to construct an individual-oriented car-following
system. The feature of this system is firstly to incorporate a personal risk-taking factor in addition to other mechanical
factors as the input parameters. Through the learning capability of artificial network, the complex membership func-
tions between the input factors and the output~i.e., the appropriate car-following headway! can be efficiently estab-
lished, and then the fuzzy logic rules can be properly constructed. The performance of the FNN system is finally
assessed against the field data. The results are inspiring that the system is proven capable of providing highly accurate
predictions of the required car-following headways from person to person at various speeds. The success of this study
provides some clues of utilizing FNN techniques in exploring some individual-oriented machines.
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1. INTRODUCTION

It is a known fact that a minimum space is required between
cruising vehicles to prevent collision. The space between
vehicles, on the other hand, influences roadway capacity
which in turn affects the level of service to the users. In the
past, several theories concerning vehicle spacing have been
suggested~Pipes, 1953; Dobbins et al., 1962; Sakai & Na-
gao, 1969; Manheim, 1979; Roberston, 1979; Hulbert, 1982;
Ross, 1985; Shenk, 1986!; however, none of them ever in-
volved any parameter that may reflect human performance.
This is an important aspect in the consideration of traffic
safety and efficiency. Traffic control devices may be em-
ployed to protect drivers, train prospective drivers ade-
quately, and improve the behavior of violators only after a
thorough understanding of driver behavior has been obtained.

This paper will mainly focus on constructing a fuzzy neu-
ral network ~FNN! adaptive car-following system to re-
mind drivers to keep proper spacings~headways! during
cruises. Supposing that the driver is solely responsible for

the state of the cruising vehicle, the actions of the driver
play a significant role in the effectiveness of any designed-in
safety device. However, measurement of driver perfor-
mance, with respect to road safety, is a matter of great dif-
ficulty. Most of the difficulties lie on the methodology used
in evaluating drivers’ performance, especially with respect
to safety-related decision behavior~Dobbins et al., 1961!.
Nevertheless, the drivers’ decision-making skills may be ra-
tionally treated as a significant factor governing the inter-
action between the vehicle and its environment. These
interactions ultimately determine the safety of the driver’s
actions. A previous paper~Lu, 1994! has successfully dem-
onstrated the feasibility of introducing a risk-taking factor
into the Pipes’ equation~Pipes, 1953! to reflect individual-
ity of drivers’ behaviors. Accordingly, this work will broaden
the basis to include risk-taking factor into the measurable
mechanical factors~i.e., the speed of car and the free travel
of the brake pedal! as the input parameters, while the de-
sired car-following headway serves as the output. Fuzzy-
neuro algorithm is then used to construct an individually
oriented car-following indicator. Through testing, the indi-
cator developed in this work has accurately signified the
required person-to-person car-following headways at vari-
ous speeds.
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2. THE INPUT FOR THE FUZZY NEURAL
NETWORK

The speed of the car, the free travel of the brake pedal, and
the individual risk-taking factor for drivers are the inputs
for the FNN system. The risk-taking factor represents per-
sonal driving behaviors, while the others are closely related
to mechanical responses of vehicles. It is only common sense
that the required car-following headway must increase in
proportion to the speed of vehicle. On the other hand, the
free travel of the brake pedal shall determine the reaction
time needed to activate the brake mechanism.

It is essential to conceive an appropriate expression for
the risk-taking factor in driving behaviors before introduc-
ing this factor as one of the inputs for the FNN system. The
previous work~Lu, 1994! created the following risk-taking
factor in an aim to reflect reality:

m 5
1

11 a~Rb 2 Db!b , ~1!

whereRb is the distance between the car and the obstacle
when the brake is just applied;a andb are adjustable pa-
rameters, which can be determined from the field data col-
lected through the computer program designed; whileDb is
the required horizontal braking distance which can be ex-
pressed as~Drew, 1968!

Db 5
v02

2g~ f 1 G!
, ~2!

wherev0 is the speed when the brake is just applied;f is the
coefficient of friction between the pavement and tires;G is
the percent grade divided by 100; andg is the acceleration
due to gravity.

It is designed such that whenRb is equal toDb, the risk-
taking factorm reaches its maximum value of 1. This means
that the driver is only bold enough to apply the brake when
the car is away from the obstacle at the required minimum
braking distance. As such, the risk-taking factor is rated at
the highest level. On the other hand, asRb increases, the
corresponding risk-taking factor decreases. This coincides
with the actual situations. The values ofa andb ~a5 0.0169,
b50.4971! were determined in the previous work~Lu, 1994!
by a designed computer program to fit the field data. Hence,
in this work, Eq.~1! will still be utilized to evaluate the
individual risk-taking factor as one of the inputs for the FNN
system.

3. EXPERIMENT

Fifty experienced drivers were recruited from the Taiwan
Highway Bureau and through newspaper advertisements for
the study. Applicants had to meet the following criteria: 1!
a minimum of 10 yr driving experience; 2! no record of se-
rious traffic violation and accident; and 3! free from any

alcohol, drug, or substance dependency that could impair
driving ability. The average yearly mileage driven by appli-
cants was 242,100 km. Individuals were briefed as to the
nature of the study. They were asked to read an information
letter describing the study and its associated benefits and
risks. Qualified applicants who agreed to participate also
signed a waiver indemnifying us from any liability obliga-
tion. Participants were then shown the research vehicle, and
instructed on its operation. Before each trial, participants
were asked to adjust the driver’s seat and viewing mirrors,
as well as required to fasten the seat belt. The tests used five
different manual-transmission vehicles~Toyota Corolla, Ford
Telstar, Toyota Tercel, Nissan Cefiro, Honda City!; the free
travel of the brake pedal was changed and recorded before
every test. All the participants were randomly assigned to
the five different vehicles, and each participant was made
to drive the same vehicle throughout the tests.

Prior to field tests, each participant underwent a test at
the Southern Technology Training Center~STTC! of the Tai-
wan Highway Bureau to determine the risk-taking factor on
a straight lane~100 m long!. A steel plate~2.5 3 1.5 m2!
obstacle was placed at the end of the lane. Then, a laser
distance detector was mounted on the front license plate
bracket of each test car to measure the distance between the
car and the steel plate when brake was applied. The laser
distance detector, along with a separate speed recorder in-
stalled in the car, were to be triggered simultaneously by
the brake peddle. Both the laser distance detector and the
speed recorder were connected to a Pentium notebook com-
puter placed inside the test car. Once the driver applies the
brakes upon approaching the steel plate, he activates the la-
ser distance detector and speed recorder, which in turn si-
multaneously records the distance between the front end of
the test car and the steel plate~Rb!, as well as its speed~V0!
~as shown in Figure 1!. This information was stored in the
computer to determine the individual risk-taking factor. The
drivers had to stop the car before it collides with the steel
plate. The friction coefficient was estimated at 0.02 for the
asphalt concrete lane~Wong, 1993!. During the test, every
participant accelerated the dormant car at the beginning of
the lane and then shifted gears alternately from the first gear
to the third gear before brake was applied. After the test
was completed, the associate risk-taking factor for each par-
ticipant was computed using Eqs.~1! and~2!, according to
the collectedRb, V0 data.

Fig. 1. The distance between the car and the obstacle when brake is applied.
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The field-test site was a newly paved, asphalt concrete high-
way in Tainan County, Taiwan. A 1990 four-door manual-
transmission Toyota Corolla served as the leading car; it was
driven by one of the experiment assistants. In each of the five
different research cars, which were following, a switch was
attached to the turn signal stalk. It was meant to simulta-
neously trigger the laserdistancedetectormountedon the front
license plate bracket and the speed recorder. The notebook
computerwasconnected toboth the laserdistancedetectorand
the speed recorder for real-time data collection purposes.

In each trial, participants were separately instructed to
drive along the predetermined route of the local highway.
An experiment assistant sat on the passenger seat at all
times, to give each participant route guidance. The follow-
ing car was required to track the leading car all throughout
the test route; the speed of the leading car was maintained
between 30 km0h to 80 km0h. During all the cruises, when
the participant in the following car felt capable of main-
taining an appropriate headway~i.e., participants had no
desire to accelerate or to decelerate!, the participant had to
press the switch on the turn signal stalk to record both the
headway distance and the speed at that time. Tests were
only performed when weather and road conditions permit-
ted; data collection was done between the hours of
9:30 a.m. and 4:30 p.m. to avoid rush hours, when large
fluctuations in traffic density are prevalent. At the end of
each trial, participants returned to the STTC research fa-
cility. Only data for highway speed above 30 km0h were
included in the analyses. Additional data, which included
time spent driving to and from the STTC facility to the
highway, were not included.

4. STRUCTURE OF THE FUZZY NEURAL
NETWORK

The FNN adopted in this study is a feedforward multilay-
ered network which integrates the basic elements and func-
tions of a traditional fuzzy logic controller into a connective
structure possessing distributed learning abilities. The fuzzy
decision networks can be constructed from training pat-
terns by machine learning techniques. The connective struc-
ture can be trained to develop fuzzy logic rules and to find
optimal input0output membership functions. This connec-
tive model also provides human-understandable meaning to
the normal feedforward multilayer neural network in which
the internal units are always opaque to users. The advan-
tage of bringing the learning abilities of neural networks to
the fuzzy logic systems of this connective model is that it
prevents the inference engine rule-matching time prevalent
in traditional fuzzy logic systems; it also provides a prom-
ising approach.

Due to the nature of this work, the two-phase unsupervised0
supervised learning algorithm~Lin & Lee, 1992! for the FNN
was used. It combines unsupervised and supervised learning
schemes to construct fuzzy neural networks automatically

from training patterns. In phase I, a self-organized learning
scheme is used to locate initial membership functions and
to find the presence of rules. In phase II, a supervised learn-
ing scheme is used to optimally adjust the membership
functions for desired outputs. By combining both unsuper-
vised~self-organized! and supervised learning schemes, the
learningspeedconvergesmuch faster than in theoriginalback-
propagation learning algorithm since the self-organized learn-
ing process in phase I has done much of the learning work in
advance.

4.1. Connective model

Figure 2 shows the connective FNN system of this work.
The system has a total of five layers.y1 is the output vari-
able; it stands for the appropriate headway, whilex1, x2, x3

are the input variables representing the risk-taking factor,
the speed of the car~km0h!, and the free travel of the brake
pedal~cm!, respectively. Nodes in layer I are the input nodes
representing input linguistic variables. Layer V is the out-
put layer. Two linguistic nodes are provided for the single
output variable. One is for training data~desired output! that
is to be fed into this net, and the other is for decision signal
~actual output! that is to be pumped out of this net. Nodes in
layer II and layer IV are term nodes, which act as member-
ship functions to represent the terms of the respective lin-
guistic variables. Each node in layer III is a rule node, which
represents one fuzzy rule. Therefore, all the layer III nodes
form a fuzzy base. Links in layer III and layer IV serve as a
connective inference engine that prevents the rule-matching
process. Layer III links define the preconditions of the rule
nodes, while layer IV links define the consequences of the
rule nodes. For each rule node, there is, at most, one link
~maybe none! from some term node of a linguistic node.
The links in layer II and layer V are fully connected be-
tween the linguistic nodes and their corresponding term
nodes. Figure 3 shows the basic functions of a node. Asso-
ciated with the fan-in of a node is an integration functionf,
which serves to combine information from other nodes. This
function provides the net input for this node.

net2 input 5 f ~u1
k , u2

k , . . . ,up
k ;v1

k , . . . ,vp
k! ~3!

where the superscript indicates the layer number. A second
node action is to output an activation value as a function of
its net input

output5 oi
k 5 a~ f ! ~4!

where a~{! denotes the activation function. The functionsf
anda of the nodes in each of the five layers of this connec-
tive model are as follows:

Layer I:

f 5 ui
1 and a 5 f ~5!
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Layer II:

f 5 2
~ui

2 2 mij !
2

sij
2 and a 5 ef ~6!

Layer III:

f 5 min~u1
3,u2

3, . . . ,up
3! and a 5 f ~7!

Layer IV:

f 5 (
i51

p

ui
4 and a 5 min~1, f ! ~8!

Layer V:

f 5 Svij
5 ui

5 5 S~mij sij !ui
5 and a 5

f

Ssij ui
5 . ~9!

Based on the above connective structure, this two-stage learn-
ing algorithm will determine the optimal centers~mij ! and
widths ~sij ! of term nodes in layer II and layer IV. It will
also learn fuzzy logic rules by deciding the existence and
connection types of the links at layer III and layer IV.

Fig. 2. The fuzzy neural network~FNN!.

Fig. 3. Basic node structure in a neural network.
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4.2. Self-organized learning phase

Given the training input dataxi ~t!, i 5 1, . . . ,n, the desired
output valueyi ~t!, i 5 1, . . . ,m, the fuzzy partitions6T~x!6
and 6T~ y!6, and the desired shapes of membership func-
tions, the task therefore is to locate the membership func-
tions and to find the fuzzy logic rules. In this phase, the
network works in a two-sided manner; that is, the nodes and
links in layer IV are in the up–down transmission mode, so
that the training input and output data are fed into this net-
work from both sides.

The centers~means! and the widths~variances! of the
membership functions are determined by self-organized
learning techniques analogous to statistical clustering. Ko-
honen’s feature-maps algorithm~Kohonen, 1988! is adopted
to find the centermi of the membership function.

7x~t! 2 mclosest~t!7 5 min
1#i#k

$7x~t! 2 mi ~t!7% ~10!

mclosest~t 1 1! 5 mclosest~t! 1 a~t!@x~t! 2 mclosest~t!# ~11!

mi ~t 1 1! 5 mi ~t!, for mi Þ mclosest, ~12!

wherea~t! is a monotonically decreasing scalar learning
rate, andk5 6T~x!6. Once the centers of membership func-
tions are found, their widths may then be determined through
the N-nearest-neighbor heuristic, by minimizing the follow-
ing objective function with respect to the widthssi .

E 5 1
2
_(
i51

N

 (
j[Nnearest

Smi 2 mj

si
D2

2 r
2

, ~13!

wherer is an overlap parameter. Additionally, the widths
can be simply determined by the first-nearest-neighbor heu-
ristic at this stage as

si 5
6mi 2 mclosest6

r
. ~14!

After the parameters of the membership functions are found,
the signals from both external sides may reach the output
points of term nodes in layer II and layer IV. Furthermore,
the outputs of term nodes in layer II may be transmitted to
rule nodes through the initial architecture of the layer III
links; thereby providing the firing strength of each rule node.
Based on the rule firing strengths@oi

3~t!# and the outputs of
term nodes in layer IV@oj

4~t!#, the correct rule node conse-
quence links~layer IV links! for finding the existing fuzzy
logic rule are decided by competitive learning algorithms.
The following competitive learning law is used to update
these weights for each training data set.

_vij ~t! 5 oj
4~2vij 1 oi

3!, ~15!

wherevij is the weight of the link between thei th rule node
and thej th output term node, andoj

4 serves as a win-loss
index of thej th term node in layer IV.

The whole training data set was placed under competi-
tive learning. The link weights in layer IV represent the
strength of the corresponding rule consequence found. At
most, one link with maximum weight is chosen from the
links connecting a rule node to the term nodes of an output
linguistic node, and the others are deleted. Hence, only one
term in an output linguistic variable’s term set can become
a consequence of a fuzzy logic rule. If all the link weights
between a rule node and the term nodes of an output lin-
guistic node are very small, then all the corresponding links
are deleted. This means that this rule node has little or no
relation to this output linguistic variable. If all the links be-
tween a rule node and the layer IV nodes are deleted, then
this rule node can be eliminated since it does not affect the
outputs.

After the rule node consequences are determined, the rule
combinations are performed to reduce the number of rules.
The criteria for a set of rule nodes to be combined into a
single rule node are 1! they have exactly the same conse-
quences; 2! some preconditions are common to all the rule
nodes in this set; and 3! the union of other preconditions of
these rule nodes composes the whole term set of some input
linguistic variables. If a set of nodes can meet these criteria,
then only a new rule node possessing common precondi-
tions may be used to replace this set of rule nodes. An ex-
ample is illustrated in Figure 4.

Fig. 4. Example of rule node combination.
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Furthermore, note that initially in layer III, as many as
possible rule nodes were placed before training. However,
the algorithm designed for rule node combination deleted
the redundant rule nodes after training. On the other hand,
with respect to layer IV, the number of nodes, which is re-
lated to the number of output pattern groups, is determined
rationally by users’ experiences; this is the same way used
to determine the number of nodes in layer II.

4.3. Supervised learning phase

The whole network structure was established after the fuzzy
logic rules were found. Network then proceeded to the sec-
ond learning phase to adjust the parameters of the member-
ship functions optimally. In the second learning phase, the
network operation was in the feedforward manner; that is, the
nodes and the links in layer IV were in the down–up trans-
mission mode. The goal was to minimize the error function

E 5 1
2
_@y~t! 2 [y~t!#2, ~16!

wherey~t! is the desired output, and[y~t! is the current out-
put. Assuming thatv is the adjustable parameter in a node
~e.g., the center of a membership function!, the learning rule
used is

Dv } 2
]E

]v
~17!

v~t 1 1! 5 v~t! 1 h S2
]E

]vD, ~18!

whereh is the learning rate, and

]E

]v
5

]E

]~net2 input!

]~net2 input!

]v

5
]E

]f

]f

]v

5
]E

]a

]a

]f

]f

]v
. ~19!

Bell-shaped membership functions with centersmi and
widths si are used as the adjustable parameters in all the
computations. The derivatives of the error functionE for
each layer is illustrated as follows:

Layer V. From Eq.~19! and Eq.~9!, the adaptive rule of
the centermi is

]E

]mi
5

]E

]a

]a

]f 5

]f 5

]mi

5 2 @y~t! 2 [y~t!#
si ui

Ssi ui
. ~20!

The center parameter is updated by

mi ~t 1 1! 5 mi ~t! 1 h@y~t! 2 [y~t!#
si ui

Ssi ui
. ~21!

Similarly, the adaptive rule of the widthsi is

]E

]si
5

]E

]a

]a

]f 5

]f 5

]si

5 2@y~t! 2 [y~t!#
mi ui ~Ssi ui ! 2 ~Smi si !ui

~Ssi ui !
2 . ~22!

The width parameter is updated by

si ~t 1 1! 5 si ~t! 1 h@y~t! 2 [y~t!#
mi ui ~Ssi ui ! 2 ~Smi si ui !ui

~Ssi ui !
2 .

~23!

The error to be propagated to the preceding layer is

d5 5 2
]E

]f 5 5 2
]E

]a

]a

]f 5 5 y~t! 2 [y~t!. ~24!

Layer IV. In this layer, only the error signals~di
4! need to

be computed and propagated. Thedi
4 is derived by

2di
4 5 2

]E

]fi
5 2

]E

]ai

]ai

]fi
5

]E

]~net2 input!5

]~net2 input!5

]ai
,

~25!

where@from Eq.~9!#

]~net2 input!5

]ai
5

]f 5

]ui
5 5

mi si ~Ssi ui ! 2 ~Smi si ui !si

~Ssi ui !
2 ~26!

and from Eq.~24!

]E

]~net2 input!5 5
]E

]f 5 5 2d5 5 2@y~t! 2 [y~t!#. ~27!

Hence, the error signal is

di
4~t! 5 @y~t! 2 [y~t!#

mi si ~Ssi ui ! 2 ~Ssi ui !si

~Ssi ui !
2 . ~28!

Layer III. In this layer, only the error signals need to be
calculated. According to Eq.~8!, the error signal is

2di
3 5

]E

]fi
5

]E

]ai

]ai

]fi

5
]E

]~net2 input!4

]~net2 input!4

]ai

5 2di
4

]f 4

]ui
4

5 2di
4. ~29!
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Hence, the error signal isdi
3 5 di

4.

Layer II. From Eq.~19! and Eq.~6!, the adaptive rule of
mij can be derived from

]E

]mij
5

]E

]ai

]ai

]fi

]fi
]mij

5
]E

]ai
efi

2~ui 2 mij !

sij
2 , ~30!

where@from Eq.~29!#

]E

]ai
5 (

k

]E

]~net2 input!k

]~net2 input!k

]ai
~31!

]E

]~net2 input!k 5
]E

]fk
3 5 dk

3 ~32!

and from Eq.~7!,

]~net2 input!k

]ai
5

]f 3

]ui
3 . ~33!

Equation~33! is equal to 1 only ifui
3 is identical to the min-

imum input of rule nodek. Otherwise, Eq.~33! is equal to
0. Hence,

]E

]ai
5 (

k
qk, ~34!

where the summation is performed over the rule node des-
tinations ofai , andqk is equal todk

3. ai should be minimum
in kth rule node’s inputs; otherwise,qk is equal to 0. Hence,
the adaptive rule ofmij is

mij ~t 1 1! 5 mij ~t! 2 h
]E

]ai
efi

2~ui 2 mi !

sij
2 . ~35!

Likewise, the following is obtained from Eqs.~19!, ~6!, and
~31!,

]E

]sij
5

]E

]ai

]ai

]fi

]fi
]sij

5
]E

]ai
efi

2~ui 2 mij !
2

sij
3 . ~36!

Hence, the adaptive rule ofsij becomes

sij ~t 1 1! 5 sij ~t! 2 h
]E

]ai
efi

2~ui 2 mij !
2

sij
3 . ~37!

As in all other neural network training, the entire FNN’s
learning process is terminated once the learning error is less
than the criteria designated value. Then, the learned fuzzy
logic rules can be easily read from the final structure of the
FNN. In particular, there is only one error criterion needed
in the entire FNN learning process.

In establishing the data base for the fuzzy neural net-
work, 3526 field data were collected, but only half of them

would be used for training; the others were employed for
testing after the network has been well trained.

5. RESULTS AND DISCUSSION

Once FNN has been trained, it was tested by the data from
the data base that were not included in the training process.
Figure 5 shows the learned membership functions ofx1, x2,
x3, andy after phase I and phase II of the learning process.
Based on these membership functions, it was able to con-
struct further fuzzy logic rules. Figure 6 shows the curve of
the mean error with respect to the number of epochs. The
learning rate was set at 0.1 and the error tolerance is 0.01.
The convergence mean error decreases dramatically at the
beginning; this means that the phase I of the learning pro-

Fig. 5. Learned membership functions.

The FNN adaptive car-following indicator 237

https://doi.org/10.1017/S0890060498123028 Published online by Cambridge University Press

https://doi.org/10.1017/S0890060498123028


cess shared much of the learning work. Finally, it used the
trained net to perform predictions in conditions where one
input variable is changed within a given range, while the
other variables remained constant.

Figures 7–9 show the appropriate headways predicted by
the FNN system for the three participants, when individual
risk-taking factors were at 0.83, 0.87, and 0.92, respectively.
The three participants drove the same test car in the experi-
ment; free travel of the brake pedal was at 1.2 cm. The speed
variations from Figures 6–8 ranged from 30 km0h to 80 km0h
in conformity with the range of data collection. In these fig-
ures, FNN predicted that the appropriate headway shall in-

crease if speed increases.The predicted values well agree with
the data measured as shown. The arithmetic mean errors be-
tween the measured and the predicted headways are 4.5%,
3.7%, and 2.9%, respectively. For the participant showing a
risk-taking factor of 0.92, the effect of speed on the appro-
priate headway was modest at low speeds; however, the ap-
propriateheadway increasedsharplyasspeed increasedathigh
speed level.Thisphenomenoncouldprobablyexplain thehigh
decision-making variability noted in the participants belong-

Fig. 6. Learning curve: mean error versus time~epoch!.

Fig. 7. The FNN headway predictions for the participant with a 0.83 risk-
taking factor~m!.

Fig. 8. The FNN headway predictions for the participant with a 0.87 risk-
taking factor~m!.

Fig. 9. The FNN headway predictions for the participant with a 0.92 risk-
taking factor~m!.
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ing to the high risk-taking group.The comparison between the
appropriate headways for the said three participants, and that
of a participant having a 0.94 risk-taking factor, is shown in
Figure 10. It revealed that participants with higher risk-taking
factors needed smaller distance headways, and this was noted

throughout the same range of data collection. However, it was
also noted that, for the participants with higher risk-taking fac-
tors, the variation in the appropriate headway changing rate,
with respect to speed, was larger when speed ranged from 30
km0h to 80 km0h. Table 1 shows the ratio of FNN prediction
errors against measured data made on each participant’s per-
formance at different speed levels, ranging from 30 km0h to
80 km0h. The maximum prediction error rate noted in all the
participants is less than 9%; while average error rate is less
than 4.5%. Furthermore, test data were not included in the
training stage; hence, based on the level of prediction errors,
the performance of the system is found to be outstanding.

The effect of the risk-taking factors on the headways at
various speeds is illustrated in Figure 11. As expected, the
predicted appropriate headways decrease as the risk-taking
factors increase. It has to be noted that from the design of
this work, each person is supposed to have an individual
risk-taking factor. The curves in Figure 11 show the trends
of the predicted appropriate headways for various persons
at different speed levels. Figure 11 also shows that the pre-
dicted appropriate headways increased as the controlled
speed increased.

The trend prediction capability of this FNN system for
brake pedal free travel and the appropriate headway is lim-
ited by the amount of data collected. In this research, only
five different test cars, as mentioned in the above, were cho-
sen. Before each test was started, the brake pedal free travel
of each car was given a mechanism screw adjustment. There
was a total of 50 brake pedal free travel data acquired from
the tests. The FNN system cannot adequately make quality
predictions concerning the effect of the brake pedal free
travel on the appropriate headway from such minimal data.

Table 1. The FNN prediction errors against mesured data of
each participant

Participant
number

Max. error
~%!

Min. error
~%!

Average error
~%!

1 7.7 2.3 3.5
2 5.4 1.2 2.4
3 8.6 3.5 4.5
4 8.9 2.6 4.2
5 8.0 2.5 3.7
6 4.8 1.2 3.1
7 3.9 2.2 3.6
8 4.5 2.1 2.9
9 4.7 3.1 3.4

10 4.9 2.8 3.7
11 4.8 2.2 2.9
12 4.9 2.1 2.5
13 4.7 1.8 2.8
14 5.6 3.6 4.4
15 6.8 3.7 4.5
16 5.6 2.0 3.4
17 5.9 2.8 4.3
18 3.5 2.3 2.9
19 6.5 2.5 3.8
20 8.6 3.5 4.3
21 5.1 1.3 2.7
22 5.4 1.9 2.8
23 7.6 2.6 3.7
24 8.9 3.8 4.5
25 7.8 2.3 3.8
26 8.9 2.3 4.2
27 7.5 2.6 3.7
28 8.7 3.2 4.2
29 4.8 1.1 2.1
30 7.9 2.1 3.4
31 8.1 1.5 3.6
32 5.1 1.3 2.4
33 6.2 1.4 2.5
34 3.9 0.7 1.6
35 7.2 2.1 3.6
36 8.9 3.2 3.8
37 8.5 2.5 4.0
38 4.7 1.2 1.9
39 5.7 1.2 2.4
40 5.7 1.1 2.5
41 7.2 2.2 3.5
42 7.5 2.1 3.4
43 6.8 1.5 2.9
44 7.3 2.7 3.5
45 7.9 2.7 3.7
46 8.7 3.4 4.2
47 9.0 3.5 4.4
48 8.8 2.9 4.5
49 6.1 1.5 2.9
50 6.7 2.3 3.2

Fig. 10. The effect of speed levels on the headways at various risk-taking
factors.
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Thus, the expansion of the data base shall become one of
main tasks that future research needs to accomplish.

The prototype of the FNN car-following indicator is il-
lustrated in Figure 12. The three parametersx1, x2, andx3,
as mentioned earlier, are fed into the fuzzifier by means of
the risk-taking factor evaluator, the speed sensor, and the
brake pedal free travel sensor. Through fuzzy inference, the
predicted appropriate headway distances~y! at various speed
levels are obtained. The predicted headways will then be
compared with the actual headways~y'! measured at mean
time by the laser distance detector mounted on the front li-
cense plate bracket of the car. If the measured value~ y'! is
less than the predicted appropriate value~ y!, then the sys-
tem will activate a signal~z! to the warning alarm to remind
the driver to slow down.

The significant advantage of FNN over the original back-
propagation learning algorithm is that the FNN’s learning
speed converges much faster. The learning time includes
the time spent on unsupervised and supervised learning. In

fact, the portion of time spent on unsupervised learning is
very little compared to the time spent on supervised learn-
ing. This study also attempted using the original backprop-
agation to learn the same data. It took around 1 wk to
converge, whereas with the FNN, it took only 21

2
_ h to con-

verge. Both procedures were executed using the same per-
sonal computer. The learning time saved by FNN is dramatic
and could be over two orders. The other significant advan-
tage of FNN is its readable structure. FNN’s connective
model provides human-understandable meaning to the nor-
mal feedforward multilayer neural network in which the
internal units are always opaque to users. Of course, these
FNN advantages means increased number of layers, which
in turn, results in the complexity of the network. However,
when viewed from the learning time saved and the read-
able structure point of view, it is worth the effort.

Furthermore, it was noticed that all the existing car-
following models are incapable of modelling the risk-
taking behavior of drivers. The previous work~Lu, 1994!
modified the conventional Pipes’ equation into a speed non-
linear form, which involved the risk-taking factor defined
by Eq. ~1!. The input variables used were the risk-taking
factor and the speed. The desired headways predicted by
the modified model are close to the results shown in Fig-
ure 10. However, the key issue in this work is that none of
the car-following models will be framed as prerequisite; only
the designed risk-taking factor is utilized to describe the char-
acter of driver’s behavior. After taking the brake pedal free
travel and vehicle speed together with the risk-taking fac-
tor, the FNN system automatically starts with the predic-
tion process.

In the future, two pressing issues have to be investigated
to improve the system; one is the involvement of more ve-
hicle condition parameters in addition to the brake pedal
free travel as input parameters. The hydraulic pressure in
the brake line, brake torque at the wheel, lining wear, and
so on, may also be used as parameters to achieve results
possessing higher levels of confidence. This means that more
sensors have to be designed and installed in the proper ar-
eas of the vehicle to measure the additional parameters. The
other issue is to conceive an alternative approach to conve-
niently determine the person-oriented risk-taking factor, to
replace the current approach which needs to perform the

Fig. 11. The effect of the risk-taking factors on the headways at various
speed levels.

Fig. 12. The structure of the FNN car-following Indicator.
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braking test on a straight lane. Furthermore, the impact of
the closing rate which the vehicle is achieving on the safe
headway should also be explored in future studies.

As shown in this paper, the FNN system can be of great
use in predicting the individual appropriate headway of a
cruising car, and in giving the driver warning signals. A prop-
erly designed and trained FNN system is an efficient tool
for establishing appropriate headway trends. Three features
are required to achieve this goal: 1! a good knowledge of
the problem, including the confirmation of the input param-
eters; 2! an extensive and accurate data base; and 3! an aware-
ness of the limitations and possibilities offered by FNN. With
regards to the latter, it is necessary to be aware of the lim-
itations of the different topologies or designs, learning rules,
and training time, when assessing the FNN predictive
capabilities.
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