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This article provides us with some simple criteria to compare Birnbaum reliability
importance measure of components in a general binary coherent sygiemcri-

teria are particularly useful in the absence of information concerning component
reliabilities We also find several simpl@ecessary and sufficientonditions con-
cerning system structurander which such comparison is possitii&amples are
given to illustrate our results

1. INTRODUCTION

Consider a binary coherent systé@) ¢) of nindependent componentshereC =
{1,2,...,n} is the index set of tha components ang :{0,1}" — {0,1} denotes the
nondecreasing structure function of the systéhe reliability of theith component
is denoted by, = Pr{X; = 1}(i = 1,...,n); the reliability function of the system is
denoted byh(p) = Pr{¢(X) = 1}, wherep = (py,...,pn) @andX = (Xq,..., Xp).
Throughout this articleve assume that€ p; < 1 for each =i = nto avoid trivial
casesThep minimal path sets and theminimal cut sets of the system are respec-
tively denoted byP,,..., P, andC,,...,C. (see[1] for unspecified notations

Among various measures of component importarthe most fundamental
and widely used one is the Birnbaum importance measitite Birnbaum relia-
bility importance measure of componeanienoted bylg(i;p), is defined by(see
[1] and[2])
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. oh(p)

IB(I’p) - W _h(llvp)_h(ol’p)v (1)
where(-;,p) = (Py,--+, Pi-1,*5 Pi+1,---> Pn). The Birnbaum structural importance
measure of componentdenoted bylg(i ), is the Birnbaum reliability importance
measurdg(i;p) evaluated ap, = 3,i =1,2,...,n; that is

ls(i>=ls<i;(%,...,§)> 00,0 > 00, (@)

where|- | denotes the cardinality of a s&ecaussstructural importance of compo-
nent irepresents the importance of nodim the systemthe termsmportance of
nodeandstructural importance of componeate used interchangeably in this arti-
cle without ambiguity

Instead of quantitative measuresme structural importan¢eartial) ordering
among system components have been introduced and studied by resedtchers
examplethe following structural criticalitypartial) ordering and the cut-importance
ordering of components are due to BolaRdoschanand Tong 4] and Butler{5],
respectively

DEFINITION 1 (Boland et al[4]): Node iismore criticalthan node j forp, denoted
by i >j if ¢(1;,05,%X) = ¢(0;,15,x) for all x and strict inequality holds for some
Nodes i and j ar@ermutation equivalentienoted by £ j, if $(1;,0,,%) = ¢(0;,1,x)
for all x.

DEFrINITION 2 (Butler[5]): For each node s, Ieti}a) denote the number of collec-
tions of i distinct min cut sets such that the union of each collection contains
exactly j nodes and the union includes node s. L8t 3¢, (—1)""*d;® and let
b = (b\¥,...,b{¥). Node s is said to benore cut-importanthan node t, de-
noted by s> t, if and only ifb®™® > b, where> denotes lexicographic ordering.

Because of its wide applications and metite Birnbaum importance measure
has been extensively studied by researclard many importance measures of com-
ponents introduced by them are either motivated by the Birnbaum measure or closely
related to it for example the two structural ordering of components introduced
earlier(see Mend8]):

i =j e lg(i;p) > 1s(j;p) forall p satisfyingp; = p;, (3)
i > j & lg(i;p) > 1g(j;p) forall p satisfyingp; = p;, pc = p,
Ok #1i,j,andp — 1. (4)

It then follows thai = j = Ig(i) > Ig(j) andi = j =i >¢ j. The factthai = j =

i >¢ j was first proveddirectly) in [7] by discussing the minimal cdpath sets of
the structureFrom the relationships they have with the Birnbaum reliability impor-
tance measur€Eqs (3) and(4)), this implication is easily concluded
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Based on the criticality orderinddoland et al[4] introduced a principle for
pairwise rearrangement of componei8sce we assume thatQp; < 1 for each,
this principle is restated in the following theorem in a more simplified mamigo,
the vector(a;, 8j, p) denotes that the component with reliabikity3) is assigned to
nodei ( j).

TrroreM 1 (Boland etal[4]): i = j < h(aj, B;,p) > h(Bi,a,p) forall B < a and
all p.

Consider a situatigroften encountered in practice which exact values of
component reliabilities are unknow(e.g., during design staggsbut the system
structure is known to uSuppose that there are two components to be allotted to two
nodes andj, one for each nod&dheorem 1 of Boland et atates that if nodeis
more critical than nodg then the more reliable component should be allotted to
nodei to achieve higher system reliabilityrespective of the reliabilities of other
componentsSince the Birnbaum reliability importance measure is an important
index in analyzing a reliability systent is then of natural interest to consider the
problem in the case thait = j, whether(and when the implicationp, = (=) p, =
Is(i;p) = Ig(j;p) holds irrespective of the reliabilities of other componenthe
following result due to Men§10] represents a partial answer to the problem raised

THEOREM 2 (Meng[10]): Suppose that® janda?h(p)/op;ap, = 0 (= 0) for all p.
Then, k(i;p) > Ig(j;p) for all p satisfying p=p; (= p)).

The structure of a coherent system is generally represented in terms of its min-
imal cut(path setsand reliability analysts usually know how to use them to analyze
a systemThus it is desirable to find some equivalent conditipirsterms of min-
imal cut (path sets to the left-hand side condition stated in Theoremr2this
article Theorem 2 is enhanced in two way$) we obtain such equivalent structural
conditions and2) we show that the conditions are also necessargter which such
comparisons can be madehe case that nodésindj are permutation equivalent is
also studied and analogous results are obtained

We now briefly summarize the present artidleSection 2we first compare the
Birnbaum reliability importance of two components located in two permutation equiv-
alent nodes of a general coherent systéfa show that under some assumptions on
system structutgheir relative Birnbaum reliability importance can be easily deter-
mined The assumptions are also necesgsanger which such comparisons are pos-
sible in the absence of information concerning component reliabilitieghen treat
the case that the two nodes are asymmetric but are ordered by their structural criti-
cality. Similar to the symmetry cas¢he criticality ordering is divided into three
casesand only two cases allow us to make such compariséramples are given
to illustrate our results

2. RESULTS

Suppose that two components in a system are structurally permutation equivalent
(i.e,i =]). Itis easy to see that they possess equal Birnbaum structural importance

https://doi.org/10.1017/50269964804182077 Published online by Cambridge University Press


https://doi.org/10.1017/S0269964804182077

240 F. C. Meng

measureshowever their Birnbaum reliability importance measurkgi;p) and
Ig(j;p) may not be the same when# p;. A k-out-ofn system is the only system in
which all components are symmetriet h,(p) denote the reliability function of a
k-out-of-n systemBoland and Proschd®] obtained that iy, = (k—1)/(n— 1) for
eachi, then the reliability functiorh,(p) is Schur-concave andience Ig(i;p) =
ls(j;p) © pi = pj; howeverif pi = (k— 1)/(n — 1) for eachi, thenh,(p) is Schur-
convex andhence Ig(i;p) = lg(j;p) @ pi = p; (1 =i, ] = n) (see[3] for the
definitions of Schur-concavity and Schur-convexity

For the case that= j, the following result is presented ji0], which provides
a criterion to comparés(i;p) andlg(j;p) for a general systemmot necessarily a
k-out-of-n system Note that in the following theorenthe strict inequality " in
Theorem 2 is replaced by'.”

TueoreM 3 (Meng[10]): Suppose that# janda?h(p)/dp; op, =0 (= 0)forall p.
Then, k(i;p) = Ig(j;p) for all p satisfying p= (=) p;.

Areal-valued functiori defined onR" is called L-superadditive-subadditive
if f satisfies the following conditian

f(xOy)+f(x0Oy) = (=) f(x) +f(y) forallx,y € R",

wherex (D) y is the vector of componentwise maxirtrainima). It is known that

if f has second partial derivativabenf is L-superadditive-subadditive if and
only if 32f (x)/dx;0x; = 0 (= 0) for all x € R", 1=, j = n (see Marshall and Olkin
[6]). Boland and Proschd3] established Schur-concavityconvexity of a sym-
metric reliability functionon a region of component reliabilities and obtained results
for comparing the Birnbaum reliability importance of component-out-of-n
systemsin Theorem 3by restricting the L-superadditivitysubadditivity property

on two componenisuch comparison results are obtained for more general coherent
systemswith less restrictions on component reliabilitiés Theorem 4we observe
that the condition stated in Theorem 3 is also necessay this property will be
utilized later in this article to derive further results

Tueorem 4: Suppose that¥ j. Then,d?h(p)/ap;dp; = 0(= 0) forall p & 1g(i;p) =
Ig(j;p) for all p satisfying p= (=) p;.

Proor: (=) This part has been shown|ith0].
(&) By expressindg(i;p) (similarly for Ig(j;p)) as

Ig(i;p) = h(L,p) — h(0;,p)
=B [h(liyljvp) - h(li’oj’p) - h(oi’lj’p) + h(oi’oj’p)]
+ h(ll’ojvp) - h(ol’oj’p)

9?h(p)
& ap; Ip;

+ h(ll’oj’p) - h(oiioj’p)’
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we obtain that

. . 9*h(p)
le(i;p) — 1e(j;p) = (py —pi) oD, +h(1,0,p) — (0,1, p). (5)
1 ]
Thus wheni = j,h(1;,0,,p) = h(0;,1;,p) and hence
. . 9°h(p)
Is(i;p) — 1s(j;p) = (P — i :
s(i;p) = 1s(j;p) = (B — p1) o898, (6)
The right-hand side condition in Theorem 4 then implies tét(p)/dp; op; = O

(= 0) forall p.

We are now ready to present one of the main results of this arthedereplace
the restricted L-superadditivity-subadditivity property stated in Theorem 4 by
equivalent conditions in terms of minimal c(path sets which is much more
convenient for engineers to use in practi€érst, some notations are needed
Denote byC(i)(P(i)) the collection of minimal cu¢path sets in which each min-
imal cut(path set contains. Also denote byC(ij )(P(ij)) the collection of mini-
mal cut(path sets in which each minimal c(path set contains bothandj, and by
C(iJ)(P(ij)) the collection of minimal cutpath sets in which each minimal cut
(path set containg but notj. It is known that ifi < j,thenC, € C(ij) ={jlUC,—
{iye C(ji)(sed7]). Thus C(i]) ={} = C(ji) = {&}. The condition thait = j can
be divided into three casg$) C(i) = C(j), (ii) P(i) = P(j), and(iii ) neither(i) nor
(i) holds Note that in this casé = ), (i) is equivalent toC(ij) = {&} and(ii) is
equivalent taC(ij ) = {}.

THEOREM 5: Suppose that# . Then, the following hold:

(i) C(i) =C(j) e lg(i;p) = Ig(j;p) for all p satisfying p= p;.
(i) P(i) =P(j) o lg(i;p) = Ig(j;p) for all p satisfying p= p;.

Proor: Case(i). (=) Recall theminimaxrepresentation of the binary structure
¢ and thath(p) = Pr{min,_,—. maxEck = 1} (see[1]). Since the assumption
is equivalent ta € C, & j € C, it is easy to see that the structure allows for
a modular decomposition with a modular ,set= max{x;, x;} and thath(p) =
p;h(1,,p) + (1 — p,)h(0,,p), where the reliability of the modulg, = Pr{Z =1} =

pi + P — pip. Hence

ah(p)
T (1=p)h(1,p) = (1= p)h(0,p),
9°h(p)

= h(0,,p) — h(1,,p) =0 forallp.
ap.ap, p p p

The conclusion then follows from Theorem 4
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(&) Suppose that the right-hand side @f holds Then from Theorem 4
d%h(p)/ap;op; = 0 holds for allp. Note that

9°h(p)
ap; Ip;

= E{(b(lnlj’x) - ¢(1|,OJ,X) - ¢(0,,1],X) + d)(ol’oj’x)} (7)

Thus the assumption implies that
d)(li’lj’x) - ¢(1ivojvx) - d)(oi’lj’x) + ¢(Oi’1jyx) = 0’ OXx. (8)

Now suppose thaE (i) # C(j) (i.e., C(i]) # {&}). We will derive a contradiction
Let C, € C(ij); then {j} U C, — {i} is also a minimal cut setHence
¢(0,,1,0%7"1) = $(1;,0,0%7",1) = 0 ande(1;,1;,0% ", 1) = 1, where & means
thatx; = 0 for alli € A. It is seen that Eq(8) fails to hold whenx = (0%, 1),

Case(ii). (=) The assumption is equivalentitee P, & j € P,. Recalling the
maxmin representatiom(p) = Pr{max—,—,mincp X, = 1}, we can letz =
min{x;, x;} be a modular set with reliabilifyp, = p; p;. It is then easily obtained
that

a%h(p)

=h(1,,p) — h(0,,p) =0 forallp.
ap; Ip;

The conclusion follows from Theorem 4

(&) In this caseby Theorem 49%h(p)/op;dp; = O for all p. Suppose that
C(ij) # {<} and letC, € C(ij). Then ¢(0;,1,,0% 1, 1) = ¢(1;,0,,0%1,1) =1
and ¢(0,,0;,0% ", 1) = 0. Hence ¢(1;,1,x) — ¢(1,0,x) — #(0,1,x) +
$(0,,0,,x) < 0, whenx = (0%, 1). Thus from Eq (7), we see that the condition
9%h(p)/ap;ap; = 0 for all p fails to hold u

Example 1:Let ¢ (x) = x1 O (X, [0X3), X1, X2, X3 € {0,1}. In this examplethere are
two minimal cut sets{1} and{2,3}. Clearly 2 = 3 and Theorem 6) applies to the
two nodesHence 15(2;p) = I15(3;p) if p, = ps.

Example 2:Let ¢p(x) = X; O (X, O X3), Xq, X2, X3 € {0,1}. In this example the
minimal cut sets ar€l,2} and{1,3}; Theorem %ii) applies to nodes 2 and Bence
ls(2;p) = 18(3;p) if P2 = pa.

Next, we consider the case that nodemndj are not symmetric but are ordered
by their criticality First, the following theorem is analogous to Theorembdit
inequality is replaced by strict inequality
THEOREM 6: Suppose that j. Then,@?h(p)/op;ap,= 0 (= 0) forall p < Ig(i;p) >
Ig(j;p) for all p satisfying p=p; (= p)).

ProoF: (=) This part has been shown|ith0].
() To show thab?h(p)/dp; op; = 0 for all p, we will prove thate (1,1, x) —

¢(1;,0;,x) — ¢(0;,15,%x) + ¢(0;,0;,x) = 0 holds for allx. Suppose that our claim
is not true Then there exists arx* such that¢(1;,0;,x*) = ¢(0,,1;,x") =1
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and ¢(0;,0;, x*) = 0. Choose a probability vectge* such that P{(-;,-;,X) =
(*i,:j,X")} = L Then whenp = p* in Eq (5), h(1,0;,p) — h(0;,1;,p) — 0 and
0%h(p)/ap;op; — —1. Hence Ig(i;p) < Ig(j;p) holds for somey < p;, which con-
tradicts our assumptiorfThe case)?h(p)/dp;dp; = O can be treated in a similar
manner the details are omitteg u

Now, similar to the symmetry casee divide the orderingﬁj into three cases
(i) P(j) C P(i), (ii) C(j) C C(i), and (iii) neither(i) nor (ii) holds where “C”
denotes strict containment relation

THEOREM 7: Suppose that & j- Then, the following hold:

(i) P(j) CP(i) e lg(i;p) > Ig(j;p) for all p satisfying p= p;.
(i) C(j) CC(i) e lgli;p) > Ig(j;p) for all p satisfying p= p;.

Proor: Casdi). (&) Suppose that there is a minimal pathBetuch thaj € B, and
i & P.. Then sincei = i, {i} UPB —{j} is a path setnot necessarily minimal
Hence ¢(0;,1;,1%71,0) = 1, ¢(1;,0;,1%7,0) = 1, and¢(0;,0;,1% 1, 0) = 0. We then
choose a probability vector such that{P;, 5 X) = (-, J,1P =1,0)} is sufficiently
close to oneThen from Eqgs (5) and(7), Ig(i;p) < Ig(j;p) for somep, <, which
contradicts our assumptiohhus P(j) C P(i) holds Clearly, sincei >J thereisa
minimal path seB such thai € B, andj & P,; henceP(j) C P(i).

(=) Suppose tha®(j) C P(i). It suffices to show thaby Theorem 692h(p)/
op;dp; = 0 for allp. Let A; be the event that at least one minimal path s@ttaining
bothi andj, is functioning let A; be the event that at least one minimal path set
containing but notj, is functioning and letA be the event that at least one minimal
path setcontaining neither norj, is functioning Further let B; be the event that
there exists a minimal path sebntaining both andj and in which the components
other than andj are functioning Similarly, let B; be the event that there exists a
minimal path setcontainingi but notj in which the components other thamare
functioning Then

h(p) = Pr{A; UA U A}
= Pr{A;} + Pr{A;} + Pr{A} — Pr{A; A/} — Pr{A; A} — Pr{A A}
+ Pr{A; A A}
= pip; Pr{B;} + p Pr{B;} + Pr{A} — pi p; Pr{B; B} — pi p; Pr{B; A}
— pi Pr{B; A} + p; p, Pr{B;; B; A}
Thus

9°h(p)
api apj

= Pr{BU} Pr{BI] Bi } Pr{Bij A} + Pr{Bij B; A}

=0, 0Op.
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Case(ii). (&) Suppose that there is a minimal cut §gtsuch thafj € C, and
i & C. Then sincei S i, {it U C—{j}isacutsetnot necessarily minimalHence
¢(0,,1,0%711) = 0, $(1;,0,,0%71,1) = 0, and ¢(1;,1;,0%71,1) = 1. Choose a
probability vector such that Rt-;,-;,X) = (-;,-;,0% 1, 1)} is sufficiently large
Then by employing similar arguments to that (i, a contradiction is derived

(=) Suppose thaE( j) C C(i). We then leA; be the event at which at least one
minimal cut setcontaining both andj, is working where a minimal cut set working
means that all of its components have failBéfineA;, A, B;, andB; similar to that
in case(i), except that minimal path sets are replaced by minimal cut $ben

1-h(p) = Pr{A; UA U A}
= Pr{A;} + Pr{A;} + Pr{A} — Pr{A; A/} — Pr{A; A} — Pr{A A}
+ Pr{A; A A}
=(1-p)2—-p)Pr{B;} + (1 - p)Pr{B} + Pr{A}
-—(1-p)1- pj)Pr{Bij B}—(1—p)1— pj)Pr{Bij A}
— (1-p)Pr{B A} + (1—p)(1—p)Pr{B; B Al

Thus
9?h(p)
ap; Ip,
=0, 0Op.
The conclusion then follows from Theorem 6 |

Example 1(continued: Consider nodes 1 and 2 in this exampldearly P(2) C
P(1) holds Hence Ig(1;p) > 15(2;p) for all p, = po.

Example 2(continued: Consider nodes 1 and 2 in this exampdearly, C(2) C
C(1) holds Hence Ig(1;p) > 15(2;p) for all p; = po.

Example 3: Consider the bridge structure shown in Figur&lie minimal path sets
of the system arB, = {1,4}, P, = {2,5}, P; ={1,3,5}, andP, = {2,3,4}; the minimal
cut sets ar€, = {1,2}, C, = {4,5}, C; = {1,3,5}, andC, = {2,3,4}. Consider nodes

@/ﬁ@\
_<® \(;l;)/ -

Ficure 1. Bridge structure for Example. 3
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1 and 3 Clearly 1 =3 holds but neitheP(3) C P(1) nor C(3) C C(1). Thus the
third case of the order|ng>‘" holds between nodes 1 andI8 this example

h(p) = P1Pa+ P2Ps + P1P3Ps + P2P3Ps — P1P2P4Ps
— P1P3PaPs — P1P2P3Pa — P1P2P3Ps — P2P3PaPs + 2P1P2P3PaPs,
9*h(p)
op10ps

Thus 92h(p)/dp.dps > 0 if ps — 1 andp,, p, — 0, whereas)?h(p)/dp;dp; < O if
ps — 0 andp,, p, — 1.

= P2)(1 — pa) — P2Pa(1 — ps).

3. CONCLUSION

Suppose that there exists a vectar-j,x) such thatp(1;,0;,x) < ¢(0;,1;,%). Let
p(x) = Pr{(-i,-j,X) = (-i,-j,X)}. Then from Eq (5), we see thatd(i;p) < Ig(j;p)

if p(x) is sufficiently large andp; — p;| sufficiently small Hence lg(i;p) = Ig(j;p)
forall p satlsfymgp = (>) p; holds only when nodeisandj are ordered by their
criticality (i.e., i = jori > j). Theorems 5 and 7 further specify four structural
conditions under which such comparisons can be made
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