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Nonepistemic Values and the Multiple
Goals of Science
Kevin C. Elliott and Daniel J. McKaughan*y

Recent efforts to argue that nonepistemic values have a legitimate role to play in as-
sessing scientific models, theories, and hypotheses typically either reject the distinction
between epistemic and nonepistemic values or incorporate nonepistemic values only as
a secondary consideration for resolving epistemic uncertainty. Given that scientific rep-
resentations can legitimately be evaluated not only based on their fit with the world but
also with respect to their fit with the needs of their users, we show in two case studies that
nonepistemic values can play a legitimate role as factors that override epistemic con-
siderations in assessing scientific representations for practical purposes.

1. Introduction. It is widely recognized that nonepistemic values have a
legitimate role to play in many aspects of scientific reasoning, including the
choice of research projects and the application of scientific results ðLacey
2005; Elliott 2011Þ. However, it is much less clear that nonepistemic values
have a legitimate role to play in assessing scientific models, theories, or hy-
potheses. Recent efforts to argue that they do have a role to play typically
either reject the distinction between epistemic and nonepistemic values en-
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tirely ðsee, e.g., Rooney 1992; Longino 1996Þ or incorporate nonepistemic
values only as a secondary consideration for resolving epistemic uncer-
tainty ðHoward 2006; Steel 2010Þ.1 Critics of the distinction between epi-
stemic and nonepistemic values note that it is unclear whether traditional
epistemic values such as simplicity are purely epistemic or whether they
also incorporate nonepistemic considerations ðDouglas 2009, 90; Steel
2010Þ. Moreover, they argue that some values that are not traditionally re-
garded as epistemic ðe.g., novelty, applicability, and ontological heteroge-
neityÞmay in fact serve as alternative epistemic values ðLongino 1996Þ. On
this basis, Longino ð2002Þ argues that efforts to maintain scientific objec-
tivity should focus on scrutinizing and criticizing values rather than trying
to exclude any particular category of values completely.

Those philosophers of science who still attempt to distinguish epistemic
from nonepistemic values typically allow nonepistemic values to influence
the assessment of models, theories, and hypotheses only as a secondary con-
sideration when epistemic values leave room for uncertainty ðfor more dis-
cussion, see Brown ½2013�Þ. There are different ways of conceptualizing this
secondary role for nonepistemic values. Heather Douglas ð2009Þ distin-
guishes epistemic criteria such as predictive competence and internal con-
sistency from the range of other values that can influence scientific rea-
soning. She argues that other values should not directly serve as reasons for
accepting or rejecting hypotheses, but they can act indirectly to influence
the standards of evidence that scientists demand when responding to un-
certainty. Daniel Steel and Kyle Powys Whyte ð2012Þ argue that Douglas’s
distinction between direct and indirect roles does not provide reliable guid-
ance for identifying appropriate and inappropriate influences of nonepiste-
mic values in science ðsee also Elliott 2013Þ. Instead, they argue for a “values-
in-science” standard, according to which nonepistemic values should play
the role of “tiebreakers”when two conclusions or methodological approaches
are equally well supported by epistemic values ðSteel 2010; Steel and Whyte
2012Þ. This position has a long and respectable tradition of supporters. As
Don Howard ð2006Þ has argued, Pierre Duhem and Otto Neurath also limited
1. For the purposes of this study we take epistemic values to be considerations that are
relevant to assessing the extent to which a representation matches the world; they are
criteria for theory choice that bear on the likely truth or falsity of a theory—or some other
semantic relation of interest such as empirical adequacy ðMcKaughan 2007Þ. Fit with the
empirical data and self-consistency are clear examples of epistemic values, if anything
is, whereas the fact that a particular theory flatters our social or political interests often
will not be. We should note that we are sympathetic to Justin Biddle’s ð2013Þ argument
that there are disadvantages to using the term ‘values’ to refer to the myriad of contextual
factors that can influence scientific reasoning. Nevertheless, we have chosen to retain the
language of epistemic and nonepistemic values throughout this article for the sake of
maintaining terminological continuity with previous literature in this field.
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the role of nonepistemic considerations ðsuch as a theory’s conduciveness to
the achievement of particular social and political endsÞ to a moment in
theory choice after logic and experience have narrowed the range of viable
alternatives as much as they can. One of us ðElliott 2011Þ has recently pro-
posed a slightly different version of this position, according to which non-
epistemic values have a legitimate role to play in assessing scientific theo-
ries or hypotheses when three conditions are met: ð1Þ epistemic values are
insufficient to determine a decision, ð2Þ it would be problematic for scien-
tists to suspend their judgment, and ð3Þ they have ethical reasons for incor-
porating nonepistemic considerations in making their decision.

While there are differences between these approaches, they all seem to
assume that epistemic values should play a privileged role in scientific the-
ory assessment, as long as they can be distinguished from nonepistemic
values. At first glance, this is a reasonable assumption, considering that
science is typically conceived as a search for true claims about the world,
and nonepistemic values are by definition not directly relevant to this en-
terprise. However, in section 2 we argue that reading a single goal off sci-
entific activity is more complicated than it first appears. As the analyses of
scientific representation by Ron Giere ð2004, 2006Þ and Bas van Fraassen
ð2008Þ show, representations can be evaluated not only on the basis of the
relations that they bear to the world but also in connection with the various
uses to which they are put. To the extent that scientists need to evaluate
their representations along both dimensions, estimates about the likely truth
of a model or theory may be only one of several considerations that factor
into decisions about its acceptance. In sections 3 and 4, we illustrate the
resulting roles for nonepistemic values in two case studies. Section 5 re-
sponds to several objections against our thesis and further analyzes how the
roles of epistemic and nonepistemic values can be balanced and evaluated
in specific cases.

2. Trade-offs and the Multiple Goals of Science. The complex judgments
involved in assessing scientific hypotheses, theories, and models—whether
with respect to epistemic or practical goals—often involve weighing the rel-
ative importance of a range of considerations, which can sometimes stand in
tension. Kuhn famously called our attention—in “Objectivity, Value Judg-
ment, and Theory Choice” ð1977Þ—to cases in which rival theories exem-
plify different ðepistemicÞ desiderata to varying extents, leaving scientists to
decide which values should be given the most weight in a particular context.
A very similar point has been made in recent literature on modeling. Scien-
tists constructing a particular model will often find that, other things being
equal, increasing one desirable feature of a model, such as precision, com-
promises another, such as generality or breadth of applicability ðMatthewson
and Weisberg 2009; Potochnik 2012Þ. But Kuhn’s talk of ‘theory choice’
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leaves unclear what sort of choice we are being asked to make when de-
ciding between various theories or models. This is unfortunate, because
questions about how best to balance trade-offs between various desiderata
clearly depend on what our goals are when we make our choices.

One’s purposes in making a given calculation may affect, for example,
whether treating a plane as frictionless or a star as a point mass will yield
approximations useful for the task at hand. As Michael Weisberg points out,
it is not uncommon for scientists to rely on different and even incompatible
models in a variety of domains:
5 Publ
In ecology, for example, one finds theorists constructing multiple models
of phenomena such as predation, each of which contains different idealiz-
ing assumptions, approximations, and simplifications. Chemists continue
to rely on both the molecular orbital and valence bond models of chem-
ical bonding, which make different, incompatible assumptions. In a dra-
matic example of MMI ½Multiple-Models Idealization, the practice of build-
ing multiple incompatible models, each of which makes distinct causal
claims about the nature and causal structure giving rise to a phenome-
non�, the United States National Weather Service employs three complex
models of global circulation patterns to model the weather. Each of these
models contains different idealizing assumptions about the basic physical
processes involved in weather formation. ðWeisberg 2007Þ
In our view, one needs to recognize a place for the aims of the user in order
to make sense of why such trade-offs get balanced the way that they do in
practice.

Indeed, several of the best recent attempts at developing a general ac-
count of the nature of scientific representation, by Ron Giere ð2004, 2006Þ
and Bas van Fraassen ð2008Þ, have called attention to the importance of ex-
plicitly incorporating a role for agents or users ðas well as their goals and
purposesÞ as a crucial component of any adequate analysis. For example,
Giere describes modeling practices in science using this schema: “Scientists
use models to represent aspects of the world for specific purposes” ðGiere
2004, 742; see also Giere 2006, 60; van Fraassen 2008, 21Þ. According to this
schema, the representational success of models can be evaluated not only in
terms of their fit with the world but also in terms of their suitability to the
needs and goals of their users. We can ask questions not just about the se-
mantic relations between a representation and the world ðe.g., “Do the the-
oretical terms of the model successfully refer to entities that actually exist?”
or “Is what the hypothesis says about the world correct?” or “Is this theory
true or at least empirically adequate?” or “How accurately does it represent
the world?”Þ but also pragmatic questions about the relations between a
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representation and its users ðe.g., “Is it easy enough to use this model?” or
“Is this hypothesis accurate enough for our present purposes?” or “Can this
theory provide results in a timely fashion?” or “Is this model relatively in-
expensive to use?”Þ.

Both Giere and van Fraassen develop analyses that apply to scientific
representations in general, including theories, hypotheses, and models.2 Any
object or proposition that is used to represent something else can be ana-
lyzed both with respect to its fit with the object to be represented and with
respect to its fit with the practical purposes for which it is used. As an
example of the role that practical considerations can play alongside episte-
mic ones in decisions about the construction and choice of representations,
consider mapmaking ðsee Kitcher 2001Þ. A commuter rail map might be de-
signed to convey information about the order of stops along the line without
any pretense to accurate representation of relative distances or scale. Notice
that a question like “Which map should I choose?” is a goal-dependent
question. The commuter rail map will be clearly inferior to other representa-
tions of the same territory for many other purposes. Nonetheless, provided
that this map fits the world closely enough in relevant respects to help us to
get to our destination successfully, practical qualities such as being easy to
understand and simple to use provide good reasons for relying on it.

The upshot of thinking more carefully about the multiple goals that
scientists have when choosing scientific representations is that it helps us to
understand how scientists can sensibly prioritize nonepistemic considera-
tions over epistemic ones in some cases. Scientists need not always maxi-
mize the fit between a model and the world; rather, the purposes of the users
determine what sort of fit with the world ðand therefore what balance be-
tween epistemic and nonepistemic considerationsÞ is needed in particular
contexts. Scientists use models and theories to represent the world for
specific purposes, and if they can serve those purposes best by sacrificing
some epistemic features for the sake of nonepistemic ones, it is entirely le-
gitimate for them to do so. For example, it may be easier to achieve certain
practical goals if scientists adopt a model or hypothesis that posits less
2. In some of his work, Giere distinguishes hypotheses from models and argues that
hypotheses make claims about the specific respects in which models correspond to par-
ticular features of the world ðsee, e.g., Giere 2004Þ. On this view a model is not by itself
true or false; what is true or false are the hypotheses that specify in what respects the
model is intended to represent particular features of the world. Even when the termi-
nology is regimented in this way, one can still ask questions about how well the hy-
potheses fit the world as well as how well they achieve practical purposes ðe.g., how long
does it take to test them, or how easy are they to communicate to others?Þ. Moreover,
most figures do not interpret models and hypotheses in such precise ways; they often blur
together various representational entities such as theories, models, and hypotheses.

86/674345 Published online by Cambridge University Press

https://doi.org/10.1086/674345


6 KEVIN C. ELLIOTT AND DANIEL J. MCKAUGHAN

https://doi.org/10.1086/67434
realistic entities but that is easier to use. Of course, the fact that the practi-
cal assessment of a model might include aims other than representing the
world as accurately as possible need not preclude or compromise efforts
to assess the model solely from an epistemic perspective as well.3 But we
think that practical assessments of representations play a very important
role in actual scientific practice, and thus an adequate account of the roles
for values in science needs to take account of these sorts of assessments.

One might object to the practice of allowing pragmatic or nonepistemic
considerations to trump epistemic ones ðor to the idea of evaluating models
not solely based on their fit with the world but also based on their fit with
various needs of the models’ usersÞ by arguing that this violates the ulti-
mately epistemic goals of science. We offer two points in response. First, it
seems relatively clear that, in current scientific practice, the choice of mod-
els and theories is governed by a range of practical goals in addition to ep-
istemic ones. It is a descriptive fact of ordinary scientific practice that mod-
els represent their targets with varying degrees of success and typically
focus selectively on those factors that are necessary in order to achieve the
purposes for which they are used. Even our most successful models of na-
ture are often known to be partial, simplified, incomplete, or only approxi-
mate. Indeed, the use of idealization, which goes beyond mere abstraction
by deliberately employing assumptions known not to be true of the system
of interest ðe.g., treating bodies as point masses, surfaces as frictionless
planes, collisions as perfectly elastic, nonisolable systems as isolated sys-
temsÞ is a pervasive part of model-building methodologies. In some cases,
these simplifications or idealizations could assist in achieving epistemic
goals ðe.g., obtaining more accurate predictionsÞ. But scientists also rou-
tinely use models that incorporate a range of simplifications for the sake of
greater computational efficiency or tractability or for other pragmatic rea-
sons ðsuch as ease of useÞ that are distinct from epistemic considerations.

Second, worries that strict epistemic assessments of models would some-
how be compromised by allowing a role for nonepistemic considerations
can be allayed by considering the wide array of cognitive attitudes that
scientists can and do adopt toward models and scientific representations
more generally ðsee e.g., McKaughan 2007; Elliott and Willmes 2013Þ. For
example, in lieu of believing a theory to be true ðperhaps to a higher or lesser
degreeÞ one could simply entertain a theory, or one could accept it as worthy
of further pursuit, or one could accept it as a basis for policy making, or one
could combine such attitudes with other sorts of beliefs about why reliance on
3. We are assuming for the sake of argument that it is indeed possible to perform a purely
epistemic assessment of scientific representations. Some philosophers might be skeptical
of this possibility. But if one concluded that it is not possible to perform such purely
epistemic assessments, it would merely strengthen the main argument of our study.
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the theory is useful for realizing one’s practical goals in a given context.4 As
long as scientists are careful to adopt appropriate cognitive attitudes toward
their representations and are explicit about their reasons for relying on them
in a given context, allowing nonepistemic considerations to factor into one’s
reasons for acceptance ðor ‘theory choice’Þ need not preclude strictly epi-
stemic assessments of the representation. Nothing we have said precludes
one’s epistemic opinion ðe.g., beliefsÞ from being strictly oriented toward
anything besides truth. Nor does it require people to violate any plausible
epistemic norms. When engineers working on the space program at NASA
employ Newtonian mechanics to predict the trajectory of a rocket, this surely
does not imply that they believe that Newtonian mechanics provides a true
or even empirically adequate account of all physical phenomena. Rather,
some more qualified belief that “it’s good enough for government work” is
in play: they use it with the full awareness that the theory is false, while be-
lieving that the predicted values are close enough for the purposes at hand.

In order to make our argument in this section more concrete, we turn in
the following sections to two examples of the ways that nonepistemic values
can take priority over epistemic ones when assessing scientific representa-
tions for practical purposes. Because there is so much room for disagreement
about which values are epistemic and which ones are nonepistemic, we have
tried to choose examples where the contrast between these two sorts of val-
ues is particularly stark. The cases discussed in the following sections focus
on conflicts between the epistemic value of accurate prediction versus non-
epistemic values such as ease of use or speed of generating results. We do
not mean to suggest, however, that epistemic values always require provid-
ing maximal predictive details about a phenomenon. In some cases scientists
might weigh various epistemic values and conclude that they should prior-
itize explanatory power over predictive accuracy. Our point is that even in
those cases where other epistemic values are prioritized, the reasoning that
we highlight in this study justifies choosing a different model or theory than
would be chosen based solely on weighing all epistemic considerations.

3. Expedited Risk Assessments. For more than 30 years, risk assessment
has played a central role in government approaches to regulating toxic
chemicals. Traditionally, it has involved several science-intensive stages, in
which researchers identify hazardous substances, develop dose-response
curves for their toxic effects, create exposure assessments, and then char-
acterize the resulting risks ðNRC 1983Þ. This process is highly time con-
suming and can be strategically manipulated by regulated entities to slow
4. As we define the cognitive attitude of acceptance, to accept a hypothesis, h, is to
presuppose h for specific reasons as a premise in one’s deliberations ðsee Cohen 1992;
McKaughan 2007; Elliott and Willmes 2013Þ.
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the regulatory process to a standstill ðMichaels 2008; Cranor 2011Þ. In
response to these difficulties, Carl Cranor ð1995Þ has argued that the social
costs of relying on current risk-assessment procedures ðwhich are fairly
accurate but very slowÞ are generally greater than they would be if regu-
latory agencies relied on less accurate but much quicker methodologies for
assessing risks. Thus, his analysis shows that when scientists are accepting a
methodological approach or a model for the purposes of guiding regulatory
policy in ways that minimize social costs, they sometimes have to sacrifice
epistemic values such as accuracy for the sake of nonepistemic values such
as the ability to generate rapid conclusions.

The reasonwhy conventional approaches to risk assessment generate such
high social costs is that they are too slow to keep up with information about
likely carcinogens. As Cranor ð1995Þ explains, once an entity such as the In-
ternational Agency for Research on Cancer ðIARCÞ or the National Toxicol-
ogy Program ðNTPÞ identifies a substance as a carcinogen in animals, gov-
ernment agencies have to assess the severity of the risks that they pose in
order to develop regulations. For chemicals other than pesticides and phar-
maceuticals, the manufacturers do not have to show that their products are
safe before putting them on the market in the United States; rather, the burden
of proof is on the government to show via risk assessments that the chemi-
cals ought to be restricted or removed from the market. Therefore, because
conventional risk assessment methodologies are so time and labor intensive,
only 20% or 30% of the animal carcinogens identified by the IARC or the
NTPhave actually received risk assessments and been regulated. Thismassive
underregulation of likely carcinogens is very costly to society in terms of hu-
man and environmental health effects. However, there would also be signifi-
cant costs to the economy if policy makers attempted to regulate likely car-
cinogens without collecting information about the severity of the risks that
they posed.

The beauty of Cranor’s ð1995Þ analysis is that he examines in a precise
way the trade-offs between more and less accurate modeling approaches
for assessing risks. He notes that in the early 1990s the California Environ-
mental Protection Agency ðCEPAÞ used an expedited risk assessment meth-
odology to estimate the carcinogenic potency of 200 chemicals in an
8-month period, whereas they had been able to analyze only 70 chemicals
in 5 years using traditional methodologies. However, the expedited ap-
proach was slightly less accurate, yielding roughly 2.7% more major over-
regulation ðwhich was defined as estimates of potency more than 25-fold
higher than traditional approachesÞ, 12% more minor overregulation ðde-
fined as estimates of potency between 5- and 25-fold higher than traditional
approachesÞ, and 5% more minor underregulation ðdefined as estimates of
potency between 5- and 25-fold lower than traditional approachesÞ.
5 Published online by Cambridge University Press
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Cranor then calculated the difference between the social costs of using
the CEPA’s expedited methodology and the traditional risk-assessment
methodology. He calculated the social costs by assuming a scenario ðvery
close to the actual scenario in California when Cranor was writingÞ in which
400 substances had been identified by IARC as animal carcinogens but only
74 of them had been regulated, because conventional risk assessment meth-
odologies had been too slow to evaluate any more of them. Thus, assuming
that the animal carcinogens all turned out to be human carcinogens, the
remaining 326 substances counted as regulatory “false negatives” under the
conventional approach, insofar as they were not regulated even though they
posed some level of risk to the public. In contrast, Cranor assumed that
an expedited methodology would make it possible to evaluate risks from all
400 carcinogens, but with the potential for a few more false negatives and
false positives because scientists would be employing a less accurate risk-
assessment methodology. He calculated the costs of false negatives and false
positives using a variety of different estimates, ranging from the typical fig-
ure given by economists ða 10:1 ratio between the social cost of false neg-
atives and false positivesÞ to figures that were much less favorable to the ex-
pedited approach ða 1:1 ratioÞ.

Unsurprisingly, Cranor found that the CEPA’s expedited approach to risk
assessment was vastly better than traditional risk assessment approaches if
one’s goal was to minimize social costs. This finding held for all ratios be-
tween the costs of false negatives and false positives ðfrom 10:1 to 1:1Þ. In
this case, it was far better to accept a small decrease in accuracy for the sake
of avoiding the huge number of regulatory false negatives associated with
traditional risk-assessment approaches. But it is particularly striking that
Cranor obtained very similar results when he adjusted his assumptions to
be much less favorable to the expedited approach. He considered a hypo-
thetical case in which the expedited approach generated 50% more major
overregulation than traditional risk assessment approaches and in which
only 60% of the animal carcinogens identified by IARC actually turned out
to be human carcinogens. Even under these assumptions, the expedited
methodology generated fewer social costs when the ratio between the costs
of false negatives and false positives fell between 10:1 and 2.5:1. Therefore,
this case vividly illustrates the fact that when scientists are accepting mod-
eling approaches for the sake of minimizing social costs in a regulatory en-
vironment, the ability to generate information rapidly may be a much higher
priority than the ability to generate accurate results.

A critic of our approach to analyzing this case study might attempt to
distinguish two kinds of scientific reasoning at work in this example. First,
scientists have to determine their goals; in this case, Cranor’s goal was to
identify which risk-assessment model ði.e., the traditional model or the
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expedited modelÞ would minimize overall social costs. Second, scientists
have to determine which model or theory will best enable them to achieve
their goals; in this case, Cranor concluded that the expedited model would be
best for achieving his goal of minimizing social costs. The critic might then
argue that neither of these two kinds of reasoning involves nonepistemic
values taking priority over epistemic ones. In the first instance ðsetting goalsÞ,
nonepistemic values are directly relevant to the decision, so it does not make
sense to say that they take priority. In the second instance ðdeterminingwhich
model best achieves those goalsÞ, nonepistemic values do not appear to have
a legitimate role to play; determining which model actually minimizes social
costs appears to be a purely epistemic or objective matter.

That second claim might be disputed, for the reasons spelled out by Kuhn
ð1977Þ and in section 2. Even in cases where one’s goal is purely epistemic
ðe.g., truthÞ, desiderata relevant to the achievement of that end can stand in
tension in ways that arguably make value judgments about how to balance
those considerations inevitable. But suppose we grant that, once one sets the
aims, the question of which representation most effectively achieves those
aims is an entirely epistemic and objective matter. Notice that the critic’s
way of setting up the issue changes the subject in a subtle but significant
way. Having allowed nonepistemic goals free rein in the first type of rea-
soning ði.e., goal settingÞ, in the second type the critic focuses on trying to
determine which model most effectively achieves those goals. Our focus,
however, is on deciding how to prioritize the various qualities that rep-
resentations can exemplify. We are asking: Which set of epistemic and
nonepistemic qualities should be considered when choosing a model or
theory? And our answer is: It depends on one’s aims. Unless one has aims
that are purely epistemic, this opens the door to the relevance of practical
considerations that facilitate the achievement of the aims.

Our point is that scientists often have goals that are not purely epistemic,
so when they engage in the process of choosing a representation that will
best enable them to achieve their goals they can legitimately prioritize qual-
ities that are nonepistemic. Even if determining which representation best
enables the achievement of certain ends is a purely epistemic and objective
matter, it can still turn out that the representation that is best for accom-
plishing particular practical aims is not the one that would be chosen based
solely on considering epistemic desiderata. In the risk-assessment case, for
example, scientists can appropriately choose to accept an expedited model
if its nonepistemic qualities ðe.g., speedÞ make it better for achieving their
goal of minimizing social costs even though the conventional modeling
technique appears to have the best qualities from a purely epistemic stand-
point.

Nevertheless, the critic might reply that decisions about how to prioritize
the various qualities that representations can exemplify should be classified
5 Published online by Cambridge University Press
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as part of the goal-setting process, and for that reason it remains misleading
to claim that nonepistemic values are taking priority over epistemic values in
a case like this one. In other words, once one sets the primary goal of min-
imizing social costs, scientists are forced to pursue various secondary goals,
such as developing models with nonepistemic qualities like speed and ease of
use. The critic would thus contend that within the constraints set by these
nonepistemic values, scientists can still focus on developing the model with
the best epistemic qualities—and therefore it does not make sense to say that
epistemic values are being overridden by nonepistemic values.

Our response is threefold. First, as we clarified in section 2, in using the
language of “taking priority” or “overriding” we should not be understood
as claiming that allowing this sort of role for nonepistemic values would
change what we think about the epistemic status of a theory. Instead, what
we are claiming is that, in some cases, one can have good reason to accept a
theory ði.e., take it as a basis for practical reasoning and actionÞ that is
recognizably inferior to a rival from an epistemic point of view.

Second, we think that characterizing the kind of reasoning that we are
studying in the risk-assessment case and in the other cases in this article as a
form of goal setting or framing can be bought only at the price of a strained
or artificial reconstruction of the actual reasoning involved. For example,
Cranor and the risk assessors that he studied did not appear to set a par-
ticular goal for the speed of their models and then attempt to choose the
most epistemically virtuous model that attained the desired level of speed.
Instead, the need to act forced them to choose between two models, and
Cranor tried to convince reluctant risk assessors that they should sacrifice
their desire to use the most realistic model because it was more important to
use a speedy model if they really wanted to minimize social costs.

Finally, even if the reasoning that we are discussing in this article can be
redescribed as a form of goal setting or framing rather than as a prioritizing
of nonepistemic values, it is still significant and worthy of attention. Typically,
when philosophers point out that nonepistemic values have a role to play in
setting the goals of science, they are thinking about choosing which topics
scientists should investigate. We are highlighting a much more subtle role for
nonepistemic values, namely, that they must be weighed against epistemic
values when choosing scientific representations in order to achieve the goals
of scientific activity in a particular domain. Whether one describes this sort
of reasoning as a prioritizing of nonepistemic values or instead as part of
framing or goal setting, we think that it deserves attention in the literature
on values in science.

4. Rapid Assessment Methods for Wetland Banking. Recent efforts to
engage in wetland mitigation banking provide another example of how
nonepistemic values such as ease of use can sometimes take priority over
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epistemic values such as accuracy in making predictions, depending on sci-
entists’ particular goals or purposes for using scientific models and methods.
Over the past 100 years, society has experienced a 180-degree shift in atti-
tudes toward wetlands. Throughout much of American history, the drainage
of wetlands was considered to be the responsible thing to do, both to maxi-
mize the productivity of land and to prevent diseases ðMeyer 2004Þ. How-
ever, over the course of the twentieth century, scientists began to recognize
that wetlands performed a host of valuable functions, including water puri-
fication, storm protection, nutrient cycling, and animal habitat ðMitsch and
Gosselink 2007Þ. As a result, new policies have been put in place to make it
more difficult to drain wetlands. Among the most important of these was
Section 404 of the Clean Water Act, which requires the Army Corps of
Engineers ðin consultation with the Environmental Protection AgencyÞ to
provide a permit to individuals who wish to dredge or fill wetlands on their
property ðHough and Robertson 2009Þ.

In practice, neither the Corps nor the EPA has been eager to deny permits
for damaging wetlands, but they have been somewhat more inclined to de-
mand that mitigation measures be taken in response. In practice, the most
common approach to mitigation is to preserve or restore one area of wet-
land in order to compensate for a wetland area that is destroyed elsewhere
ðHough and Robertson 2009, 23Þ. In recent years, regulatory agencies, de-
velopers, and entrepreneurs have developed a “banking” approach to han-
dling this mitigation effort. Rather than forcing developers to preserve or
restore wetlands themselves, regulatory agencies allow developers to pur-
chase mitigation “credits” from specialists who create “banks” of preserved
or restored wetlands. By 2005, there were over 350 active banks, 75 sold-
out banks, and over 150 banks under review. Annually, almost $3 billion is
spent on compensatory mitigation, primarily for either contractor-operated
replacement wetlands or for banked wetland credits ðHough and Robertson
2009, 24–25Þ.

Science becomes important to this mitigation banking process because
regulators have to decide whether restored wetlands are sufficiently similar
to the destroyed wetlands in order to justify trading the two. Thus, they need
to employ models as part of assessment methods that yield comparisons of
differentwetlands in terms of their key socially relevant features.Geographer
Morgan Robertson ð2004, 2006Þ has analyzed these methods and empha-
sized how the models for characterizing wetlands in the banking context
differ from those that one would employ if one were aiming for the most
ecologically sophisticated characterization. These differences arise in large
part because bankers need assessments to be authoritative, cheap, and quick
ðSalzman and Ruhl 2000, 665Þ. In other words, in order to develop a flour-
ishing mitigation banking system, these nonepistemic values must some-
times be prioritized over epistemic values like predictive accuracy when
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choosing assessment models. The influence of these values affects numer-
ous aspects of the assessment process.

First, in order to decide whether a natural wetland ðwhich is to be de-
stroyedÞ and a restored wetland should be classified as equivalent, scientists
and regulators focus on a specific bundle of features ðe.g., particular func-
tions or ecosystem servicesÞ that are regarded as most relevant for exchange.
Second, they employ “rapid assessmentmethods” ðRAMsÞ, which consist of
algorithms that convert a variety of data about a wetland into numerical
scores that estimate a wetland’s functional value for providing the features
of interest ðRobertson 2006, 373Þ. Third, in order to keep the process simple,
a wetland is typically represented by one main score rather than a variety of
different functional scores. For example, because plants are relatively easy to
look at, and because botanists have developed some relatively high-quality
analyses of the plants in various sorts of wetlands, the function of “floristic
biodiversity” has become a rough indicator for most other wetland functions.
Fourth, even the assessment of floristic biodiversity depends on simplifying
assumptions. For example, Robertson explains that regulatory guidelines re-
quire that the identification of plant species be performed in May or June,
when most plants have not yet flowered. Therefore, the assessors have to
base their assessments on the observation of plant features that may indicate
the identity of particular species but that are not compelling by rigorous
botanical standards.

5. Objections. Although the preceding sections provide a number of ex-
amples of the ways that nonepistemic values can receive priority over epi-
stemic values in assessing scientific representations for practical purposes,
one might still worry that the study’s argument is problematic. We would like
to address three potential objections: ð1Þ that the argument is trivial, ð2Þ that
the cases considered in the article are examples of bad science, and ð3Þ that
more clarity is needed about the conditions under which nonepistemic val-
ues can legitimately override epistemic values.

First, one might think that the study’s central claim is trivial. Perhaps it is
entirely obvious that as long as scientific representations are being assessed
for practical purposes, nonepistemic values can take priority over epistemic
ones. The problem with this objection is that this allegedly obvious insight
has not been clearly discussed in the science-and-values literature. In fact,
there has been relatively little discussion of how to assess models, hypoth-
eses, or theories from a practical perspective. While some figures have ac-
knowledged that hypotheses can be accepted as a basis for action rather than
believed to be true, they have not been very clear about what these two cog-
nitive attitudes involve ðsee Elliott and Willmes 2013Þ. Moreover, some of
those who explicitly claim to be talking about the assessment of hypotheses
for practical purposes have still argued that nonepistemic values should be
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incorporated only in a secondary role ðsee, e.g., Elliott 2011Þ. In fact, if this
study’s claims were obvious and trivial, then the view that nonepistemic
values should be limited to a secondary role should not be as prevalent as it is.
Suppose, for example, that one is engaged in a purely epistemic assessment
of a theory; in that case, nonepistemic values appear to be entirely irrelevant
and have no legitimate role to play in assessment, even as tiebreakers. But
suppose that one is engaged in a practical assessment of a theory for par-
ticular purposes; if it were truly obvious that nonepistemic values can take
priority over epistemic values in such cases, then nonepistemic values would
not need to be limited to a secondary role. Therefore, there appears to be
significant confusion about what is involved in assessing scientific rep-
resentations for practical purposes and when this is legitimate.

Given the apparent confusion in the existing literature, the argument of
this study does not appear to be trivial. But a second objection is that the
assessment of scientific representations for practical purposes results in bad
science that has lost its distinctively epistemic character. One way to express
this worry would be to claim that when scientists assess representations for
practical purposes ðand therefore potentially allow nonepistemic values to
receive priority over epistemic valuesÞ, it results in a sort of hybrid science
that is illegitimate.

But there are two problems with this objection. First, numerous commen-
tators have recently argued that scientific practice as a whole has taken on a
largely hybrid character in which both theoretical and practical considera-
tions play a central role. This “mixed” scientific practice has been called
“technoscience,” as well as “mode-2,” “entrepreneurial,” “postacademic,” or
“postmodern” science ðsee, e.g., Nordmann, Radder, and Schiemann 2011Þ.
Clearly, there is value to identifying cases where important norms of science
are sacrificed for the sake of pursuing these hybrid forms of practice. How-
ever, if one immediately rules out all hybrid forms of scientific practice
without further justification, one is left with a severely limited picture of
scientific reasoning. A second problem with the objection that the prioriti-
zation of nonepistemic values results in illegitimate, hybrid science is that,
as discussed in section 2, simplifications and idealizations are commonly
used even in traditional areas of science for making scientific reasoning eas-
ier. Especially in practical contexts, the attitude scientists often take seems to
be that a particular idealization, even if it does not pass our most rigorous
epistemic standards for evaluation, is “good enough for government work”
or “a close enough approximation given our present purposes.”

Therefore, as long as scientists are not adopting a cognitive attitude to-
ward their representations that requires the prioritization of epistemic val-
ues, it seems to be an open question whether or not it is inappropriate to sac-
rifice epistemic concerns for other priorities. After all, humans have a number
of goals ðe.g., promoting health, happiness, and flourishing communitiesÞ in
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addition to the goals of seeking truths about the world. Although it is gen-
erally easier to achieve these other goals when one has highly reliable in-
formation, the case studies in the preceding sections show that epistemic
concerns need not always be an overriding priority. There can, of course, be
examples where regulatory policies are designed in a suboptimal fashion
so that too much accuracy is sacrificed in order to meet social goals ðas may
have happened in the case of wetland mitigation bankingÞ. But in other
cases, the regulatory environment can be well suited for meeting social
goals, in which case there does not appear to be anything wrong with engag-
ing in practical assessments of scientific representations so that those goals
can be met.

But this response raises the specter of a third worry. Given the argument
of this study, how can one distinguish whether nonepistemic values are re-
ceiving too much priority when assessing scientific representations? If one
adopts a naturalized approach to the philosophy of science, as we do, it is
difficult to formulate an easy or universal answer to this question. The extent
to which nonepistemic values should be prioritized over epistemic values
arguably depends a great deal on the expectations and conventions of the
scientific community in particular contexts. As we indicated in our response
to the previous objection, there appear to be many cases in which scientists
do choose models that are less ideal from an epistemic standpoint for the
sake of other desiderata such as convenience and ease of use. However, this
may be more common and easier to justify in some cases, such as when re-
searchers are assessing piecemeal models, rather than others, such as when
they are assessing theories or hypotheses. Nevertheless, it is important to rec-
ognize that even theories of broad scope such as quantum mechanics and
gravitational theory are widely adopted by the scientific community despite
being incompatible and thus epistemically problematic.

We think that attention to the case studies presented in sections 3 and 4
suggests two guiding principles that may provide a starting point for de-
termining when and to what extent nonepistemic values can appropriately
receive priority over epistemic ones. First, if nonepistemic values are to play
an appropriate role in assessing scientific representations, those engaged in
the assessments need to be explicit about the goals of their assessments and
the roles that nonepistemic values played in the assessments as a result.
Second, nonepistemic values should receive priority only to the extent that
they advance the goals associated with the assessments that are in play.

The principle that scientists should be as explicit as possible about the
sorts of assessments that they are performing and the ways that nonepi-
stemic values are influencing those assessments fits well with other litera-
ture that emphasizes the importance of acknowledging how values influ-
ence scientific reasoning ðe.g., Douglas 2009; Elliott 2011Þ. The value of
this explicitness is that if those engaged in assessing a hypothesis or theory
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are clear enough about their goals and the criteria that they are employing in
the assessment process, those who disagree about those goals or criteria can
“backtrack” and adopt their own alternative assessments and conclusions
ðMcKaughan and Elliott 2013Þ. Along these lines, one of the strengths of
Cranor’s analysis of risk-assessment models for estimating carcinogenicity
ðdiscussed in sec. 3Þ is that he was so clear about his criteria for assessment.
By being explicit about his goal of determining which model minimized
social costs ðmeasured in economic termsÞ, he made it particularly easy for
others to determine how alternative assumptions and assessment criteria
would result in different conclusions. For example, he showed how differ-
ent assumptions about the economic costs of false positive and false neg-
ative errors would yield different assessments of the models. Moreover, he
not only clarified how the risk assessment models compared from the prac-
tical perspective of minimizing social costs, but he also clarified how they
compared from a purely epistemic perspective ði.e., in terms of how fre-
quently the expedited risk-assessment model overestimated and underes-
timated carcinogenicity relative to the traditional modelÞ.

The second principle ðnamely, that nonepistemic values should receive
priority only to the extent that they advance the goals associated with par-
ticular assessmentsÞ has played an especially obvious role in recent debates
about the wetland restoration case discussed in section 4. For example, many
ecologists have pointed out that the approaches used for modeling wetland
functions have become so crude that they fail to preserve important wetland
functions ðFroelich 2003Þ. In fact, regulatory agencies have often concluded
that even the sorts of floristic biodiversity assessments discussed in section 4
require too much effort, so natural and artificial wetlands have sometimes
been compared solely in terms of the number of acres present ðRuhl and
Gregg 2001, 381Þ. To the extent that the goal of regulatory agencies is to
choose wetland models that promote the preservation of important wetland
functions, one can argue that nonepistemic values are inappropriately trump-
ing epistemic values when the methods and models used by these agencies
become too epistemically crude to fulfill that goal.

This does not mean that regulators must always use the methods and
models that are most accurate from an epistemic perspective, of course. For
example, it is plausible that in at least some contexts, some form of market-
based approach to environmental regulation may be socially valuable. And
in those cases, it will generally not be feasible to use the most accurate
ecological models for regulatory purposes. This point is expressed partic-
ularly well by an EPA official quoted by Robertson, who joked that efforts
to become more and more ecologically precise could lead to markets in “hab-
itat for middle-aged great blue herons who don’t like shrimp, or something.
Obviously, I can’t imagine even trying to do that. . . . You can define a unit
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so that you’re going to have flourishing mitigation banking. You can also
define a unit so that, should there ever be one exchanged, it would be envi-
ronmentally precise. And those are at potentially different extremes” ðRob-
ertson 2004, 368Þ. Therefore, in these sorts of regulatory contexts, where
scientific precision conflicts with regulatory goals ðsuch as setting up a
flourishing wetland banking systemÞ, nonepistemic values can appropriately
take priority over epistemic values, in the sense that a relatively inaccurate
model or method can be chosen for regulatory purposes. But the balance
between epistemic and nonepistemic values can be criticized if it results in
the choice of models that do not fulfill the purposes for which they were
chosen ðe.g., if they yield results that are too crude to preserve important
wetland functionsÞ.

A potential worry about these two principles is that they seem to allow
questionable influences of nonepistemic values on theory assessment. Sup-
pose, for example, that a think tank working for the petroleum industry
performed a study and was explicit about the fact that the study conclusions
were based on simplifications designed to advance their practical goal of
underestimating the risks associated with climate change. While these in-
fluences of nonepistemic values seem problematic, they might satisfy the
two principles elaborated in this section. Faced with these sorts of difficul-
ties, one might question whether there is any reason to prefer the approach
to regulating values in this article to the sorts of approaches that relegate
nonepistemic values to a secondary role ðe.g., Douglas 2009; Elliott 2011;
Steel and Whyte 2012Þ.

Our response is that one cannot capture the reasoning exemplified by the
cases in this article while relegating nonepistemic values to a secondary role.
We have argued that scientific practice often incorporates practical or mixed
assessments of scientific representations and that it is legitimate to give non-
epistemic values priority when assessing representations in this way. In these
cases, nonepistemic values are clearly not playing a mere tie-breaking role,
and they are also not playing the sort of indirect role for values discussed
by Douglas ð2009Þ. She claims that the distinguishing feature of values
playing an indirect role is that their influence diminishes as scientific uncer-
tainty is eliminated ðDouglas 2009, 97Þ. In the sorts of cases discussed in this
article, the influence of nonepistemic values does not diminish along with
uncertainty. For example, even if scientists were absolutely sure that con-
ventional risk-assessment models provided epistemically superior results,
they might still choose to use a less accurate expedited model if it produced
much faster results and thus lessened social costs. Thus, these values are
playing a direct role in our case study; scientists regard the production of
faster results as a “reason in itself ” for choosing the expedited model and not
merely as a reason for altering their standards of evidence in response to the
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possibility that they could be choosing an erroneous model. In fact, they are
choosing a more erroneous model on purpose because of its nonepistemic
virtues.5

Moreover, we think that our two principles for regulating nonepistemic
values are more promising than they might initially appear. We contend that
much of the reason why the case of the petroleum-industry think tank seems
so problematic is that these sorts of interest groups are almost never truly
explicit about the practical goals that influence their work. If the think tank
genuinely acknowledged that they were trying to minimize evidence for
climate change and made their methodological choices explicit, it would
alleviate much of the concern about their activities. Other scientists, policy
makers, and journalists could “backtrack” and point out how one would ob-
tain different results if one employed more epistemically reasonable as-
sumptions. We would also point out that once the practical goals of the think
tank were made explicit, the scientific community could reflect on whether
those practical goals were reasonable enough to merit significant consider-
ation. Based on our case studies, we would suggest that the scientific com-
munity is willing to consider practical appraisals of theories and models if
there seem to be compelling social reasons to do so, but they are less likely
to take them seriously if they are performed primarily for the benefit of a
specific interest group. These judgments about what sorts of practical as-
sessments to entertain constitute a significant way in which ethical and
epistemological issues intertwine in scientific practice and merit further
analysis from philosophers of science.

6. Conclusion. We have shown how nonepistemic values can legitimately
influence the assessment of scientific representations for practical purposes
not only as secondary considerations in situations of uncertainty but also as
factors that can take priority over epistemic values. If a consideration can
clearly be identified as nonepistemic ðremembering that various figures dis-
agree about how to make this distinctionÞ, then it is not relevant to the purely
epistemic appraisal of models or theories. However, when scientists develop
models or other scientific representations, they aim not only to develop an
5. Although we are claiming that nonepistemic values can legitimately play a direct role
in theory appraisal, which Douglas appears to deny, we think that a relatively minor al-
teration in her position could make it compatible with ours. She already acknowledges
that nonepistemic values can play a direct role in numerous aspects of scientific rea-
soning, including the choice of research projects and methodologies ðDouglas 2009, 98–
99Þ. Whereas she focuses on appraising theories from a purely epistemic standpoint and
argues correctly that nonepistemic values should not play a direct role in this context, we
think that she could allow a direct role for nonepistemic values in mixed or practical
contexts of theory appraisal.
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adequate fit with the world but also to develop an adequate fit with the needs
and aims of those who use the representations. A combination of epistemic
and nonepistemic considerations will nearly always be relevant to the prac-
tical needs of users. This is significant, because a great deal of real world
decision making about the status and use of representations in actual sci-
entific practice takes place in these mixed contexts of appraisal ði.e., where
both epistemic and practical considerations are relevantÞ. In such contexts,
while epistemic values remain relevant, it can make good sense to allow
nonepistemic values not simply to serve as secondary factors but indeed to
“take priority over” or “override” purely epistemic values. For example, we
have seen in cases of risk assessment and wetland mitigation banking that
models and assessment methods frequently need to provide rapid results, to
be relatively inexpensive to use, and to be applicable to a wide range of cases.
In order to achieve these purposes, it is sometimes necessary to sacrifice ep-
istemic considerations such as accuracy.

We showed that scientists can factor nonepistemic values into their rea-
soning without violating their epistemic responsibilities as long as they adopt
appropriate cognitive attitudes toward the representations and conclusions
that they develop. So, for example, if scientists are accepting a particular
model for the purposes of generating information for policy makers, it is en-
tirely legitimate for them to consider not only whether the model is reason-
ably accurate but also to consider whether it generates information quickly
enough to be useful. This raises the question of what criteria are needed for
determining when nonepistemic values are inappropriately trumping episte-
mic values. Based on our case studies, we suggested two principles as a start-
ing point for further discussion. First, those engaged in practically assessing
models, theories, or hypotheses need to be as explicit as possible about the
goals of their assessments and the roles that nonepistemic values played in
the assessments as a result. Second, nonepistemic values should receive pri-
ority only to the extent that they advance the goals associated with those as-
sessments. Our point is that this further discussion about how to distinguish
appropriate and inappropriate values in science would do well to focus less
on whether values are epistemic and more on whether particular values help
to achieve the purposes for which a particular representation is adopted in a
specific context.
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