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In this paper, we address the architecture of multistandard simultaneous reception receivers and we aim to reduce the com-
plexity and the power consumption of the analog front-end. To this end, we propose an architecture using the double orthog-
onal translation technique in order to multiplex two signals received on different frequency bands. A study case concerning the
simultaneous reception of 802.11 g and Universal Mobile Telecommunications System (UMTS) signals is developed in this
article. Theoretical and simulation results show that this type of multiplexing does not significantly influence the evolution
of the signal-to-noise ratio of the signals. In the same time a 30% reduction of the power consumption is expected as well
as a significant reduction of the complexity.
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I . I N T R O D U C T I O N

Nowadays the market presents a real interest in the develop-
ment of interconnected telecommunication networks based
on radiofrequency (RF) systems. In particular, we can note a
multiplication of new RF standards such as WiFi, WiMax or
the 3G and beyond. Along with the already existing ones,
these new standards allow the operators to offer new and
better services in terms of speed, quality, and availability.
Consequently, in order to handle this important diversity of
telecommunication techniques, there is a growing interest in
developing new front-end architectures capable of processing
several standards.

For the multistandard research domain we can distinguish
two different categories of receivers: non-simultaneous receivers
using switching techniques [1–5] and simultaneous processing
receivers [6]. The state of the art of the multistandard simul-
taneous reception architectures uses the front-end stack-up
technique – each chain being dedicated to the reception of
only one standard. Nonetheless, this architecture is character-
ized by some inconveniences such as the bad complexity-
performance trade-off, but also the price and the physical size.

The goal of the architecture proposed in this paper, subject
of a patent pending [7], is to answer a need generated by the
ambient or sensor network domain, while also not being
restricted to that alone. One of its choke points is the creation
of a powerful gateway node to the exterior world. A solution to
this problem would be the development of a gateway node
that integrates a multistandards simultaneous reception
front-end in order to relay the information carried by a short-
range standard (sensor network using a WiFi standard in our
study case) using a second, long-range standard (UMTS
standard).

Several ideas concerning multistandard single front-end
receiver, capable of simultaneously processing two standards,
have been recently patented [6]. Using only one front-end
reduces the complexity; nevertheless, additional problems
linked to the analog to digital conversion appeared. The
main idea already patented is to decrease the spectrum occu-
pied by the two standards, in the RF domain. This technique
relies on two dedicated parallel frequency translations of the
standards bands in order to bring them closer – without over-
lapping their spectrums – at intermediate frequency. Compared
to the front-end stack-up, the baseband bandwidth that has to
be digitized is clearly increased, imposing thus supplementary
constraints to the analog to digital converters (ADC).

The structure assessed in this article implements a novel
and innovating multistandard simultaneous receiving archi-
tecture using a single front-end. This architecture uses the
double orthogonal translation technique [8, 9] in order to
multiplex the two standards signals by completely overlapping
their spectrums at an intermediate frequency. After the second
orthogonal frequency translation (IQ translation) the base-
band signals are digitized, and then are processed by a
signal processing block that separately demultiplexes the base-
band component of the two standards. A key point of this
structure is the orthogonal mismatches of the translation
blocks, which can be digitally mitigated by a proper signal pro-
cessing [10–12]. In addition, the image frequency impairment
is no longer a problem as each of the standards occupies the
image band of the other.

This paper consists of three parts. Following this introduc-
tion, Section II describes the double IQ principle used by the
image frequency rejection technique. In Section III, a multi-
standard front-end architecture, based on orthogonal multi-
plexing of the two branches, is presented. The last section
details the performance evaluation of such a receiver by
showing some significant simulation results as well as by pre-
senting the implementation of a MMSE method [13, 14] dedi-
cated to the mitigation of the IQ mismatches. Finally,
conclusions of this study are drawn and the follow-up to
this work is provided.
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I I . D O U B L E I Q S T R U C T U R E

In wireless telecommunications, the integration of IQ base-
band translation structures in the receiver chain has become
a common procedure. The simple IQ architecture is usually
used in the receiver front-end design in order to reduce the
bandwidth of baseband signals treated by the ADC.

Meanwhile, this orthogonal frequency translation tech-
nique is also used to eliminate the image frequency default
during the translation steps of heterodyne front-end architec-
tures [9, 10]. The image frequency rejection technique, shown
in Fig. 1, consists in using two orthogonal frequency trans-
lations of the signal. In order to realize this double translation,
three IQ translation blocks are needed. After the double
orthogonal translation, a signal processing block uses the
four baseband signals to eliminate the image frequency signal.

The structure assessed here relies on the advantage of
orthogonalizing the useful signal su(t) and the signal occupy-
ing its image frequency band sIm(t). Even though the spec-
trums of the two signals are completely overlapped after the
first frequency translation, this orthogonalization allows the
baseband processing to theoretically eliminate the image fre-
quency component while reconstructing the useful one.

In order to realize a theoretical study of the double IQ
structure presented in Fig. 1, the components su(t), sIm(t) of
the input s(t) are considered as RF domain signals.
Therefore, these signals can be modeled by the following:

su(t) = Iu(t) cos (2pfut) + Qu(t) sin (2pfut), (1)

sIm(t) = IIm(t) cos (2pfImt) + QIm(t) sin (2pfImt), (2)

where {Ik(t) + jQk(t), j2 ¼ 21, k ¼ (u;Im)} are the baseband
complex envelopes.

Each IQ translation structure multiplies the input by two
908 shifted sinusoids provided by the frequency synthesizers.
The first IQ block uses a local oscillator having a frequency
fLO1 ¼ ( fu + fIm)/2. The two output signals of the first IQ
translation structure sI(t) and sQ(t) can be defined by

sI(t) =LP[ cos (2pfLO1t)s(t)]

=[Iu(t) + IIm(t)]
cos (2pfIFt)

2

+ [QIm(t) − Qu(t)]
sin (2pfIFt)

2
, (3)

sQ(t) =LP[ sin (2pfLO1t)s(t)]

=[Iu(t) − IIm(t)]
sin (2pfIFt)

2

+ [Qu(t) + QIm(t)]
cos (2pfIFt)

2
, (4)

where LP[.] stands for low-pass filter and where the inter-
mediate frequency fIF ¼ fu 2 fLO1 ¼ fLO1 2 fIm. These
equations highlight the overlapping of the useful spectrum
and the image band spectrum after the intermediate frequency
translation, as shown in Fig. 1.

In the second IQ frequency translation step, each of the two
signals sI(t) and sQ(t) are separately multiplied by two 908
shifted sinusoids. As the frequency of the local oscillators is
chosen to be fLO2 ¼ fIF, the four output signals of this
second IQ translation block are translated in the baseband
domain and are characterized by the equations

sII(t) = LP[ cos (2pfIFt)sI(t)] = Iu(t)
4

+ IIm(t)
4

, (5)

sIQ(t) = LP[ sin (2pfIFt)sI(t)] = Qu(t)
4

− QIm(t)
4

, (6)

sQI(t) = LP[ cos (2pfIFt)sQ(t)] = Qu(t)
4

+ QIm(t)
4

, (7)

sQQ(t) = LP[ sin (2pfIF t)sQ(t)] = Iu(t)
4

− IIm(t)
4

. (8)

The four output signals contain the multiplexed baseband
translated information of the two RF components su(t) and
sIm(t). For a mono-standard image rejection front-end archi-
tecture, only the useful component su(t) is interesting, but
both of the baseband translated information can be separately
demultiplexed by two different signal processings, detailed by

suBB(t) = sII(t) + sQQ(t) + j[sQI(t) − sIQ(t)], (9)

sImBB(t) = sII(t) − sQQ(t) + j[sIQ(t) + sQI(t)]. (10)

Each of these series of operations reconstructs one of the
two components while eliminating the other. In fact, by devel-
oping (9) and (10) using (5)– (8), we obtain {skBB(t) ¼ Ik(t) +
jQk(t), j2 ¼ 21, k ¼ (u;Im)}, the same baseband characteriz-
ation as that of the RF input signals su(t) and sIm(t).

The image rejection technique presented here allows a theor-
etically perfect rejection of the image band signal. In fact, the
image rejection ratio (IRR) depends on the gain and phase mis-
matches between the two branches of the IQ translation struc-
tures, and especially on the mismatches relied to the first one
as this frequency translation is generally the largest. For the
receivers using heterodyne process, the image rejection ratio is
the ratio of the intermediate frequency signal level produced
by the desired input signal to that produced by the image
band signal. Depending on the choice of the intermediate fre-
quency, each standard needs a certain amount of IRR.

The orthogonal mismatches are caused by design and layout
defaults such as different line lengths between the two branches
and non-identical mixers, which generate phase and respect-
ively gain mismatches [12]. Supposing that the first IQ stage

Fig. 1. Spectral evolution of the signals in a double IQ image frequency
rejection architecture ( j2 ¼ 21).
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has a gain mismatch DA and a phase mismatch Du, the final
IRR can be modeled by the equation below [11]:

IRR (dB) = 10 log
1 + (1 + DA)2 + 2(1 + DA) cos (Du)
1 + (1 + DA)2 − 2(1 + DA) cos (Du)

[ ]

(11)

In order to provide sufficiently high image rejection to
meet the requirements of the WLAN 802.11 g standard, an
IRR of at least 80 dB is needed. Other wireless communication
standards have similar or more severe requirements [10]. For
a receiver implementing this kind of architecture, the image
rejection is accomplished through a combination between
the front-end’s input elements: antenna, external RF filter,
LNA (low noise amplifier) on one hand, and the image rejec-
tion technique achieved by the double IQ configuration on the
other hand. The state of the art front-end’s input elements can
realize an image frequency rejection of up to 40 dB. Therefore,
in order to achieve a total 80 dB level of IRR it is shown in [11]
that only 0.01 dB gain mismatch and 0.18 of phase mismatch
are allowed for each of the IQ blocks. In fact, for these mis-
match conditions, the remaining 40 dB of IRR are realized
using the image rejection technique.

This high degree of matching is not achievable using only
good design and layout techniques. In order to obtain the
required 40 dB of rejection level, additional minimum mean
square error (MMSE) method have to be used. Such a
method has been developed in the digital domain using a
least mean square (LMS) algorithm [11]. The results show
an IRR level due to the front-end architecture reaching up
to 70 dB. Therefore, we can assume that the total IRR of the
receiver reaches 110 dB. This level of image rejection allows
the elimination of the external band-pass filter, common in
a classical receiver design.

In conclusion, the state of the art of the double IQ mono-
standard architectures offers a good trade-off between the use
of digital signal processing and the complexity of the analog
part of the receiver.

I I I . H I G H I M A G E R E J E C T I O N
M U L T I B A N D R E C E I V E R U S I N G A
D O U B L E I Q F R O N T - E N D
A R C H I T E C T U R E

A) Innovation on the use of double IQ
architecture in the simultaneous reception of
two frequency bands
All the studies presenting the integration of the double IQ
technique use this method in order to cancel the image fre-
quency default in a mono-standard reception front-end. All
of them are using a series of basic operations (additions and
subtractions) between the four baseband signals obtained
after two orthogonal translation steps. This signal processing
allows the elimination of the image frequency component
and the reconstruction of the useful frequency component.

This section assesses the use of the double orthogonal
translation technique to develop a multistandard simul-
taneous reception front-end. In fact, the main idea is to con-
sider that the signal from the image band becomes another

useful signal. The architecture and the spectrum evolution
of such a receiver, capable of treating simultaneously two stan-
dards, are developed in Fig. 2. The input, composed of two
different frequency bands signals, is processed by a first
orthogonal translation block. The frequency of the oscillator
used by this stage is cleverly chosen in such a manner that
each of the two useful signals occupies a spectrum in the
image band of the other. Therefore they are translated
around the same intermediate frequency by the first IQ
block. After this first translation, the bandwidth of the
useful signal is equal to the larger of the two initial band-
widths. After the second translation stage, the four baseband
signals thus obtained are used by a signal processing block
to demultiplex the two initial useful signals.

Two parallel processing are made, each of them composed
of a series of basic operations, as described in the previous
section by (9) and (10). Each of the two parallel processing
reconstructs one of the two useful signals, while rejecting
the other. As a result, the output signals of this final block
are the baseband translated components of the two useful
signals. The theoretical development of this process is the
same as the one of the image rejection structure presented
in the previous section. Instead of considering that the RF
input signal is composed of a useful signal su(t) and its
image band signal sIm(t), for this multistandard architecture
the two signals s1(t) and s2(t) are considered to be useful,
each of them being the image signal for the other. The differ-
ence consists in the fact that, if the monostandard image rejec-
tion architecture implements only one of the signals’
processing in order to recover the useful signal, the proposed
architecture implements two dedicated signal processing in
order to recover both useful signals. As this dual signal proces-
sing is easier to implement in the digital domain, the
analog-to-digital conversion step is realized after the second
translation.

Similarly to the case of the image band rejection, the rejec-
tion of the complementary signal, which is theoretically
perfect, depends on the degree of the matching between the
orthogonal branches of the IQ translation blocks. If the
image frequency rejection was accomplished through a com-
bination between the analog parts (RF filter, LNA) and the
image rejection configuration, the rejection of the comp-
lementary signal relies here only on the structure rejection.
Therefore, the maximum rejection level that can be reached
using only the state of the art IQ mixers is only 40 dB [9].
By using an additional MMSE method to reduce the mismatch
between the orthogonal branches of the IQ blocks, the rejec-
tion factor can reach up to 70 dB. Depending on the choice

Fig. 2. Double IQ structure able of receiving two different signals ( j2 ¼ 21).
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of the telecommunication standards, this rejection level may
not be sufficient. Therefore, the choice of the standards sup-
ported by a receiver implementing this type of architecture
could be limited by this rejection factor.

Another sensible point of this structure is the gain control
stage. For a classical monostandard front-end, the automatic
gain control (AGC) is an adaptive system. The average
output signal level is fed back to adjust the gain to an appro-
priate level for a range of input signal levels. The automatic
gain control adjusts the power lever measured in the useful
signal frequency band. For this type of multistandard architec-
ture, the gain control cannot separately adjust the power of the
two signals. In consequence, severe dynamic constraints will
be imposed to the sampling stage as the ADC dynamics are
strictly linked to the signal power variation.

In conclusion, this type of multistandard simultaneous
reception architecture confers a low complexity to the
analog part of the receiver, but requires a special signal proces-
sing in order to have a relatively good performance. On the
other hand, this structure requires severe implementation
conditions such as those imposed to ADC by the position of
the automatic gain control.

B) High image rejection multistandard
receiver using a double IQ front-end
architecture
One of the weak points of the previously presented structure is
the gain control stage that cannot separately control the power
of the two different frequency bands. This inappropriate
power control can lead to poor performance during the final
digital processing stage. In order to improve this aspect, we
propose to parallelize the input stages of the front-end, each
branch being dedicated to the processing of only one standard.
This way, the automatic gain control can separately handle the
two signals, before realizing the first orthogonal frequency
translation, as shown in Fig. 3.

The parallelization of the input stages of the front-end
imposes the use of two dedicated antennas, two dedicated RF
band filters, and two dedicated LNAs. The gain control stage
is realized by the input stages, each LNA being dedicated to
the gain control of one of the signal. Once the two signals are
well filtered and amplified, an addition of the two outputs is
made. The resulting signal is then processed by a double orthog-
onal translation structure similar to that presented before.

In order to estimate the performance of such architecture,
especially in terms of complementary signal rejection, a study
concerning the reception of one of the signals s1(t) will be
done, the other signal s2(t) reception being treated by analogy.

In comparison to the previous architecture, the addition of
the parallel branches’ outputs generates supplementary para-
sitic signals that can degrade the final signal-to-noise ratio
(SNR) of the two useful signals. Each of the two antennas
receives a signal composed of two components –s1(t) + s′2(t)
for the A1 antenna and s′1(t) + s2(t) for the A2 antenna,
where s1(t) and s′1(t) are the same transmitted signals after
two different propagation channels, as well as s2(t) and s′2(t).
The parasitic components s′2(t) and s′1(t) are filtered by the
input stage of each dedicated branch – antenna, RF band
filter, LNA – but even when attenuated like this, these com-
ponents have to be taken into account while studying the
useful signals’ SNR evolution.

In fact, the output signal of the adder is mainly composed
of four components:

Adderout(t) = G1s1(t) + G2s2(t) + G′
1s′1(t) + G′

2s′2(t), (12)

where the coefficients G1, G2, G′
1, and G′

2 are the gains that the
two input parallel branches of the receiver induce to each of
the four components.

In order to evaluate the SNR evolution of the useful signal
s1BB(t) after the demultiplexing stage, the evolution of the
parasitic signals s′1(t), s2(t), and s′2(t) compared to that of
the useful signal s1(t) have to be taken into account:

– The s′2(t) signal is attenuated by the input blocks of the
branch dedicated to the treatment of s1(t). The state of
the art of the antennas, of the RF band filters and of the
LNA can generate 40 dB of rejection of s′2(t) for an architec-
ture such as that of Fig. 3. In addition to these 40 dB of
initial rejection, the double IQ structure, associated with a
MMSE digital method, can realize up to 70 dB of rejection
of the signal from the image band. This means a rejection of
up to 110 dB of the parasitic signal s′2(t).

– The s2(t) signal undergoes up to 70 dB of rejection com-
pared to the useful signal s1(t). This rejection is generated
by the double IQ structure, similar to that of s′2(t), as the
two signals occupy the same frequency band after the
addition of the two branches. In addition to this rejection,
another element to be taken into account, when studying
the influence of s2(t) on the SNR of s1(t), is the dedicated
power control stage. In fact, the worst case scenario is
characterized by the fact that s1(t) is at its lowest power
level and the parasitic signal s2(t) is at its highest. This
means that s2(t) has its highest effect on the degradation
of the useful signal. On the other hand, the power control
will amplify s1(t) compared to s2(t) before the addition
step. The influence of the parasitic signal on the useful
signal is therefore decreased. The state of the art of the
power control [15] can provide up to 35 dB between the
minimum and the maximum amplification. Therefore, for
the worst case scenario the s2(t) signal undergoes a
105 dB rejection compared to the useful signal s1(t).

– The s′1(t) signal, along with s2(t), is one of the two com-
ponents of the RF signal received by the A2 antenna. This
signal does not undergo a rejection due to the double IQ
structure as it occupies the same frequency band as the
useful signal after the addition step. Compared to the
useful signal s1(t), the only rejection that s′1(t) will
undergo is realized by the input elements of the front-end.
In fact, as this signal is received by the s2(t) dedicated
branch, the input elements will realize an attenuation of
up to 40 dB. As s′1(t) and the useful signal s1(t) are not
received by the same antenna, even if they are generated
by the same transmitter, a phase shift and a gain shift
between the two signals appears during the hertzian trans-
mission. For an additive white Gaussian noise (AWGN)
transmission channel, the phase shift between the two
signals can go from 0 to 3608, but the gain shift can be
ignored. For this case, where the two signals s′1(t) and
s1(t) have the same power level at the input of the front-end,
the 40 dB attenuation of the parasitic signal s′1(t) achieved
before the addition step ensures a 40 dB SNR of the
useful signal s1(t) in the baseband domain. This SNR level
induces a very good reception quality. In the case of a
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multipath channel, the gain shift cannot be ignored when
treating a multi-antenna reception. This is due to the
spatial diversity of a multi-antenna system. Meanwhile, if
the spacing between the two antennas is little enough, the
gain shift between the components of the same signal can
be neglected. Therefore, the conclusions are similar to
those of the AWGN channel scenario.

Considering all these arguments concerning the additional
parasitic components, it can be considered that the SNR evol-
ution of the useful signals is the same as that of a signal
received by a front-end stack-up receiver. Therefore, the
single front-end multistandard simultaneous reception struc-
ture presents similar performance as a front-end stack-up
structure. Moreover, a power-complexity comparison study
reveals that the single front-end structure is less complex
and it realizes a 30% power consumption gain – more
details could be found in [16]. Furthermore, another of the
advantages of the single front-end receiver is the elimination
of the image rejection RF filters. This represents a real com-
plexity gain as these external components, used to mitigate
the impact of the image band signal, can not be integrated
on-chip. In the proposed architecture, these components are
replaced by a cheaper, on-chip and especially more flexible
signal processing.

I V . E V A L U A T I O N A N D
P E R F O R M A N C E

The high image rejection multistandard receiver using a
double IQ front-end architecture allows the simultaneous
reception of two different frequency bands. In order to vali-
date the theoretical study, a first implementation was simu-
lated using the ADS software (advanced design system)
provided by Agilent Technologies [17]. This simulation plat-
form allows a very realistic and trustworthy evaluation of
expected performance prior to any prototyping. The selection
of the standards used for this implementation was influenced
by their complexity and their deployment as well as by their

complementarities in terms of transmission range. These par-
ameters, along with a direct utility of such a structure in the
sensor network domain, directed our choice towards the
IEEE 802.11 g [18] and the WCDMA-FDD [19]. Regarding
this choice, an important point that should be underlined is
the implementation constraints imposed by the standards
dynamics, but especially by those of the WCDMA-FDD.
These dynamics constraints make this standards’ choice
implementation the most delicate.

In order to realize a good performance comparison
between the multistandard single frond-end receiver and the
front-end stack-up, the models of the blocks used during the
simulation have the same typical metrics (gain, noise figure,
1 dB compression point, third-order interception point) for
both cases. The global characterization of the multistandard
single front-end receiver is presented in Table 1.

During this study, it will be considered that the metrics of
the blocks used by the two parallel input branches are similar
and therefore the performance offered by the front-end for the
two standards is identical in terms of noise figure, gain, and
third-order intercept point.

Fig. 3. High complementary standard rejection architecture ( j2 ¼ 21).

Table 1. Metrics used for the simulation of the multistandard single
front-end receiver.

Symbol SI unit Value

NF dB 6
IIP3 dBm 212
Maximal gain AGC dB 25
Minimal gain AGC dB 210

Fig. 4. 802.11g and WCDMA BER evolutions during multistandards
simultaneous reception using the front-end stack-up and the single
front-end receiver.
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A) Evaluation of the impact of the IQ
mismatches
The first results – Fig. 4 – represent the evolution of the two
standards bit error rate (BER) depending on their SNR level
at the antenna. This BER evolution was observed using both
the multistandard single front-end and the front-end
stack-up structures as receivers. Here, the wireless trans-
mission channel was chosen to be AWGN whereas the trans-
lation blocks are considered to be ideal in terms of IQ
mismatches. During the simulation of the reception of one
of the standards, the antenna power level of the complemen-
tary standard is set to the maximum level so that its parasitic
influence is the highest. Under these conditions the two stan-
dards BER evolutions are almost identical for both types of
receivers.

In the third section, we have developed a theoretical study
that underlines the importance of the IQ mismatches for the
performance of a receiver using a double orthogonal trans-
lation. For this type of receiver, it is necessary to realize a
good rejection of the image frequency band. In fact, this rejec-
tion relies on two different sources: the gain control realized in
the RF domain and the image band rejection realized by the
double IQ structure, depending on the IQ mismatches. In
order to estimate the impact of the orthogonal mismatches
on the evolution of the two standards BER a second set of
simulations is realized. The receiver’s metrics used during
these simulations are the same as those presented in
Table 1, except for the gain dynamics of the AGC which
take two different values of 35 and 40 dB.

Concerning the power level of the signals at the antenna,
while testing the influence of the IQ mismatches on the BER
of one of the standards, the power level of the complementary
standard is maximal, whereas the power level of the concerned

standard is at its reference level (the minimum power level
that ensures a certain quality of service). For our study case,
the concerned power levels lead to a 1023 level of BER,
when considering no IQ mismatch conditions.

For each standard, two normalized BER evolutions are pre-
sented in Fig. 5. Depending on the AGC dynamics, the comp-
lementary signal will be attenuated by a certain amount
compared to the useful signal. Another rejection step is then
realized by the IQ structure, this one being dependent of the
orthogonal mismatches.

Simulations show that the BER performance of the receiver
depends, on one hand, on the AGC gain dynamics and, on the
other hand, on the orthogonal IQ mismatches. For an AGC
gain dynamics varying from the state of the art 35–40 dB,
the BER can triple for the same power levels and mismatch
configuration. It can also be observed that, under significant
orthogonal mismatches conditions, the influence of the comp-
lementary standard (at its maximum power level) on the
useful one’s SNR leads to a BER six times higher.

Fig. 5. 802.11g and WCDMA BER evolutions versus gain and phase imbalance of the IQ translation blocks. Two series are dedicated to each BER evolution for an
AGC gain dynamics of 35 and 40 dB, respectively.

Fig. 6. Digital context-aware method used to mitigate the influence of IQ
mismatches in a double orthogonal translation receiver.
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B) Digital algorithm dedicated to the
mitigation of the IQ defaults influence
In order to mitigate the influence of the IQ mismatches on the
quality of the signals processed by the proposed receiver struc-
ture, a digital adaptive method has been implemented. It is
composed of a mix between a light power consumption itera-
tive LMS algorithm and a power greedier single matrix inver-
tion (SMI) algorithm.

The scenario considered here involves a continuous recep-
tion of a 802.11 g signal while the WCDMA (UMTS) signal at
the antenna has a random power level. It is also supposed that
the IQ mismatches have a slow variation (with respect to the
frame duration).

Based on (11) and on the system model presented in the third
section, the two signals sBB

WLAN and sBB
UMTS, obtained after the

digital demodulation can be modeled by the following equation:

sWLAN
BB = asWLAN

RF + bsWLAN∗
RF , (13)

sUMTS
BB = asUMTS

RF − bsWLAN∗
RF , (14)

where sRF
WLAN and sRF

UMTS are the baseband translation of the
RF signals at the output of the AGC stages.

The a and b coefficients depend directly on the gain mis-
match DA and on the phase mismatch Du:

a = (1 + (1 + DA)e−jDu)/2, (15)

b = (1 − (1 + DA)ejDu)/2. (16)

The a/b ratio is directly proportional to the IRR, as it rep-
resents the attenuation of the image band signal compared to
the useful baseband signal. In the followings, we choose to
focus on the reception of the WLAN signal and to consider
the UMTS signal as interference, the UMTS dedicated
method being analog to that used for the WLAN. For this
study case, the adaptive correction method is estimating b

by a weight w.
This estimation uses the two signals from the output of the

digital demultiplexing stage and a known training sequence –
two long preamble symbols of the 802.11 g signal. Once the
estimation step is finished, the weight is multiplied with the
sBB

UMTS signal and the result is subtracted from sBB
WLAN, as

shown in Fig. 6. Consequently, the interfering sRF
UMTS com-

ponent of the sBB
WLAN signal becomes insignificant.

The estimation is done by a context-aware method using
either a LMS or a SMI algorithm [13, 14]. The LMS algorithm

is an iterative method using the MMSE technique in order to
minimize the difference between the received signal and a
training sequence. For our study case, each of the iterations
implies the following operations:

sOUT (n) = sWLAN
BB (n) − w(n)sUMTS∗

BB (n), (17)

error(n) = sOUT (n) − sWLAN
REF (n),

w(n + 1) = w(n) + m error sUMTS∗
BB (n),

where sREF
WLAN is the training sequence of the 802.11 g signal

and m is the algorithm step size.
Simulation results show that the algorithm manages to

mitigate the influence of IQ impairments. In addition, for a
continuous 802.11 g and UMTS simultaneous reception,
LMS manages to adapt to the slow IQ impairments variation.
A major drawback of the LMS algorithm is the small precision
for the case of a weak power level of the complementary
UMTS signal. But this is not a major problem for this input
power level case. The real inconvenient is related to the con-
vergence of the LMS algorithm. In fact, if the power level of
the UMTS dedicated branch changes from 2107dBm to a sig-
nificant level (about 280 dBm), the LMS algorithm has to
converge once again in order to offer a good precision.
Simulation results show that, in order to converge to an esti-
mation precision allowing a supplementary 20 dB of IRR, the
algorithm needs up to 10 000 samples. Knowing that the two
802.11 g preamble symbols provide 128 samples of training
sequence per frame, it takes up to 80 frames for the algorithm
in order to grant a sufficient precision. We conclude that this
algorithm can provide an adaptive mitigation of the influence
of the IQ impairments, but it cannot manage an arbitrary
power variation of the complementary signal.

In order to overcome this sensitivity of the LMS algorithm,
a solution is the use of this adaptive algorithm only when the
complementary signal sBB

UMTS has a given power level. But
this means that during the absence of the UMTS signal, the
algorithm cannot adapt the estimation to the variation of
the IQ mismatches. Therefore, each time the UMTS signal
power changes from an insignificant to a consistent level,
the LMS has to converge in order to evaluate once again the
IQ mismatches that could have changed during the absence
of the UMTS signal. The chosen solution in order to tackle
the UMTS signal fluctuating power level is the use of a SMI
algorithm [14]. The advantage of this algorithm is its estimat-
ing performance when using a relatively small training
sequence – 128 samples of the two 802.11 g preamble

Fig. 7. WLAN BER versus SNR for different configurations and for different study conditions: different AGC dynamics, implantation of the MMSE method
dedicated to the mitigation of the IQ mismatch influence.
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symbols for our study case. Compared to the continuous esti-
mation approach of the LMS algorithm, the SMI has a block
adaptive approach. Instead of using an iterative approach in
order to estimate w, it uses the entire training sequence for
a matrix inversion operation. Simulations results show that
a training sequence of 128 samples is sufficient for the SMI
algorithm in order to ensure a supplementary 20 dB rejection
of the UMTS complementary signal. However, the main
drawback of this type of algorithm is its complexity and
power consumption compared to the LMS. Consequently,
the optimum solution for an adaptive IQ mismatch correction
algorithm is a context-aware method depending on the power
level PUMTS of sBB

UMTS:

– If the current PUMTS is bigger than a chosen detection level,
the decision on which algorithm to be activated depends on
the PUMTS level of the previous frame:
W If it was smaller than the detection level, the SMI is

activated in order to find the optimum w weight by
using only one 128 samples training sequence.

W If it was bigger than the detection level, the LMS algor-
ithm is activated in order to be able to adapt to the IQ
mismatches slow variation.

– If PUMTS is smaller than a trigger level, none of the two
algorithms is activated in order to estimate the w weight.

C) Results
This context adaptive method was implemented using Matlab
software. In the beginning, in order to have more eloquent
results, this implementation was incorporated in an ADS/
Matlab co-simulation platform that includes an accurate
ADS model of the analog double orthogonal front-end.
Figure 7 presents several BER evolutions as function of the
802.11 g signal’s SNR. These results reveal that, for different
levels of the gain control and therefore of the interfering
signal, the influence of the IQ mismatches – the ADS model
integers constant 0.3 dB and 18 of gain and phase missmatch,
respectevly – is mitigated by the digital adaptive method.

Furthermore, the performance of the proposed architecture
is compared to those of a dedicated front-end stack-up.
When the MMSE method is used along with the proposed
structure, the simulation shows that the performance is iden-
tical with those of the front-end stack-up.

In order to further validate these simulation results we used
a RF platform that integrates a real transmision channel. On
the emmiter side, this platform is composed of two E4438C
signal generators, capable of realizing a simultaneous trans-
mission of an UMTS and a 802.11 g signals. The measure-
ments were made by using a real line of sight channel close
to the AWGN conditions. In order to realize the simulata-
neous reception of the 802.11 g and UMTS signals, the two
RF signals are first recorded using a 89600 vector signal ana-
lyzer. The two recorded RF signals are processed using the
ADS software provided by Agilent technologies [10] (Fig. 8).
During this measurements campaign, we focused on the
802.11 g reception while the UMTS signal is considered as
interfering. In order to validate the context awareness of the
adaptive method, the source generating the interfering signal
is arbitrarily turned on. The power level for this source is
chosen in such a manner that the UMTS interfering signal
has a power level of 230 dBm at the input of the receiver.
The results presented in Fig. 7 are validated for a BER going
from 1022 to 1023, the MMSE algorithm allows to the
double IQ structure to overcome to the IQ mismatch sensibil-
ity and to reach the performance of the dedicated front-end
stack-up.

We therefore conclude that the performance of a single
802.11 g dedicated front-end and that of the proposed multi-
band simultaneous reception structure is practically identical
when the adaptive method is used.

V . C O N C L U S I O N

In this article, a novel multistandard simultaneous reception
architecture was presented. Expected performance of its

Fig. 8. RF test platform used to realize a simultaneous 802.11 g and UMTS reception.
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implementation has been presented for a particular study case
– simultaneous reception of two signals using the 802.11 g and
UMTS standards. Compared to the stack-up dedicated
front-ends structure, the architecture assessed here uses an
innovating double IQ multiplexing technique in order to use
a unique front-end for the simultaneous reception of two arbi-
trarily chosen frequency bands.

The theoretical study shows that the performance of a
receiver using this single front-end architecture along with a
MMSE digital method is similar to that of a front-end
stack-up receiver. These results are validated by simulation:
an accurate Agilent ADS model of the proposed front-end
architecture was integrated in a co-simulation platform
along with a Matlab developed digital method and with a
real radio-channel transmission.

The complexity decrease offered by the use of a single
front-end engenders a power consumption gain of 30%. If
we also take into account the fact that the performance
offered by the proposed structure is similar to those of the
front-end stack-up architecture, we can conclude that the
proposed architecture offers a much better performance-
complexity-power trade-off.

The need of low power front-end capable of receiving a dis-
continuous spectrum signal has become real interest since the
3GPPP announced that the LTE-Advanced standard will use
this type of signals for the downlink transmission [20].
Therefore, one of the issues that still has to be addressed
turn around the implementation of this type of front-end in
a LTE-Advance receiver. Another interesting idea concerns
a possible multi-antenna multi-band simultaneous reception
technique using the principles of the architecture assessed in
this article.
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