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Abstract

This paper presents a methodology for assessment of diagnosability of mechanical and hydraulic systems. The method
is developed on the basis of relationships between system performance parameters and physical objects, that is, com-
ponents of the system. These relationships are identified by system functional domain and are modeled in terms of a
bipartite graph, called Diagnosability Bipartite Graf®BG). A matrix called Diagnosability MatrixDM ) represents

the DBG. Various diagnosability parameters of the system are derived from the DBG and the DM and these are useful
in evaluation and comparison of design variants of the system. These parameters: are maximum number of set conflicts
(MNS), maximum number of components in a set conflMiNCS), diagnosability effort and co$DEC), and average

merit of diagnosabilitf AMD). The design having the lowest value of MNCS, AMD, and DEC; and highest value of
MNS has the highest diagnosability. On the basis of these, a best design alternative is selected from diagnosability point
of view. Moreover, components, which have poor diagnosability, are also identified. Maximum number of set conflicts
(MNS) also guides in system fault diagnosis. The proposed procedure aids in the design and development of main-
tainable systems from diagnosability consideration. The method can also be used for evaluating and comparing the
diagnosability of the systems. This method is illustrated with the help of two examples.

Keywords: Diagnosability; Bipartite Graph; Performance Parameter; System Design; Fault Diagnosis; Artificial
Intelligence

1. INTRODUCTION localization of faulty line replaceable unit is still a major
cause of concern. Two main reasons for this are: increasing
Fault identification and localization of a system constitute acomplexity of the systems, and the nonincorporation of di-
major portion of downtime due to poor its diagnosability. agnosability at design stage. In addition, diagnosability pro-
System diagnosability is characteristic of the system desigeedures are not well documented and are not user friendly
and is facilitated by its features, such as malfunction annunto the maintenance person. It is possible to enhance diag-
ciation and fault isolation. In addition, it is also dependentnosability of a mechanical system, if the designer takes into
upon accessibility, modularization, support equipment, skillconsideration diagnosability at its design stage considering
of maintenance person, and documentation. All these facall its features. Various methodologies have been applied
tors contribute to enhance system diagnosability at its opfor evaluation of diagnosability of the systems. Some of these
erational stage. In recent years, expert systems, neurake discussed under the literature review.
network and condition monitoring in conjunction with ar- Al model-based diagnosis has been suggested for elec-
tificial intelligence (Al) have been applied to improve di- tronic devicesDe Kleer, 1979; Davis et al. 1982; Davis,
agnosability for various systems. But, identification and1984: Forbus, 1984; Genesereth, 1984; De Kleer & Wil-
liams, 1987; Reiter, 1987; Tzafestas, 1989; Larsson, 1994,
1996. In general, computational complexity of the model-
based diagnosis grows rapidly with the complexity of the
_ Reprint rgquests to: M.F_. Wan_i, Industrial Tribology, M_achine I_Dynam— system model. Moreover, model-based diagnosis is suited
ics and Maintenance Engineering CentrEMMEC), Indian Institute ' ¢0 i 1 s of electronic circuits and similar domains and
of Technology, Delhi, New Delhi 110016, India. E-mail: wani@
itmmece.iitd.ernet.in not for mechanical systems. Failure mode and effects analy-
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sis(FMEA) has been applied for reliability and safety analy- quirement is to provide a metric to designer, which can be
sis of systems at design stag®ellinger, 1966. FMEA is  used at design stage for the evaluation of diagnosability, in
useful to identify critical components and assemblies conparticular for a new design, in a convenient and efficient
sidering their failure effects. Although it provides direc- way. As such, there is no appropriate procedure available
tions to incorporate malfunctions annunciation for the criticalto the designer. Diagnosability can be modeled if the rela-
components and assemblies of the system, yet it cannot hmnships between system performance parameters and
used for the diagnosability evaluation of the system. Morecomponentgassemblies of the system are represented in
over, this is applied when hardware details of the systenan appropriate and convenient way. This can be accom-
are known. plished by using graph-theoretic concepts.

Diagnosability evaluation for the system has been initi- In this paper, diagnosability modeling and diagnosability
ated based on design checklists and scoring criteria und@valuation of mechanical systems is suggested. The sug-
maintainability consideratioDOD, 1984. In this method, gested approach is not only valid at its conceptual and hard-
diagnosability is evaluated in terms of score value 0, 2, or 4vare design stages of the system, but also at the operating
based on capability of fault or malfunction localization of stage of the system. This is achieved by identifying rela-
the system including its Built-In-Test EquipméBITE) fea-  tionships between functions and physical objects. These re-
ture. This scoring method is subjective, and diagnosabilityationships determine the connections between performance
of the system cannot be ascertained. Mathematical modefsarameters and physical objects. This relationship is mod-
have been used to define false-alarm probability, alarm deeled in terms of Diagnosability Bipartite GrapbBG) and
fect, and fault localization for mechanical and electronic sys-also in terms of Diagnosability Matri@©M ). Various diag-
tems(IEC, 1994. These models are based on probabilitynostic parameters are obtained from these models, which
approach and are applicable only to BITE. Three principlesaid the designer in evaluating and comparing the diagnos-
of testability characteristics of equipment have been proability of various design variants of the system.
posed to evaluate the diagnosabili§owalski, 1988. These
are fault-detection capability, fault-isolation capability, and
fault-alarm rate for measuring the failures detected by the, DIAGNOSABILITY MODELING
system, ambiguity associated with the fault-isolation activ-
ities, and rate of deceleration of detection of failure, respecAdesign process s initiated by transferring customer require-
tively. These measures are more suitable for detecting anghents into design parameters or functional requirements
isolating faults to some reasonable subset of the system, s8racewell & Sharpe, 1996; lwasaki & Chandrasekaran, 1992;
that repairs can be accomplished in a reasonable time. HovRian & Gero, 1996 The main function is decomposed into
ever, this methodology is not suitable for measuring the divarious subfunctions depending upon, its complexity, and then
agnosability of components and systems. A robust modetransformed to design objects. The design object is physical
has been proposed for diagnosability evaluation, using hiebject, that is, component or assembly, also called physical
erarchical model scheme and failure probability of compo-domain(Suh, 1990. The physical domain represents com-
nents and assembli¢blakakuki et al., 1992 The authors ponents or assemblies of the system, which fulfil the func-
claim its applicability to electronic and mechanical sys-tional objectives to achieve the desired output. As such, the
tems. However, its application to an electronic system haslesired output of the system depends upon the behavior of ev-
only been demonstrated. Moreover, as this depends upaery individual component. A performance parameter is re-
the probability of failure of component and systems, andated to functioning and behavior of the physical object, that
can, therefore, be applied to the existing designs only. Diis, itis in fact a feature or specified measurable attribute of a
agnosis based on explicit means-end models has been dehysical object, assembly or system, such astemperature, pres-
veloped and applied to process plagitarsson, 1994, 1996  sure, vibration, noise, wear etc.

Diagnosability-evaluation methodologies have been devel- The relations among functional requirements and physi-
oped for mechanical systems for new and existing designsal objects are established first at the system conceptual-
(Clark & Paasch, 1996; Murphy & Paasch 1997; Paasch &lesign stage. Therefore, the relationship between performance
Ruff, 1997). These methodologies use the concept of relaparameter§PPg attributed to functions and physical ob-
tionship between functional hierarchy and physical hierarjects(POs is developed. If the functional independence be-
chy of the system to determine the various parameters faween the physical objectsis maintained, thatis, no functional
diagnosability evaluation. Although, this approach ad-sharing exists, diagnosability is forthright. If the indepen-
dresses the basic requirement of evaluation of diagnosabitience of the functionis not sustained, a physical object, which
ity in mechanical systems, the proper modeling of thetakes partin the highest number of functions is likely to be a
diagnosability has not been suggested. Moreover, it is natandidate in locating the fault. However, this needs further
convenient to use this methodology when the number of retesting for its confirmation. This reduces the diagnosability
lations between functions and components increases.  of this component, in particular, and the system in general.

It is apparent, that the diagnosability evaluation of me-Therefore, the relationship between PPs and POs need to be
chanical systems is still far from complete. The main re-modeled to develop a procedure for diagnosability evalua-
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tion of components and assemblies of the system. This, how- m (O~ O e

ever, needs appropriate and efficient representation of PPs and

POs and their relationship with one another. Graph-theoretical 2 O— mOL

models provide a suitable framework for representing these m3 (O O ¢

relationshipgDeo, 1974. e O
It has already been discussed that main function of the “ ¢

system is decomposed into various subfunctions for under- ms (O (O ¢s

standing and development of its design. The functional re-
quirements are transformed into POs to build an artifact.
These functions are measured in terms of PPs. Assuming
the number of PPs is equal to the number of POs, which

means each performance parameter is able to monitor the | this case, the diagnosability is forthright, as the per-
functioning of each component independently to underomance parameters are able to isolate the faulty compo-

Fig. 1. Diagnosability bipartite graph—simple case.

stand the behavior of the system. _ nent directly, that is, without further testing. This is
Let us say the number of PPs is a Bgthat is, substantiated by the adjacency in the DBG, that is, every
node inM is matched against only one nodeln There-
N={m|m EN,i =12y} (D fore, adjacency of the DBG indicates the diagnosability of
) . the system design.
and POs is a se, that is, Let ‘r’ represents subset of nodes of PPs in M aithe
number of adjacent nodes of subseMfn D. The value of
V={yly€V,j=12,..7, (2 (r — s) indicates the adjacency for any valuerdfetween

the nodesvl representing the PPs, to nodedimepresent-
wheren; andv; represent the PP and PO of a system undefng the POs. The value o¢f — s) is adapted to compare the
consideration, angt andz are its total number of PPs and diagnosability of the component and the system. For better
POs, respectively. There exists a relationship between thgiagnosabilityy = s, that is, the value ofr — s) is equal to
PPs and POs depending upon the functional sharing of POg. A lower value of(r — s) (i.e., < 0) indicates a higher
This functional sharing relationshiiRy, ) is represented by - rejationship between the nodeshfandD. It means func-

aset. tional independence is not sustained, and the PPs cannot iso-
late the faulty component without further testing. For subset
Rw CN XV )  ofr=1inM,thatis{m,}, {m,}, {ms}, {m,}, and{ms} has
only one node adjacent to thembin thatis,{d, }, {d,}, {ds},
Rav = {(ni,v)[n € N v € V. @ {d,}, and{ds}, respectively, as shown in Figure 1.

. ) o Forr =1, for the above graph, the valuessand(r — s)
The expressiofn;, v;) € Ryy means relationship exists be- gre optained from E¢9) and these are as:
tweenn; andv; and this relationship is represented in terms

of a diagnosability bipartite grapigpg, that is, Adjacent Node
Subset Value in D for Value Value of
Gpg = (M, D, Ryp) (5) of M of r Subset oM of s r—s
{my} 1 {d,} 1 0
Ruwb C M X D (6) {m,} 1 {d,} 1 0
{ms} 1 {ds} 1 0
M={m,:p=12,..} (7) {mg} 1 {d,} 1 0
{ms} 1 {ds} 1 0
D={d:q=1,2,..}, (8)

In this case, the minimum value ¢f — s) = 0, which

yvhereM is the set of node; representing PPs and qndicates higher diagnosability, because the PPs can isolate
is the set of nodes representing the POs. The expressigp faulty component directly.

(my, dq) € Ryp means that noden, representing per- 1 is aiso inferred that if = 1 andr — sis less than 0.
formance parameter is related to nodgrepresenting
physical object of the DBG. r—s<0r=1. (10)

A DBG for a simple case is shown in Figure 1, in this
casep = q. In this DBG, the relationship between PPs andThis means for = 1 subset oM, that is,m, has more than
POs is subset of nodes of PPs, € M adjacent to set of one adjacent node i, that is,d,’s and it indicates poor
nodes POsl, € D and is represented as: diagnosability of the system.
The relationship between PPs and POs is not always as
Rvp = {(my,d),(my, d3),(M3, d3),(My, da),(Ms,ds). (9 indicated in Figure 1. In general, number of PPs is less than
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dy and
dp 6
m,Rd,, ford, & () m,
m1 d3 i=1
ma dL 6
O/O m,Rds, fords & () m,
m, O aOLD 6
m, Rd;, for ds & ﬂ m;
mg O\O d7 - i=1
meg d8 6
O\g MRy, for dy & () m,
dg - i=1
dio 5
Mg R, d; o, for dg, dyp & ﬂ m;. (13
Fig. 2. Atypical diagnosability bipartite graph. i=1

This helps to find out a set of suspected components for a

POs, and, as such, functional independence cannot be maiperformance parameter and is called a set conflict. This is

tained, that is, functional sharing exists. In such cases, threepresented as:
PPs cannot explicitly isolate a faulty component, without

further testing a set of suspected system components. This

is shown in Figure 2 for a more general case. Ferl, the
subset oM adjacent to vertices @b indicates the relation-
ship between PPs and POs. The seRgf, is equal to, that
is,

oo vy o (14)

The set conflict also helps to determine the total number
of set conflicts. One can identify number of all possible set
conflicts, and is called maximum number of set conflicts
(MNS) for a system. This is the first diagnosability param-
Rup = [y, (dy, o)} {M. (0, dis, )b {Ma. (0, do), eterto evaIL_Jate sy_stem-design alternatives. The value_of this

parameter is obtained from Eq4.2) and(13). The maxi-
{my.(ds, ds, do)}{ms, (d7, de)}.{Me. (05, do, d10)1]. (11) mum number of set conflicts for the above two cases, that

This indicates functional interdependence exists. There caly’ Figures 1 and 2 are obtained and are as below:

be more than one suspected compori®®9 attributed to

the faulty PPs. This may lead to poor diagnosability. From (cy)
Eq. (11) the value ofsand(r — s) are: (d2)
(d3)
Adjz_acent Nodes (dy)
Subset Value in D for Value Value of
of M of r Subset oV ofs r—s (ds) (15
m, 1 d;,d,. 2 -1
}mzi 1 {§2vd312d}4} 3 -2 and
{ms} 1 {d,,ds} 2 -1
{m,} 1 {d,, ds, dg.} 3 -2 (dy)
{ms} 1 {d;, dg.} 2 -1 (dy)
{mg} 1 {ds, dg, d 0.} 3 -2
(d3)
The minimum value ofr — s) is —2, which is<0 in this (da)
case. This means PPs cannot isolate the faulty component (ds)
without the further testing, and the diagnosability is evi- (de)
dently poor compared to simple cadég. 1). This case, is q
inferred as: (d7)
(dg)
{mi} N {m,} = {d,} = m; Om;Rd, (do, dyo). (16)

{me} 1 {ms} 0 {My} = {da} = m, DM M, e The number of set conflicts in first caéigure 1 is equal

{fms} N {m,} = {ds} = ms DM, Rd to five. These form the MNS. Similarly, the MNS for the
- second case, that is, Figure 2 are obtained using 1.
{ms} N {me} = {dg} = ms DmsRak (120 and are equal to nine.
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The maximum number of elements in any set conflictin-MNS means more number of set conflicts. The DBGs rep-
dicates the maximum number of suspected components faesented by Figuresl and 2 are not the design variant of the
performance parameter PPs. If the number of candidates isame system, and these cannot be compared.
the set conflict is more than one, it means two more param- The discussion so far clearly shows that DBG helps in
eters are required to isolate the faulty component, this meargefining the various parameters quantitatively, evaluating
poor diagnosability. Therefore, the candidates in a set corthe diagnosability of the system at conceptual design stage.
flict also determine the diagnosability of the system. This isHowever, when the number of nodesMfandD increases
defined as maximum number of candidates in set conflicfor complex systems due to the increase in the number of
(MNCS). The value of MNCS gives the second parameterfunctional requirements and POs. The relationship between
for evaluation and comparison of diagnosability. In the twothe nodes of the DBG also changes and culminates into more
cases discussed the MNCS is obtained from EffS. and  diagnosability problems. Therefore, it is appropriate to rep-
(16) for DBG Figures 1 and 2, respectively. The value ofresent DBG by a matrix for dealing it conveniently using
MNCS for first case is obtained from E€L5) and is equal computer. This is discussed in the next section.
to one. Similarly, the value of MNCS equal to two for sec-
ond case indicated by set conflily, d,,), obtained from
Eq. (16). 3. MATRIX REPRESENTATION OF DBG

The diagnosability is also indicated by the effort re-
quired to measure the parameters in terms of time and tedihe relationship between the set of vertices of PPs and POs
equipment required. This is defined as diagnosability efforin DBG is represented as:
and cost{DEC). The value of DEC gives the third param-
eter to evaluate the diagnosability of the system. If the data Ruwp = {0 — (M, dg) & Ry} (18)
for the cost and effort for the system parameters are avail-
able, it is preferred in DEC determination. Assume that the
cost of measuring is the same for all the parameters for the
above two cases. The value of DEC for the two cases is = . ) ) o
equal to the number of parameters to be measured 5 and 1§12t 1S, ifmy is connected td., the value of matrix entity is

The fourth parameter of diagnosability is obtained by conSpq = 1, OF otherwise the value igq = 0. The matrix thus
sidering the affect of diagnostic cost and maximum numbef€veloped for a DBG is called DM and is represented by
of set conflicts. This is defined as average merit of diagnos

Expression20).
ability (AMD), and is equal to the ratio of diagnostic effort

Rwvp = {1 = (my,dq) € Rup}, (19

and cost to the maximum number of set conflicts in a sys- d d, d3 d; ds
tem, that is, my| i Fip Tz Fa Tis
My | Taa Taz Taz 24 o5
DEC Dnh=M3g| a1 r3z2 raz laq Izs5 |. (20
AMD = ——. 17
MNS (7) My | Tax Taz Taz Tag Ts4s

Ms[ sy Isz Isz Is4 Is5
This gives an idea of ambiguity the diagnostician may
face in diagnosing the system. The lower the value OfAMD’Diagnosability matrix in Expressiori&1) and(22) as there-

close to one, indicates better diagnosability. This means thg) o represents the matrices for DBGs Figures 1 and 2:
maximum number of set conflicts is equal to diagnostic cost

and effort. However, when the number of set conflicts de-

creases, the value of AMD increases and diagnostician needs ~ d dp ds ds ds
more prior knowledge about the system. The value of AMD mf1 0 0 00
for Figures 1 and 2 is obtained from Ed.7), and is equal m 01 0 0 0
toland 1.1, respectively. System with low values of MNCSPm1=Ms| O 0 10 0 (22)
and AMD require less parameter measurement to isolate a m 0 0 0 10
fault for worst and average cost. The system with low val- mlO 0 0 0 1
ues of DEC requires minimum effort in terms of time and
test to isolate the faulty component. 4y d; dy dy ds ds 07 dg dy duo

To rate the design variants of a system, the first priority m[f1 1 0 0 0 0 0O O 0 O
is given to the design with minimum value of MNCS, as its mj 0 1 1 1 0 0 0 0 0 O
value represents need for further testing to identify the faulty; _ Ms 6o 0 1 1 0 0 0 0 O
component. The second priority is given to designs witha "> M| 0 0 0 1 1 1 0 0 0 O
low value of AMD, as its value gives average cost required mfoO 0 0 0 0 0 1 1 0 O
to isolate the faulty component. The third with low value of mi o0 0 0 0 0 0 O 1 1 1
DEC, as its value gives the diagnostic cost of a system, and
the fourth with highest value of MNS. The higher value of (22
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Expression$21) and(22) are convenient and quick for mea-
suring the various diagnosability parameters discussed and

obtained from the DBG in Section 2.

The set conflicts are determined by Entity 1 in the matrix.

M.F. Wani and O.P. Gandhi

dz

d3

Foridentification of set conflict, check if there exists Entity 1
in one or more than one row of a column of the matrix. It is
considered a set conflict. In addition, if there exists Entity 1 m3
inone or more than one consecutive columns of the same row.
Itisalso considered asetconflict. In Expresdi@h), setcon-
flicts are equal to 5. In Expressid@2) d, related tom,, d,
related ton, andm,, d;related tan,, d, related tan,, m;and
m,, dsrelated tangandm,, dsrelated tan,, d, related tans,
anddgrelated tansandmgrepresent eight set conflicts. Also, mg
dg andd, , are related tang form the set conflict. Hence, the
total number of set conflicts are equal to nine as obtained from
DBG in Section 2, thatis, Eq16). ms
An algorithm has been developed on the basis of Bd@3.

ds
ds
ds
d7
dg
dg

d1o

5m

diy

and (13) to obtain the set conflicts of a system design in ™9 oz
C++ and using bubble-sort algorithm for sorting the ma- m1o di3
trix. This algorithm is more useful for sorting the matrix of

higher orders when manually sorting becomes inconve- i
nient. The MNCS is determined by the maximum number d1s

of elements in the consecutive columns of the matrix in the
same row, that isdy andd,, in the matrix Expressiof22)
and forms the set conflict relatedta,. Hence, the value of
MNS = 9 and MNCS= 2. The values are the same as ob-
tained from the DBG in Section 2. The value of DEC is . . .
) . The various parameters are obtained on the basis of en-
again equalto the 5 and 10, that s, equal to total number Otflt 1in the matrix as explained in the previous section. These
parameters. The value of AMD is obtained from the &q) y P P ’

Fig. 3. Diagnosability bipartite graph—Case 1.

by the ratio of DEC to MNS. are as:
MNS =9,
3.1. Diagnosability evaluation MNCS = 3,

The procedure suggested above is used to evaluate diagnosDEC = 15, and

ability of the system at the design stage considering the PPs AMD = 1.66.

and POs and on the basis of DBG and DM. The procedure

is illustrated by considering various hypothetical cases, Cases The value of MNCS indicates that three parameters are

1 to 5 representing various design alternatives of a systento be further measured for the isolation of the faulty com-
ponent. The value of AMD is more than one and this indi-

3.1.1. Case 1. cates poor diagnosability.

In this case, the DBG model shown in Figure 3 repre-

sents relationship between ten PPs and 15 POs. The Diag-1.2. Case 2.

nosability Matrix is shown in Expressig23). The various In this case, the number of relationship is increased be-

diagnosability parameters for the case | are obtained fronween PPs, and POs to find the effect of functional sharing

diagnosability matribD,,5, that is, Expressiof23)

o
iy
(@}
N
o
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o
IS
o
o
o
o

NNl eNeNeNeNeNo RS
o

OO0 O0ORrROO0OO0OO0OOOC®
o
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o
o
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s
o
o

P P OOOOOOOoOOo
o

P POOOCOOOCOOR
o

PP OOO0OOOOOOoOHh

my

ms
my
= m (23
my

Mg
Mo

OO O0OO0ORFrRrPFPOOOOOo
OO0 OO Fr P OOOoOOoO-X
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of the components on diagnosability. This is shown in Figure 4 and the Diagnosability Matrix is represented by Expression
(24)

o
fiy
Q.
N
joR
W
o
IS
o
o1
o
o

O O0ORrRrRPFPPOOODOO®
o

OFRr P OOO0OO0OOO0OO-®“
o
=
o
o
=
=
o
o

P PO OOOOOOOoOYy
o

PP, OOOOOOOoOOoOR
o

P POOOOOOO OO

(24)

OOFrPORFRPFPPFPOOO?
OO OO FrPkFPF OOoOOoOOo-X
O OPFrPr OO0OO0OO0OO0oOOoOOo
OFrPr OO0 O0OO0OO0OO0oOOoOOo
PP OOOOOOOoOOog

O OO PFrRPrROO0OORFr PRk
O OO FrPrR OO0OORFrRFPFk
OO OPFrR OO0OOFRFr KRk
O OPFrPrPOORFrPEFr OoOOoOOo

3
[}
OCoOORrOOOR KRR

Mo

The values of various parameters of diagnosability are:

MNS =9,
MNCS = 4,
DEC =15, and
AMD = 1.66.

The value of MNCS is increased by 4, although the value of AMD remains the €a6®. This shows poor diagnos-
ability, as compared to the Case 1, as four performance parameters are measured to isolate the faulty component. This is
attributed to the increase in the functional sharing.

3.1.3. Case 3.

In this case, functional sharing is decreased as is indicated by lower number of edges between PPs and POs in Figure 5.
The Diagnosability MatriXD,,,5) of Figure 5 is represented by Expressi@®)

dj

42
d3
my dg
my dg
ms de
my d7
ms d
mg dg
my d10
mg dn
mg di2
m10 ‘ di3
dig
d1s
Fig. 4. Diagnosability bipartite graph—Case 2. Fig. 5. Diagnosability bipartite graph—Case 3.
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The various parameters of diagnosability obtained are:

MNS =12,
MNCS = 2,
DEC =15, and
AMD = 1.25.

The value of MNCS and AMD is low, compared to the Cases 1 and 2. Thus, diagnosability is better. This shows diag-
nosability is improved by sustaining the functional independence.

3.1.4. Case 4.

In this case, the number of components is increased to 20 and the number of PPs is maintained, that is, equal to 10 to
ascertain the influence of the increase in the number of components. This is represented in DBG in Figure 6. The Diag-
nosability Matrix is represented in Expressi@6)
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The values of various diagnosability parameters are:
stage are low. The relationship between the PPs and POs is

MNS = 14, shown in Figure 7. The Diagnosability Matrix is given in
MNCS = 3. Expression27)
DEC = 20, and d, dp d3 d; ds dg dy dg
AMD =1.42. m[1 0 0 O O 0 0 0]
m|{O 1 0 0 0O O O O
There is marginal increase in the value of MNCS and m|O 0 1 0 O 0 0 O
AMD as compared with Case 3, however, it should be note¢p _.=m,{ 0 0 0 1 0 0 0 O], (27)
that the number of components is greater. This means if the ms 0O 0 01 0 0 O
functional independence is sustained the diagnosability is m| O O O O O 1 1 0
better. m[O0O O 0 0O 0O 0 1 1]
3.1.5. Case 5. The value of various parameters obtained is as:

In this case the number of components is same due to
functional packaging number of parameters that are to be MNS = 8,
measured after the performance parameter go out of design MNCS = 1,
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dig Fig. 7. Diagnosability bipartite graph—Case 5.
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Fig. 6. Diagnosability bipartite graph—Case 4.
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The last priority is given to variant 2 having highest value
of MNCS.

The component with poor diagnosability can also be iden-

DEC=8, and tified with the help of DBG and DM. If the connectivity

AMD = 1. between a node represents a physical object, thdf is,D

and PPs is maximum, then it indicates poor diagnosability.

The values of these parameters indicate better diagnod-his shows that the component will create complication dur-
ability as the value of MNCS and AMD is equal to 1. ing the diagnosability, as it is always considered a sus-

Design variants can now be compared on the basis of vapected component for PPs. This is also indicated by the
ues of MNS, MNCS, DEC, and AMD individually to select maximum number of one entry in the column of tbg,.
the best design alternative from diagnosability point of view.For example, in Figure 3 the nodg is connected tan,

As discussed, in Section 2, the first priority is given to M,, Mg, andm,, and has maximum connectivity, which is
MNCS, that is, the variant, which possesses the minimunindicated by the fourth column in the matrix Expressi28).
number of candidates in a set conflict, as having higher diThis means componedj, will always create complications
agnosability as compared to others. The second priority igluring the fault isolation, as compared with the other com-
given to AMD, that is, the variant having the minimum value ponents of the system.
of AMD is preferred over others. The third priority goes to
variant having minimum DEC, and the design having the
highest value of MNS is given least priority. The value of ) ) . .
diagnosability parameters MNS, MNCS, DEC, and AMD Tgble 1. C_o_mpanson of design variants on the basis of
are shown in Table 1. Itis inferred from the values of MNS, diagnosability
MNCS, DEC, and AMD that the variant 5 has the highest
diagnosability and is given first priority, as the values of

System Diagnosability Parameters

MNCS and AMD and DEC are low as compared to the otheDesign Variant. MNS MNCS DEC AMD
alternatives. The variant 3 is given second priority, as theg 9 3 15 166

values of MNCS and AMD are low as compared to remain-2 9 4 15 1.66

ing alternatives. The variants 4 and 1 have the same values 12 2 15 1.25

of first priority parameter, that is, MNCS, however; the value 4 14 3 20 1.42

of second priority parameter, that is, AMD is low for vari- 5 8 Lo 8 1.0

ant 4. Hence, the variant 4 is preferred over the variant 1=
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w !
TITITITT I
M~ Motor
P~ Pump

R - Relief valve
A - Directional

control valve
8 - Check valve
C - Actuator

4. STEPS FOR DIAGNOSABILITY
EVALUATION

Our methodology is used for diagnosability evaluation and
comparison of system design alternatives. The procedure is
given as:

1. Consider all the system design concepts or alternatives.

2. ldentify for the first alternative, set of relationships be-
tween performance parametéP$9 and componenys
assemblies, that is, POs, on the basis of relationship
between functional requirements and compongnts
assemblies.

3. Develop the DBG as per the procedure given in Sec-
tion 2. Fig. 8. Hydraulic system with flow control meter in check val(/eCMI).

4. Develop the DM on the basis of DBG obtained in
Step 3.

Two design concepts of hydraulic system are shown in

5. Obtain the values of the diagnosability parametersF_ 8 and 9. and f the two desi It i |
MNS, MNCS, DEC, and AMD(Refer to Section 3)1 Igurés ¢ and 9, and form the two design afternatives. in
Figure 8, the first alternative shows a flow control valve in

6. Repeat steps 2 to 5 for all other alternatives. meter in circuit to control the flow to the actuator, and is

7. Compare the design alternatives on the basis of th&eferred as FCMI. In the second alternati¥ég. 9), a pilot-
values of parameters and priority to identify and se-operated check valve is incorporated, and is referred as

lect best design from diagnosability point of vieiRe- POCV. For each system alternative, there are three perfor-
fer to Section 3.1 for details. mance parameterk,, L., andR,. These are related to the

various POs based on functional relationships. For the FCMI,

the PPs are related to POs as follows:
5. EXAMPLES

1. If the motor(M) were to fail, all performance param-

The proposed methodology can be used for both new and  eters(L,, Lg, andR;) would be affected.
existing designs for evaluation and improvement of diag- 2. |f the pump(P) were to fail, all the performance pa-
nosability. Two examples are considered in this Section. Ex- rametergL,, L., andR,) would be affected.
ample 1 is a hydraulic system with two design alternatives,
and is meant for illustrating the procedure. Example 2 has
been selected from the literatuf@aasch & Ruff, 199)7to

validate the methodology on existing system. 4. If the actuatoC) were to fail, all the performance
parameters,, L, andR, would be affected.

3. Ifthe relief valve(R) were to fail, all the performance
parameters,, L, andR, would be affected.

5.1. Example-hydraulic system

A hydraulic system to lift and support heavy loads in a
plant is considered. This system has to perform three main

subfunctions: = ,
1. to lift the load to desired level with a controlled lift M - Motor
H . P~ Pump
velocity (L,); ® " R - Relief valve
2. to hold the load at desired level and maintain that level ™ A Do e
with out saggingL,); and B~ Check valve
. - . C ~ Actuat
3. return of load lifting arm to original positioR,). 1 0- picl;:oo:;rmed
= ® check valve
|
These three subfunctions are directly observed by the &) _— e
maintenance person to understand the behavior of the sys- O ®
tem. These observations, therefore, constitute the PPs. As- LJ_‘
sume the PPs are observed to be either gdedfunctionality
is presentor bad(not satisfied. Fig. 9. Hydraulic system with pilot-operated check vaiROCV).
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Fig. 10. Diagnosability bipartite graptFCMI).

5. Ifthe check valvéB) were to fail, onlylL;andR,would

be affected.

6. If the control valve(A) were to fail, all the perfor-
mance parametets,, L, andR, would be affected.

Similarly, for the POCV, the PPs are related to POs as

follows:

1. If the motor(M) were to fail, all performance param-

eters(L,, L, andR,) would be affected.

2. If the pump(P) were to fail, all the performance pa-

rametergL,, L, andR,) would be affected.

3. Ifthe relief valve(R) were to fail, all the performance

parameters , L, andR, would be affected.

4. If the actuator(C) were to fail, all the performance

parameters, L, andR, would be affected.

5. If the check valveB) were to fail, onlyL, would be

affected.

6. If the POCV (D) were to fail, onlyL, would be

affected.

7. If the control valveg A) were to fail, onlyR, would be

affected.

203

Table 2. Comparison of design variants on the basis of
diagnosability

System Diagnosability Parameters

Design Variant  Nomenclature MNS MNCS DEC AMD

1 FCMI 3 5 6 2
2 POCV 4 4 7 1.75
M P R A B C
L[1 1 1 1 1 1
Dps=Ls| 1 1 1 1 0 1] (28)
ReL1 1 1 1 0 1
M PR ABTCD
L[1 1 1 0 1 1 0
Do=Ls| 1 1 1 0 0 1 1] (29)
ReL1 1 1 1 0 1 0

The various parameters of diagnosability are obtained from
the DBGs and are shown in Table 2. For the two system
alternatives, the Design Variant 2, that is, POCV has the
lowest value of first priority MNCS, the design possesses
the minimum number of candidates in the set conflict, and
will not create complication during the isolation of fault.
The value of second-priority parameter AMD is also lower
than the first alternative. Hence, it possesses maximum di-
agnosability, although the value third-priority parameter DEC
is slightly higher. The value of the lowest priority param-
eter, thatis, MNS is higher for the second alternative. There-
fore, the first alternative will create more confusion during
the fault isolation. Hence, we conclude that the second al-
ternative possesses better diagnosability.

In this example, diagnosability evaluation and compari-
son of two alternatives of hydraulic system design was car-
ried out at conceptual design stage.

These two system alternatives are represented in terms of

DBGs in Figures 10 and 11.

These DBGs are represented by two DMs by expression3-2: Example—Bleed air system

(28) and(29), and are as:

Fig. 11. Diagnosability bipartite graphfPOCV).
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Ableed air control System shown in Figure 12 supplies com-
pressed air supply to various compartments in an aircraft
during flight operations. The bleed air control system per-
forms three main functions, supply compressed air for air
conditioning, engine starting system, and pneumatic com-
ponents. Pneumatic control valves regulate air temperature
and pressure to ensure that pressure is not lost through bleed
air control system. The high-pressure shut-off val8&V)

is used to control bleed airflow from the turbine into the
ducts. A pressure check val{€K) prevents airflow into

the compressor. The pressure relief valiP&RV), which is
before the precooldiPC), acts if the system becomes over
pressurized. The fan air-modulating val¢#€V ) controls

the rate of cooling air through PC. The pressure reducing
and shutoff valvg PRSV) limits the air pressure supplied
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FanAir — a MF
MV PC ‘ Fan
CK
=) = oL
% 0
Duct/ fg ©
- c
€ o (3) pc
Press. o w
Sensor PRV SOV %
Temp. - CK
Sensor

PRSYV PRSV
Manitfold Pressure
Sensor

Q) MF

PRV
Pneumatic Manifold

Fig. 12. Bleed air control system of an aircraft. pucT

sov
to pneumatic manifoldMF). The PRSV also provides over-
temperature protection for the MF by reducing flow if the Fig. 13. Diagnosability bipartite graph of bleed air control system.
bleed air temperature is too high, and provides a checking
function to prevent manifold pressure loss through the bleed
air control system. The system has three sensors: one for
temperature and two for pressure monitoring. There are alstfom overheating by restricting flow from high-pressure
switches that indicate when the PRV is closed, and wheRort. The second modification can be done by shifting the
SOV is open. pressure-control function from PRSV to PRV. The third
The performance parameters of the bleed air control Sysmodification involves shifting of the pressure-control func-
tem are temperaturd,) and the pressuré,) measured at tion from PRSV. For this modification, the pressure is reg-
the MF and the pressur@,) measured before PRSV. In ulated directly at high and low values by the CK. The DBG
addition, PRV open, PRSV closed, and bleed high stag®f the modified system is shown in Figure 14, and its Di-
(BHS) directly indicate status of the system components. agnostic Matrix is written as:
The relations between PPs and POs are established and
are shown in a DBGFig. 13, and its Diagnosability Ma-
trix is written as:

(30

Dmio =

oOUlhWN PR

OO0 O0OR O R
ORrORRLRON
R ROk R P W
Ooocoocooo
OR R R R BREPO
OO R R ORO®
P ORr R OO
R OR R OO ®

It is evident that the PC and PRSV have maximum re-
lationship with performance parameters, and as indicated
by one entity in the third and fifth columns in Expression
(30). These are likely to reduce diagnosability. It is possi-
ble to minimize this problem by shifting one or more of
the functions performed by the PRSV to other POs already
performing these functions, or to the physical object hav-
ing the least or minimum functional relationship. One func-
tion, which the PRSV shares, maximum with other POs is
control temperature. This can be shifted from PRSV to SOV.
The high-pressure SOV can be used to protect the systerig. 14. Diagnosability bipartite graph of modified bleed air control system.
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Table 3. Bleed air control system-diagnosability comparison IF: m, is observed abnormal
THEN: d, is faulty and
System Diagnosability Parameters 1=} ms is observed abnormal
Design Variant MNS MNCS DEC amp  THEN: ds s faulty.
Existing design 6 1 8 1.3 In this case, the diagnosability is forthright and each set
Modified design 7 1 8 1.1 conflict contains only one candidate. However, if the set con-
flict contains more than one component, then rule has two
or more consequents. In the second hypothetical example,
the set conflictSection 2 (dg, d,,) has more than two com-
ponents and the rule for the fault diagnosis is derived as:
1 2 3 45 6 7 8
1To 0 1. 0 1 1 0 O IF: mg is abnormal
2117 1. 1. 0 1. 0 0 O THEN: dg is faulty
310 1100 1 1 1 @1 ELSE: d,,is faulty.
D = 31
" g 8 2 (1) (1) (1) é (1) é A §et of rules has bgen .derived for t_he example of h)_/—
draulic system, shown in Figure 9. In this case, the MNS is
6,0 0 1 0 0 0 1 1

equal to four.

As are shown in Table 3, the value of MNCS and DECC Ruls}tls othlned.:LotrE first ?et conflict, that i#4, P, R,
are the saméone. However, the value of AMD is low and ) and its relation wi e performance parametesd

MNS is high for the modified case. Hence, the modified andR,, whereL,, L, andR, indicate lift-forward velocity,
design has higher diagnosability ’ load-sagging, and return velocity of load, respectively.
This example shows that the methodology clearly iden
tifies the componerts) having poor diagnosability in the
system, which can be improved further through modifica-IF:

Rule 1:

tions in the system without adding any further function to (lift-forward-velocity abnormal
the system. The results obtained also match published re- (load sagging
sults. Therefore, the example demonstrates the proposed (lift-return -velocity abnormal

methodology. Moreover, this exercise also shows that th@d HEN: (motor faulty)
methodology can effectively be applied to an operating SysELSE: (pump faulty
tems as well. The methodology is, however, limited to bi-ELSE: (relief-valve faulty
nary relations between PPs and POs. ELSE: (actuator faulty.

Similarly, two to four are also derived from set conflicts
6. SYSTEM FAULT DIAGNOSIS and their relations with performance parameters.

Afault-localization methodology based on information cap-p e 2-

tured from the DBG or the DM is suggested here. Set con- '

flicts, (MNS) are obtained from Eq15). MNS contains  |F:

maximum number of set conflicts. Each set conflict con- (lift-forward-velocity abnormal
tains candidates), for exampled, is the candidate of first THEN: (check-valve faulty.

set conflict. Each set conflict is related to performance pa-

rametets), for example,d, is related to performance pa- Rule 3:

rametem, . The set conflict and its relation with performance | _.

paramete(s) represent a rule, which can help in conflict res-
olution for fault diagnosis. The performance paramete
m,, m,, ..., ms form antecedent&onditiong, and the can-
didated,, d,, . ..,ds form consequentsactions of the rules  Ryle 4:
for the fault diagnosis. The rules of the fault diagnosis are

; (load sagging
THEN: (pilot-operator-check- valve faulty

derived from Eq(15) and these are as: IF:

) (load-return-velocity abnormal
IF: m, is observed abnormal THEN: (control-valve faulty.
THEN: d, is faulty,
IF: m,, is observed abnormal This shows that the set conflicts assist in developing the
THEN: d, is faulty, rules for system fault diagnosis, and also for fault resolu-
IF: m; is observed abnormal tion. This can help designer to develop rules for expert sys-
THEN: dj is faulty, tem for fault diagnosis at the conceptual design stage. This
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can be improved further by incorporating the knowledge orForbus, K.D.(1984. A qualitative process theorgrtificial Intelligence

i i ; ; ; 24, 85-168.
experience gamEd durlng the service pel’IOd of the SySten}%enesereth, M.R1984). The use of design descriptions in automated di-

This system fault-diagnosis methodology can help to com- " agnosis Artificial Intelligence 24 411—436.
bat the unpredicted failures at initial stage of operation, wherEC. (1994. Standard 706-5, Guide on rgaintainaléility of equipment parts:
; ; ; e i i ~i Section 4, Diagnostic testing, 3 ruede Varembe Geneva, Suisse.
the dlagnOSIS experience IS insufficient. Iwasaki, Y., & Chandrasekaran, B1992. Design verification through
function-and behavior-oriented representation: Bridging the gap be-
tween function and behavior. Wartificial Intelligence in Design’92
7. SUMMARY (Gero, J.S. Ed, pp. 597-616. Kluwer, Dordrecht.

. - . . . Kowalski, R.(1988. Maintainability and reliability. IrHandbook of Re-
Diagnosability of mechanical systems is modeled in terms  jiapility and Managementireson, W.G., Clydre, F.C., Jr. and Moss,
of DBG considering relationship between performance pa- R.Y., Eds), McGraw-Hill, New York.
rameters and physical objects. The DBG is represented bylé\rsson, J.E(19_94). Diagnostic reasoning strategies for means end mod-

. . . . els. Automatica 830(5)29-93.

Diagnosability Matrix. Quantitative values of proposed pa- arsson, J.E(1996. Diagnosis based on explicit means-end modes.

rameters MNS, MNCS, DEC, and AMD are obtained from ftificial Intelligence § 29-93. o o
DBG and DM. A design variant is compared on the basis c)f\/lurphy, M.D., & Paasch, P.K1997). Reliability centered prediction tech-

. . niques for diagnostic modeling and improvemeRéesearch in Engi-
these parameters. This helps the designer select the best al—neqering Desigﬂ 9(1)35-45. 9 P 9

ternative of the design from diagnosability point of view Nakakuki, Y., Koseki, Y., & Tanaka, M1992. Adaptive model-based di-

; ; il ; ; ; agnostic mechanism using a hierarchical model schemee. 10th Na-
for better maintainability during service period. Moreover, tional Conf. on Artificial Intelligence554-550.

this will also ease of identification and localization of the paasch, P.K., & Ruff, D.N(1997). Evaluation of failure diagnosis in con-
faulty line replaceable unit in complex system design. The ceptual design of mechanical systemdsurnal of Mechanical Design,

s dingi ; e Transactions of the ASMBEOoI. 119(1) 57-67.
individual components or SUbSyStemS are also Idermﬁe%ian, L., & Gero, J.5(1996. Function behaviot- structure and their role

which are having poor diagnosability. The maximum num- " in analogy-based desigurtificial Intelligence for Engineering De-
ber of set conflicts MNS) also help a designer in deriving  sign, Analysis and Manufacturing0(4), 289-312.
rules for system fault diagnosis. Rel}ﬁ{émééggg).sé t5h7e_og3é of diagnosis from the first principldrtificial

Main _Ut!hzauon of .SUQQeSted d|agn03t|cl evaluation ap-syn, N.M.(1990. The Principals of DesigrOxford University Press, New
proach is its application at conceptual-design stage. York.

Tzafestas, S.G1989. System fault diagnosis using the knowledge-based
methodology. InFault Diagnosis in Dynamic Systemdalton, R.,
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