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We study a mathematical model proposed in the literature with the aim of describing the interactions
between tumor cells and the immune system, when a periodic treatment of immunotherapy is applied.
Combining some techniques from non-linear analysis (degree theory, lower and upper solutions, and
theory of free-homeomorphisms in the plane), we give a detailed global analysis of the model. We
also observe that for certain therapies, the maximum level of aggressiveness of a cancer, for which
the treatment works (or does not work), can be computed explicitly. We discuss some strategies for
designing therapies. The mathematical analysis is completed with numerical results and conclusions.
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1 Introduction

Biological tissue is composed by cells and their molecular products. These cells grow and die in
mass following a determined pattern. However, cancer begins when the cells of a tissue prolifer-
ate in an uncontrolled manner. This fast growth produces an accumulation of cells in the affected
area which turns out in the so-called tumour cells. During this period, new tumour cells vari-
ant may emerge with various mutations which further increase the overall resistance to immune
attack and invade new healthy tissues.

Developing dynamical models which can be employed to describe and predict a tumour evo-
lution has been the focus of a considerable amount of research papers in recent decades (see,
e.g., [2, 3, 4, 8, 18, 19, 20, 21, 28, 29, 33, 35, 37, 39, 42, 43, 48, 51, 52, 53, 54, 55, 56]). The
majority of these works are based on mathematical models describing the competition interaction
between immune cells and cancer cells, which can be described by a system of Lotka–Volterra
type equations (see, e.g., [18, 19, 20, 21, 28, 37, 39, 41, 48, 51, 52, 56]). Analysing the most
known finite dimensional models in the literature (in the absence of therapy), one may observe
the following features:

• Existence of a tumour-free equilibrium (that is a certain state where the immune cells exist in
the absence of the tumour cells).
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• Depending on the biological parameters involving the interaction between the immune and
tumour system, there is a possibility that the tumour size may tend to +∞.

• Possible existence of a small size tumour equilibrium which coexists with the tumour-free
one.

Oncology is not sufficient to explain these basic phenomena, and it also requires strategies
to better fight and hopefully eradicate the disease [16, 23]. The efforts in this direction are
focused in combining therapies from different orientations. The most known are the so-called
hormonal therapies, chemotherapies, radiotherapies, targeted therapies and the immunother-
apy. However, if one adds a therapy in the above-mentioned models, many complex dynamical
properties appear. In this framework, it is hard to find explicitly the domains of attraction for the
tumour non-linear dynamics and so looking for its possible eradication.

Focusing our attention on the immunotherapy models, in [51], the authors proposed a Volterra-
like model to study the interaction between a population of tumour cells (denoted by X ) and a
population of immune cells (denoted by Y ) defined by:

X ′ = aX − bXY ,

Y ′ = dXY − fY − κX + u + θ (ωτ ).
(1.1)

For the tumour cells, assumed a growth rate proportional to X and the rate of death is proportional
to the interaction rate between the tumour cells and the immune cells. The growth rate of immune
cells is proportional to the interaction with tumour cells and also to the flux per unit time of
immune cells to the place of interaction. This last term characterises the diffusion process of
immune cells that takes place in the surroundings of the tumour assuming a constant immune
cells flux. The decrease rate depends on two factors, natural death and growth of tumour cells
related to the effective area of tumour interacting directly with the immune cells. In order to
introduce the effects produced by the treatment with cytokines (a type of immunotherapy) in
the process of activation of the immune system, a periodic function is added that imitates the
periodic dosage.

This model has been studied in depth both in the case of absence of therapy and in the case of a
particular therapy using as a test function θ (τ ) := 0.5A(1 + cos(4πτν)), with ν > 0. The studies
show that the model fits data well from experimental and in vivo tumours in early stage (see, e.g.,
[38]), but it is physically inconsistent if the tumour size is large (see [19]). However, this model
was of great interest because it connects the killing of immune cells with a function depending
on the size tumour, which may cause in some cases generalised immunosuppression (see, e.g.,
[13, 49] and their references).

Inspired by this model, A. d’Onofrio suggested in [19] a general family of models based on this
consideration (a general influx function in the immune system) and including other biologically
reasonable classic models. That is,

X ′ = X (αξ (X ) − φ(X )Y ),

Y ′ = −�(X )Y + νg(X ) + θ (ωτ ),
(1.2)

X and Y are variables interpreted as in the Sotolongo model. The biological meaning of the
functions appearing are summarized in Table 1.
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Table 1. Definition of the parameters in model (1.2), where �(X ) = μ(X ) − β(X )

Functions Biological meaning

αξ (X ) Growth rate of the tumour
φ(X )Y Functional response
g(X ) External inflow of effector cells
β(X ) Tumour-stimulated proliferation rate of effector cells
μ(X ) Tumour-induced loss of effector cells
νg(X ) Influx of effector cells
θ (ωt) Immunotherapy

Table 2. Definition of the parameters in model (1.3), where 
 = d − κ

Parameter Biological meaning

a Intrinsic growth rate of the tumour
b Death malignant cells rate due to interaction with lymphocyte cells
d Increased lymphocyte rate due to interaction with malignant cells
f Death rate of the lymphocytes
κ Immunosuppression coefficient
νg(X ) Influx external of effector cells
ω Immunotherapy dosage frequency

Depending on the parameter �, a cancer can be classified by its degree of aggressiveness
against the immune system (see [22, p. 616]): if �(X ) > 0, the cancer is considered highly
aggressive; on the contrary, if �(X ) changes sign, it is lowly aggressive.

The objective of this paper is to study in depth a particular case of (1.2) and using this model to
analyse the global dynamical behaviour of an aggressive cancer which fits well with its biological
parameters. In particular, we shall analyse the model:

X ′ = aX − bXY ,

Y ′ = 
XY − fY + νg(X ) + θ (ωτ ),
(1.3)

where 
 < 0 (notice that here �(X ) := f − 
X ), θ is a non-negative τ∗−periodic therapy and
g : [0, +∞) → (0, +∞) is a decreasing function satisfying

g(0) = 1, lim
X→+∞ g(X ) = 0. (1.4)

The parameters and their biological meaning of the system (1.3) are summarised in Table 2.
This paper is organised as follows. After this introduction and statements of the main result

(see Section 2), in Section 3, we discuss some basic questions about the solutions of the Cauchy
problem for (1.3). In Section 4, we explicitly compute the varying tumour-free solution and we
investigate its local stability; it is here where we prove Theorem 1 (see Section 4.2). Section 5 is
dedicated to analyse the coexistence state between tumour and immune cells to provide the proofs
of Theorems 2 and 3 (see Section 5.3). This is where one needs to apply some techniques from
non-linear analysis (degree theory, lower and upper solutions, and free-homeomorphism theory).
In Section 6, we use all the information obtained up to that moment in order to prove Theorems 4
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and 5 (see Remarks 5 and 6, respectively). We close this section with various examples, showing
the applicability of these results with particular therapies. We finalise this paper with a final
section of conclusions with numerical results.

2 Statements of the main results

In this model, there is a periodically varying tumour-free solution of the form (0, YP(τ )), where
YP(τ ) is the unique τ∗/ω−periodic solution of the linear equation:

Y ′ = −fY + θ (ωτ ) + ν.

The result below shows that the local behaviour of this solution is in accordance with the clin-
ical evidences, displaying that in some cases the immune system is able to eliminate small
tumours (see, e.g., [6]). Precisely, we will discuss the conditions under which this solution is
asymptotically stable or unstable. To formulate this result, we introduce the number:

θ := 1

τ∗

∫ τ∗

0
θ (s)ds.

Theorem 1 There exists (XP, YP) : R→R
2 a unique τ∗/ω−periodic solution of (1.3) lying in the

first quadrant of the plane, such that minτ∈R XP(τ ) = 0 (and hence XP ≡ 0). Moreover, assuming
that

θ >
af − νb

b
, (2.1)

the solution is asymptotically stable. Otherwise, it is unstable if

θ <
af − νb

b
. (2.2)

We will prove this result in Section 3. under a general framework, that is, here we still do
not require that 
 < 0. Moreover, following the terminology adopted in [19], from Theorem 1,
we point out that if af

νb < g(0) = 1 the immune system works well and it is able to destroy
small tumours in absence of therapy (i.e., tumour-free equilibrium is asymptotically stable when
θ = 0); or on the contrary, there is immunosuppression (i.e., tumour-free equilibrium is unstable
when θ = 0) if af

νb > g(0) = 1.
Following our study, we will assume from now on that 
 < 0. In this setting, the stimulation

of the immune system by an external treatment in such a way that (2.1) holds can lead to a
periodic coexistence state (the tumour and immune cells are uniformly persistent in time). The
result below also asserts that the occurrence of such a cancer-present state depends strongly on
the initial population size of these cells.

Theorem 2 There exists (XT , YT ) : R→R
2 a τ∗/ω−periodic solution of (1.3) such that

min
τ∈R

XT (τ ) > 0, min
τ∈R

YT (τ ) ≥ 0, (2.3)

if and only if (2.1) holds. Moreover, (XT , YT ) is the unique solution of (1.3) satisfying this
property.
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Although this statement could be regarded as a mathematical curiosity rather than a biolog-
ical relevant state, it will play a crucial role to understand the global dynamics of this model.
Indeed, depending on the initial population size of tumour and immune cells before starting with
a treatment, the model exhibits one of the following dynamics:

• The population of tumour cells will grow uncontrollably.
• The population of tumour cells will disappear.
• The population of tumour cells will tend to the above-mentioned periodic coexistence state,

which will be denoted by (XT , YT ) from now on.

To state this result rigorously, we introduce some notation. In what follows, we denote by
(X (τ , X0, Y0), Y (τ , X0, Y0)) the unique solution of the Cauchy problem for the equation (1.3); that
is, the solution of (1.3) satisfying X (0) = X0 and Y (0) = Y0. Biologically, X0 ≥ 0 (resp. Y0 ≥ 0) is
connected with the population size of tumour cells (resp. immune cells) just before starting with
the therapy. Hence, X (τ , X0, Y0) (resp. Y (τ , X0, Y0)) is connected with the number of tumour cells
(resp. immune cells) at time τ ≥ 0. Now we can set the following result.

Theorem 3 Assume (2.1). Then, there exist 0 ≤ Z0 < Z1 ≤ +∞, an interval J ⊆R and a
continuous function �̂ : J →R which is increasing such that its graph:

W :=
{

(X , �̂(X )) : X ∈ J
}

,

divides the first quadrant of the plane into two regions:

D− := {(X , Y ) : Y > �̂(X )} ∪ (0, Z0) × [0, +∞),

D+ := {(X , Y ) : Y < �̂(X )} ∪ [Z1, +∞) × [0, +∞).

Here either J = [Z0, Z1) if Z0 > 0 or J = (0, Z1) otherwise. These regions determine the dynamics
of the solutions to the system (1.3) in the following way:

• If (X0, Y0) ∈ D− =⇒ X (τ , X0, Y0) → 0 as τ → +∞.
• If (X0, Y0) ∈ D+ =⇒ X (τ , X0, Y0) → +∞ as τ → +∞.
• If (X0, Y0) ∈ W =⇒ |XT (τ ) − X (τ , X0, Y0)| + |YT (τ ) − Y (τ , X0, Y0)| → 0 as τ → +∞.

After proving this theorem in Section 5, we can distinguish four dynamical cases where the
expectancies of cure are qualitatively different (see Figure 4). However, if one desires to obtain
quantitative implications in oncology, from an analytical point of view, the set W has to be
analysed. As we will see, this is where determined characteristics of the therapy will play an
important role.

In what follows, we shall consider the function:

p : R→R, p(t) := af − bθ
(

ωt
a

)
a2

. (2.4)

The result below shows that if

lim sup
t→+∞

1

t

∫ t

0

∫ s

0
p(r)drds < +∞ (2.5)
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we can discard the cases (a) and (b) in Figure 4. Condition (2.5) is strongly connected with the
type of therapy applied in the region affected by the cancer and whereas it is not true that all
therapies verifying (2.1) satisfy (2.5), it is true that many do so increasing its intensity.

Theorem 4 Suppose (2.5) and

θmin := min
t∈R

θ (t) >
af − νb

b
.

Then the following estimate holds

Z0 ≥ x̃ e− 2a(1+p∗)
f > 0.

Here, x̃ is implicitly defined by:

g(̃x) − |
|a
νb

x̃ = max

{
af − bθmin

νb
, 0

}
, and p∗ := sup

t∈[0,+∞)

1

t

∫ t

0

∫ s

0
p(r)drds.

In order to understand the applicability of this result, it is useful to introduce the number:

μ∗ := x̃e− 2a(1+p∗)
f , (2.6)

where x̃ > 0 and 0 ≤ p∗ < +∞ are defined by Theorem 4. This number is explicit and it can be
computed taking into account the characteristics of the detected cancer. Its main property consists
in estimating analytically the effectiveness of a treatment with the characteristics of Theorem 4,
by knowing the type of cancer and the sizes of populations involved, just before to start it. Indeed,
denoting by X0 ≥ 0 the initial population size of tumour cells, under the assumptions of Theorem
4, if X0 ≤ μ∗ then either the cancer will disappear or (only if X0 = μ∗) the cancer may tend
towards a coexist state with the immune cells (see Figure 1).

In contrast with some studies in the literature dealing with non-aggressive tumours, Theorem 3
shows that the immunotherapy is not able to guarantee the global eradicability of a highly aggres-
sive tumour without depending on the initial values X0 and Y0. However, Theorem 4 connects
well with such studies through the following corollary:

Corollary 1 Assume that

θmin ≥ af

b
. (2.7)

Then, μ∗ → +∞ as νb
|
| → +∞.

This result asserts that the expectancies of cure to a treatment satisfying (2.7) increase as the
value νb

|
| grows, becoming arbitrary large if νb
|
| is so. In particular, Corollary 1 connects with [22,

Proposition 7.1], which may be formulated in our setting as:

Theorem (d’Onofrio [22]) Assume (2.7) and 
 = 0. Then under a therapy modelled by θ , the
tumour cells will be eradicated independently from the initial tumour burden.
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(0, YP ) (XT , YT )

(X0, Y0)

D−

D+

W

µ∗
X

Y

FIGURE 1. The x− and y− axes are connected with the variables X and Y of the model (1.3), respec-
tively, that is, indicates the amount of initial tumour and immune cells coexisting in the affected region
before starting the therapy. The asymptotic behaviour of a solution of the form (X (τ , X0, Y0), Y (τ , X0, Y0))
is shown in the image with a black arrow that begins from the point (X0, Y0), being particularly relevant to
the asymptotic behaviour of X (τ , X0, Y0) as τ → +∞ (see Theorem 3). In this sense, the points (XT , YT ) and
(0, YP) are the initial states that lead to two periodically varying solutions: the first one is connected with
a cancer-present solution, whereas the second one is connected with a tumour-free solution. Finally, μ∗
estimates analytically the density of tumour cells that a patient with cancer should initially have to improve
during the treatment period.

An analogous study reveals that under the condition:

lim inf
t→+∞

1

t

∫ t

0

∫ s

0
p(r)drds > −∞ (2.8)

one may discard the cases 4b and 4d shown in Figure 4. In this setting, Z1 defined in Theorem
3 can be estimated. In fact, we can provide even more information estimating the function �̂

(introduced in Theorem 3) in a neighbourhood of Z1.

Theorem 5 Suppose (2.1) and (2.8). Then either

Z1 ≤ x̂ e
2a|p∗|

f < +∞
or

�̂(X ) ≥ a

b

(
1 − |p∗| + f

2a
ln

(
X

x̂

))
for X ∈

(̂
xe

2a|p∗|
f , Z1

)
.

Here, x̂ is implicitly defined by:

g(̂x) − |
|a
νb

x̂ = − max

{
bθmax − af

νb
, 0

}
, and p∗ := inf

t∈[0,+∞)

1

t

∫ t

0

∫ s

0
p(r)drds,

where θmax := maxt∈R θ (t).

In order to discuss this result, it is useful to consider now the number:

μ∗ := x̂e
2a|p∗|

f , (2.9)
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μ∗

D−

D+

W

X

Y

Υ

µ∗

D−

D+

W

X

Y

Υ

(a)

(b)

FIGURE 2. Figures 2(a) and (b) graphically show the two possibilities described by Theorem 5. In both
cases, the shaded area is included in D+. Here, ϒ : [μ∗, +∞) →R, ϒ(X ) := a

b

(
1 − |p∗| + f

2a ln
(

X
x̂

))
.1

where x̂ > 0 and −∞ < p∗ ≤ 0 are defined by Theorem 5. As in the above case (we refer to
Theorem 4), this number is explicit and it can be computed depending on the characteristics of
the detected cancer. Intuitively speaking, μ∗ is connected with the inefficiency of a treatment of
immunotherapy satisfying (2.1) and (2.8), and hence it plays a significant role in the proliferation
and invasion of the tumour cells (see Figure 2).

As a consequence of Theorem 5, in terms of μ∗, we can state

Corollary 2 Suppose (2.1) and (2.8). If

X0 ≥ μ∗, Y0 <
a
(

1 − |p∗| + f
2a ln

(
X0
x̂

))
b

, (2.10)

X (τ , X0, Y0) → +∞ as τ → +∞. In particular, (2.10) holds when X0 ≥ μ∗ and Y0 < a
b .

1This figure comes from Figure 1, therefore we adopt its elements and terminology for convenience.
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See, for example [22, Section 7] (see also, e.g., [19, Proposition 1]) for more results in this
direction.

Before jumping into the next section, we would like to underline the originality of the study
also from a theoretical point of view, involving an important topic in mathematics: the non-linear
forced systems. Some papers\books in this direction are (a not exhaustive list) [1, 9, 10, 11, 12,
14, 15, 24, 25, 26, 30, 31, 34, 36, 40, 44, 47, 50, 57], but there is not a huge literature where a
model of this type is globally analysed using topological techniques.

To finish this section, we display a list of notation which is used throughout the paper: R is the
set of real numbers, R+ := (0, +∞), R+ := [0, +∞), R− := (−∞, 0); and for x ∈R we denote
by x+ := max{x, 0} and x− := min{−x, 0}. C := C([0, T]; R), where T > 0, is the Banach space
of continuous function u : [0, T] →R with the norm:

‖u‖∞ := max{|u(t)| : t ∈ [0, T]};
C(D1; D2), where D1, D2 ⊆R, is the set of continuous functions u : D1 → D2;
C1 := C1([0, T]; R) is the Banach space of continuous functions u : [0, T] →R with continuous
derivative, with the norm ‖u‖C1 := ‖u‖∞ + ‖u′‖∞;

L1 := L1([0, T]; R) is the Banach space of the integrable functions u : [0, T] →R endowed
with the norm:

‖u‖1 :=
∫ T

0
|u(s)|ds;

If u ∈ C, we denote by

mu := min
t∈[0,T]

u(t), Mu := max
t∈[0,T]

u(t);

If u ∈ C((r1, r2); R), where −∞ ≤ r1 < r2 ≤ +∞, then

u(r+
1 ) := lim

t→r+1
u(t), u(r−

2 ) := lim
t→r−2

u(t);

If q ∈ L1, we denote by

Q+ :=
∫ T

0
q+(s)ds, Q− =

∫ T

0
q−(s)ds, Q∗ := max {Q+, Q−} .

The rest of the notation will be given as needed.
To simplify, throughout the article, we will assume that θ is a continuous function. However,

experts in differential equations can easily extend the arguments for any bounded function θ ∈
L∞. –

3 A first review of the mathematical model

This section is dedicated to testing two basic results about the solutions of equation (1.3). Here
we point out that these results are probably not completely new because they necessarily should
have been taken into account in earlier papers when the case was being examined (see e.g.,
[19, 21, 22]); however, we could not find them in a precise form.
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Lemma 1 Every solution of (1.3) starting in the first quadrant of the plane remains in that
region over time.

Proof From the first equation of (1.3), we obtain that

X (τ ) = X (0) exp

{∫ τ

0
(a − bY (s))ds

}
. (3.1)

Hence, X (τ ) ≥ 0 for all τ ≥ 0 where the function X is defined.
We continue now arguing analogously as above but with the second equation of (1.3) in order

to obtain that

Y (τ ) = exp

{
−
∫ τ

0
μ(s)ds

} (
Y (0) +

∫ τ

0
(νg(X (s)) + θ (ωs)) exp

{∫ s

0
μ(r)dr

}
ds

)
, (3.2)

where μ(s) = −
X (s) + f and τ ≥ 0. Hence, we conclude also that Y (τ ) ≥ 0.

Next, we shall show that actually the above-mentioned solutions are defined for all time. This
result is stated below.

Lemma 2 Let (X , Y ) : [0, τ0) →R
2 be a solution of (1.3) defined on its maximal domain.

Assuming that

X (0) ≥ 0, Y (0) ≥ 0,

then τ0 = +∞.

Proof We assume, on the contrary, that τ0 ∈ [0, +∞). Then, one of the following possibilities
happens

lim sup
τ→τ−

0

X (τ ) = +∞ or lim sup
τ→τ−

0

Y (τ ) = +∞.

However, taking into account that Y ≥ 0, in view of (3.1), the first possibility does not occur.
Thus, using that the function X is bounded, from (3.2), we conclude that the second possibility
neither happens. Hence, we have a contradiction.

Remark 1 Notice that if (X , Y ) is a solution of (1.3) such that X (τ0) = 0, then X ≡ 0. By using
a similar argument, in general, it is easy to check that if there exists τ0 > 0 such that Y (τ0) ≥ 0,
then 0 ≤ Y (τ ) < +∞ for all τ ≥ τ0. However, we cannot assure the non-negativeness of Y for
times previous to τ0.

To close this section, we introduce the following transformation:

X = ax



, Y = ay

b
, τ = t

a
, (3.3)

obtaining that the equation (1.3) can be rewritten as:

x′ = x − xy,

y′ = xy − αy + ρg̃(x) + γ θ (βt).
(3.4)
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Here, α := f /a, ρ := νb/a2, γ := b/a2, β := ω/a and g̃(x) := g(ax/
). The new variables are
defined in the following region:

(sgn 
) x ≥ 0, y ≥ 0, t ≥ 0. (3.5)

Furthermore, since θ is τ∗−periodic, with respect to the new variables of the function:

t ∈ [0, +∞) �→ θ (βt),

is T−periodic, for any T ∈ (aτ∗/ω)N. From now on, we shall refer to the above function as a
T−periodic function (with T = aτ∗/ω). It is easy to check that

θ = 1

T

∫ T

0
θ (βs)ds. (3.6)

In the forthcoming sections, we are taking into account the above discussion and we shall find
T−periodic solutions of (3.4) in order to prove the main results of this paper.

4 Tumour growth under a periodic therapy. Particular cases

This section is dedicated to the study of the existence and uniqueness of a τ∗/ω−periodic solution
to the equation (1.3) (resp. a T−periodic solution to the equation (3.4)) under certain assumptions
which simplify the problem. Afterwards, we shall analyse the asymptotic behaviour of such
solution. As we mentioned above, throughout this paper, we shall always refer to the number T
thinking that T = aτ∗/ω, and thus (3.6) holds (we will not refer more to this observation).

4.1 Tumour growth under stationary therapy

We study the system under a stationary therapy, that is, θ (βt) = θ > 0. With this aim in view, we
consider (3.4). In particular, the system has a tumour-free stationary state:

Pfree :=
(

0,
ρ + γ θ

α

)
,

for which the Jacobian matrix has the form:

J =
⎛⎜⎝ 1 − ρ+γ θ

α
0

ρ+γ θ

α
+ ρg̃′(0) −α

⎞⎟⎠ .

By using the classical theory of stability of the equilibria points for an autonomous system, we
can show the following result, which can be seen as a particular case of our Theorem 1.

Corollary 3 Assume (2.1). Then the tumour-free equilibrium point is asymptotically stable.
Otherwise, it is unstable when (2.2) holds.
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4.2 Tumour-free equilibrium under non-stationary therapy. Proof of Theorem 1

If for the system (3.4), we have that x(t) = 0 (the system is tumour-free), then we obtain the
following first order differential equation:

y′ = −αy + ρ + γ θ (βt). (4.1)

Direct computations show the following result.

Lemma 3 For the system (3.4), the solution (0, yP(t)) is T−periodic and lies in the first quadrant
of the plane. Here,

yP(t) =
∫ t

0
ξ∗(s)eα(s−t)ds + 1

eαT − 1

∫ T

0
ξ∗(s)eα(s−t)ds, (4.2)

where ξ∗(t) := ρ + γ θ (βt) for every t ≥ 0. This is the unique T−periodic solution to
equation (4.1).

Lemma 4 Assume that (2.1) (resp. (2.2)) holds. Then, the solution (0, yP(t)) of (3.4) is
asymptotically stable (resp. unstable). Here, yP(t) is defined by (4.2).

Proof If we consider the linearisation of the system (3.4) in a neighbourhood of (0, yP(t)), we
obtain

ϕ′
1(t) = (1 − yP(t))ϕ1(t),

ϕ′
2(t) = (yP(t) + ρg̃′(0))ϕ1(t) − αϕ2(t).

From the first equation of this system, we can deduce an explicit solution:

ϕ1(t) = ϕ1(0) exp

[∫ t

0
(1 − yP(s))ds

]
.

Similarly for ϕ2(t),

ϕ2(t) = e−αt

(∫ t

0
(yP(s) + ρg̃′(0))ϕ1(s)eαsds + ϕ2(0)

)
. (4.3)

To prove that (0, yP) is asymptotically stable it is sufficient to show that

ϕ1(t) → 0, ϕ2(t) → 0.

On the contrary, if some of the above limits is ±∞, then (0, yP) is unstable. The remaining of the
proof is devoted to check this issue. Indeed, we start by noting that

ϕ1(T) = ϕ1(0)eT(1−yP),

ϕ1(2T) = ϕ1(0)e2T(1−yP),

ϕ1(3T) = ϕ1(0)e3T(1−yP),

...

ϕ1(nT) = ϕ1(0)enT(1−yP).

(4.4)

On the other hand, since yP is a T−periodic solution of (4.1), by integrating this equation over
the interval [0, T] we obtain that
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yP = ρ + γ θ

α
.

Now, in view of (2.1) (resp. (2.2)), we deduce that yP > 1 (resp. yP < 1), whence by (4.4) we
prove that ϕ1(t) → 0 (resp. |ϕ1(t)| → +∞) as t → +∞.

Next, we shall show that ϕ2(t) → 0. Thus, using a contradiction argument, we assume that
ϕ2(t) �→ 0. Consequently, the function:

t �→ ϕ2(0) +
∫ t

0
(yP(s) + ρg̃′(0))ϕ1(s)eαsds,

is unbounded (see (4.3)). However, by applying L’Hôpital’s rule, we get

lim
t→+∞ ϕ2(t) = lim

t→+∞

∫ t

0
(yP(s) + ρg̃′(0))ϕ1(s)eαsds + ϕ2(0)

eαt

= lim
t→+∞

[
yP(t) + ρg̃′(0)

α

]
ϕ1(t)

= 0,

a contradiction. The proof is complete.

To close this section, we prove Theorem 1. We have only to combine Lemmas 3 and 4 and
use the transformation (3.3) introduced above.

Proof of Theorem 1 By Lemma 3, let (0, yP) be a T−periodic solution of (3.4). From (3.3),
(0, YP) is a τ∗/ω−periodic solution to (1.3). Here, YP(τ ) := ayP(aτ )/b. Thus, according to
Lemma 4, if (2.1) (resp. (2.2)) holds then (0, YP) is asymptotically stable (resp. unstable).

Finally, we claim that the above-mentioned solution is unique with this property. Indeed,
if (X̂ , Ŷ ) is a τ∗/ω−periodic solution of (1.3) with minτ∈R X̂ = 0, then X̂ ≡ 0, see Remark 1.
By using the transformations in (3.3), (0, ŷ) is a T−periodic solution to (3.4), where ŷ(t) :=
bŶ (t/a)/a. The result follows directly taking into account that yP is the unique function such
that (0, yP) is a T−periodic solution of (3.4), i.e., yP ≡ ŷ and hence YP ≡ Ŷ . The proof is
complete.

5 Tumour growth under a periodic therapy. General case

We turn our attention to the most general case. The key here is that in order to tackle this problem,
we need to deal with solutions of (1.3) whose first component is positive. Thus, we henceforth
assume that any solution is positive, that is, we shall consider solutions in the form (X , Y ) :
[0, +∞) →R

2 satisfying

X (τ ) > 0 for τ ≥ 0.

After applying the transformation introduced in (3.3), we obtain an equivalent system given by
(3.4). Thus, from (3.5), we observe that the new solution (x, y) : [0, +∞) →R

2 satisfies

(sgn 
)x(t) > 0 for t ≥ 0.
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We shall only consider the case when 
 < 0. Hence, we deduce that

x(t) < 0 for t ≥ 0.

An important tool will be the change of variables

z(t) = ln |x(t)|, t ≥ 0, (5.1)

whence it follows that

z′(t) = 1 − y(t), for t ≥ 0. (5.2)

This transformation leads to

z′′ + f(z)z′ + h(z) = p(t). (5.3)

Here, the above functions are defined as follows:

f : R→R, f(z) = α + ez,

h : R→R, h(z) = ρg̃(−ez) − ez,

p : R→R, p(t) = α − γ θ (βt).

The first observation is that p is a T−periodic function which satisfies

p := 1

T

∫ T

0
p(s)ds = α − γ θ .

Moreover, the notation is consistent with (2.4) if we rewrite p in terms of the parameters involved
in (1.3). On the other hand, taking into account that g : [0, +∞) →R is a decreasing function,
h : R→R is decreasing too, and

lim
z→+∞ h(z) = −∞, lim

z→−∞ h(z) = ρ. (5.4)

We also underline that

f(z) > α > 0, for z ∈R.

As a final remark, we point out that if (X , Y ) : [0, +∞) →R
2 is a solution of (1.3) defined in

the first quadrant of the plane, then by (5.1) the function z is a solution of (5.3) such that, in view
of (5.2), satisfies

z′(t) ≤ 1 for t ∈ [0, +∞). (5.5)

Conversely, if z is a solution of (5.3) with z′(0) ≤ 1, then (5.5) holds. Moreover, the function
(X , Y ) : [0, +∞) →R

2, obtained after doing the change of variables (5.1)–(5.2) and (3.3), is a
solution of (1.3) defined in the first quadrant of the plane. Consequently, there exists a strength
connection between the solutions of (1.3) with biological meaning and the solutions of (5.3)
satisfying (5.5). This property is crucial and will be used throughout this work.
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5.1 Setting some sets with relevant dynamical role

From the biological point of view, the interest is focused in studying the dynamical behaviour of
a certain growth tumour. In connection with this problem, we introduce the following sets:

D0
X :=

{
(X0, Y0) ∈R

+ ×R+ : lim
τ→+∞ X (τ , X0, Y0) = 0

}
,

D∞
X :=

{
(X0, Y0) ∈R

+ ×R+ : lim
τ→+∞ X (τ , X0, Y0) = +∞

}
,

VX :=
{

(X0, Y0) ∈R
+ ×R+ : lim

τ→+∞ |X (τ ) − XT (τ )| + |Y (τ ) − YT (τ )| = 0

}
.

To simplify, in the last set, we put X (τ ) := X (τ , X0, Y0), Y (τ ) := Y (τ , X0, Y0) and (XT , YT ) any
possible τ∗/ω−periodic solution of (1.3). Hence, if (XT , YT ) would not exist, then VX = ∅.

Following the standard notation, we rewrite the above sets using the transformations (3.3) and
(5.1)–(5.2):

D0
x =

{
(x0, y0) ∈R

− ×R+ : lim
t→+∞ x(t, x0, y0) = 0

}
,

D+∞
x =

{
(x0, y0) ∈R

− ×R+ : lim
t→+∞ x(t, x0, y0) = −∞

}
,

Vx =
{

(x0, y0) ∈R
− ×R+ : lim

t→+∞ |x(t) − xT (t)| + |y(t) − yT (t)| = 0

}
,

and

D− :=
{

(z0, ż0) ∈R× (−∞, 1] : lim
t→+∞ z(t, z0, ż0) = −∞

}
,

D+ :=
{

(z0, ż0) ∈R× (−∞, 1] : lim
t→+∞ z(t, z0, ż0) = +∞

}
,

V :=
{

(z0, ż0) ∈R× (−∞, 1] : lim
t→+∞ |z(t) − zT (t)| + |ż(t) − żT (t)| = 0

}
.

We set x(t) := x(t, x0, y0), y(t) := y(t, x0, y0) and (xT , yT ) any possible aτ∗/ω−periodic solution of
(3.4). Hence, if (xT , yT ) would not exist, then Vx = ∅. As usual z(t, z0, ż0) denotes the solution of
(5.3) satisfying z(0, z0, ż0) = z0 and z′(0, z0, ż0) = ż0.

5.2 Auxiliary propositions

In this part, we will introduce some results dealing with equation (5.3). One may easily observe
that many of them have a very nice interpretation when the biological variables are involved.
Please keep in mind that we are referring to the biological variables that are denoted by capital
letters X and Y , being these obtained by going back through the change of variables (5.1), (5.2)
and after (3.3).

Lemma 5 Assume that (z0, ż0), (z1, ż1) ∈R× (−∞, 1]. Then,

z0 ≤ z1, ż0 ≤ ż1 =⇒ z(t, z0, ż0) ≤ z(t, z1, ż1), for t ≥ 0.

Moreover, the strict inequality holds for t > 0 if and only if either z0 �= z1 or ż0 �= ż1.
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Proof We assume, on the contrary, that there exist z0 ≤ z1, ż0 ≤ ż1 such that |z0| + |ż0| < |z1| +
|ż1| but

ẑ0(t1) = ẑ1(t1), ẑ0(t) < ẑ1(t), for t ∈ (0, t1), (5.6)

for some t1 > 0. Here, ẑi :≡ z(·, zi, żi) (i = 0, 1). We set w(t) := ẑ1(t) − ẑ0(t), then direct computa-
tions show

w′′(t) + f(ẑ1(t))ẑ′
1(t) − f(ẑ0(t))ẑ′

0(t) > 0, ∀ t ∈ (0, t1)

w′(t1) − w′(0) +
∫ ẑ1(t1)

ẑ1(0)
f(s)ds −

∫ ẑ0(t1)

ẑ0(0)
f(s)ds > 0

w′(t1) − w′(0) >

∫ ẑ0(t1)

ẑ0(0)
f(s)ds −

∫ ẑ1(t1)

ẑ1(0)
f(s)ds =

∫ ẑ0(t1)

ẑ0(0)
f(s)ds +

∫ ẑ1(0)

ẑ1(t1)
f(s)ds ≥ 0.

Hence, w′(t1) > w′(0). This contradicts (5.6).

By a similar argument, one can easily prove the following statement:

Corollary 4 Any couple of different solutions of the equation (5.3) with initial conditions in
R× (−∞, 1] have at most one point in common.

Lemma 6 The following assertions are equivalent.

(i) p < ρ.
(ii) There exists zT : R→R a T−periodic solution of (5.3).

Moreover, this is the unique solution with this property.

Proof The proof that (ii) implies (i) is immediate. Indeed, denoting by zT : R→R a T−periodic
solution of (5.3), it suffices to integrate in both sides of the equation over the interval [0, T] (with
z = zT ) to obtain (i).

The converse is also true. To prove this issue, from now on we assume (i). It is easily to check
that the constant function β̂ := h−1 (−‖p‖∞) + 1 is an upper solution for the periodic problem
associated with the equation (5.3). The remaining of the proof is devoted to check that there
exists α̂ : [0, T] →R a lower solution for this problem such that

α̂(t) < β̂ for [0, T], (5.7)

and consequently, the existence of a T−periodic solution of (5.3) is guaranteed by applying the
classical theory of lower and upper solutions to the periodic problem.

The construction of such a lower solution is done as follows. Our starting point is considering
the Dirichlet problem:

w′′ + f(T [w])w′ = q(t), w(0) = 0 = w(T), (5.8)

where q ∈ C and, for η ∈R, the operator Tη is defined by:

T : C → C, T [w](t) = η + w(t) − mw.
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Now, we can rewrite (5.8) as a fixed point problem:

w = F[w], w ∈ C1. (5.9)

Here,

F[w](t) = − 1

T

[
(T − t)

∫ t

0
sN[w]ds + t

∫ T

t
(T − s)N[w]ds

]
,

and N[w](t) := −f(T [w])w′ + q(t). Thus, with the proposal of computing the topological degree
of the I − F, we embedded the problem (5.9) into a family of homotopic problems, that is, we
consider

w = Fλ[w], λ ∈ [0, 1], Fλ :≡ λF. (5.10)

We claim that the above homotopy is admissible. Indeed, by construction one may easily see that
any solution w of (5.10) is also a solution of the problem:

w′′ + λf(T [w])w′ = λq(t), w(0) = 0 = w(T). (5.11)

Thus, multiplying in (5.11) by w and integrating by parts over [0, T], one gets∫ T

0
w′2 = −λ

∫ T

0
qw = λ

∫ T

0
q−w − λ

∫ T

0
q+w ≤ Q∗(Mw − mw),

(recall that Q∗ was defined in the introduction). Since w(0) = w(T), the latter inequality combined
with the estimation proved in [30, Lemma 2.4] yields

Mw − mw ≤ TQ∗
4

. (5.12)

Since w(0) = 0 one has ‖w‖∞ ≤ TQ∗/4. This proves that (5.10) is admissible on any ball with
centre in the origin and sufficient large radius, that is,

dLS(I − F1, B(0, R), 0) = dLS(I − F0, B(0, R), 0) = 1.

Notice that the above-mentioned ball is in C1 endowed with its norm. However, because we
know that any solution of (5.11) verifies (5.12), doing direct computations in (5.11) we deduce
that

‖w′‖∞ ≤ 2‖w‖∞ max
z∈
[
η,η+ TQ∗

4

] |f(z)| + ‖q‖1.

On the other hand, since h is a decreasing function and satisfies (5.4), in view of (i) we can
choose β̃ < β̂ such that

h(z) > p for z < β̃. (5.13)

We set now the problem (5.8) with q(t) := p(t) − p and η := β̃ − TQ∗/4. We have already proved
that there exists a solution w which satisfies (5.12). Moreover, by definition of q, w is T−periodic.
Hence, the function
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α̂ : [0, T] →R, α̂(t) := η + w(t) − mw,

is T−periodic and satisfies

η ≤ α̂(t) ≤ η + TQ∗
4

= β̃.

By combining the latter inequality with (5.13), one has

h(α̂(t)) > p for t ∈ [0, T],

and, consequently,

α̂′′ = −f(α̂)α̂′ + p(t) − p > −f(α̂)α̂′ + p(t) − h(α̂).

This proves that α̂ is a lower function for the periodic problem associated with (5.3) which
satisfies (5.7) (recall that β̃ < β̂).

Proof of the uniqueness. Using a contradiction argument, assume that there are two
T−periodic solutions of (5.3). Denoting these solutions by z1 and z2, and setting z = z1 − z2, we
have

z′′ = f(z2)z′
2 − f(z1)z′

1 + h(z2) − h(z1). (5.14)

There is no loss of generality in assuming that z(t) > 0 for every t ∈ [0, T] (see
Corollary 4). Hence, by integrating in (5.14) over [0, T], one obtains a contradiction. The proof is
complete.

Remark 2 Notice that Lemma 6 does not depend essentially on the definition of h, it only depends
on its properties. This means that if one changes h by another decreasing function satisfying
(5.4), the result remains true.

Remark 3 Although it is not true that any solution of (5.3) is connected with a solution of (1.3)
with biological interpretation, this relation holds if one deals with periodic solutions. Indeed,
let zT be a T−periodic solution of (5.3). Thus, there exists t0 ∈ [0, T] such that z′

T (t0) = 0. By
making the corresponding change of variables, first (5.1)-(5.2) and then (3.3), we observe that
the resulting function (XT , YT ) : R→R

2 is a τ∗/ω−periodic solution of (1.3) such that

(XT , YT )(t0/a) ∈R
+ ×R

+.

By using Remark 1,

(XT , YT )(τ ) ∈R
+ ×R

+, for τ ≥ t0
a

.

Hence, from the periodicity of (XT , YT ), one deduces that the above inclusion holds for any τ ≥ 0.
So that, (XT , YT ) has biological sense.

To establish the last results of this section, it will be convenient to introduce the following set:

B := {(z0, ż0) ∈R× (−∞, 1] : there exists K > 0 such that |z(t, z0, ż0)| < K, t ≥ 0}.
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Lemma 7 Assume p < ρ. Then, any (z0, ż0) ∈ B verifies

lim
t→+∞ |z(t, z0, ż0) − zT (t)| + |z′(t, z0, ż0) − z′

T (t)| = 0.

Here, zT is the unique solution which appears in Lemma 6. In other words, B = V.

Proof Let (z0, ż0) ∈R× (−∞, 1] be a point lying in B. Then, there exists K > 0 such that

|ẑ(t)| < K for t ∈ [0, +∞). (5.15)

Here, ẑ(t) := z(t, z0, ż0). Let us now modify the non-linearities of the equation (5.3) in such a
way that the resulting functions are continuously defined on R, bounded and strictly monotone;
and for any z ≤ K + ‖zT‖∞ + |h−1(−‖p‖∞)|, these coincide with the previous ones. Denoting by
f̂, ĥ : R→R such functions, we have a modified equation:

z′′ + f̂(z)z′ + ĥ(z) = p(t), (5.16)

whose Poincaré map P̂ : R2 →R
2 is an homeomorphism. Furthermore, by virtue of Lemma 6 and

Remark 2, (5.16) has a unique T−periodic solution, which is necessarily zT . Since this solution
was obtained by finding a pair of strict lower and upper solutions, it is well known (see, e.g., [57,
Proposition 2.1]) that

dB(I − P̂, �, 0) = −1,

for any open set of R
2 such that the point (zT , żT ) := (zT (0), z′

T (0)) ∈ �. Thus, according to
[9, Lemma 3.3] (see also, e.g., [7]), we can conclude that P̂ is a free-homeomorphism which
preserves its orientation, and consequently, it possesses nice dynamical properties. In particular,
the following dichotomy:

Possibility A. There exists an unbounded subsequence of {P̂n(z0, ż0)}n∈N (after possibly
passing to the subsequence, ‖P̂n(z0, ż0)‖ → +∞ as n tends to +∞).

Possibility B. P̂n(z0, ż0) → (zT , żT ) as n tends to +∞.

Here P̂n := P̂
n︷ ︸︸ ︷◦ · · · ◦ P̂. If we can prove that Possibility A does not occur, the assertion of

the lemma will follow from Possibility B. Before jumping into the mathematical details of
this issue, it is worthy to notice that according to (5.15), the solution ẑ always remains at the
unmodified region. Hence, P̂n(z0, ż0) = Pn(z0, ż0) for every n ∈N, where P is the Poincaré map
associated with the equation (5.3).

Possibility A cannot happen. Using a contradiction argument, in view of (5.15) we assume that
|ẑ′(nT)| → +∞. Because we know that ẑ′(t) ≤ 1 for t ∈ [0, +∞),

lim
n→+∞ ẑ′(nT) = −∞. (5.17)

Let, on the other hand, R > 0 be a constant defined sufficiently large in such a way that

R > 2(K + ‖zT‖∞) + ‖p‖∞ + Mh

α
.
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Here,

Mh := max
|z|≤K+‖zT ‖∞

|h(z)|.

In view of (5.17), we distinguish two cases:

Case 1. There exists t0 > 0 such that ẑ′(t) < −R for t ≥ t0. In this case, the contradiction
follows below:

−2(K + ‖zT‖∞) < ẑ(t0 + 1) − ẑ(t0) =
∫ t0+1

t0

ẑ′(s)ds < −R.

This is impossible and concludes this case.

Case 2. There exists a sequence {tn}n ⊆ (0, +∞) such that ẑ′′(tn) = 0 and ẑ′(tn) < −R.
Since ẑ is solution of (5.3), we have

h(ẑ(tn)) + f(ẑ(tn))ẑ′(tn) = p(tn),

and consequently,

p(tn) =
(
α + eẑ(tn)

)
ẑ′(tn) + h(ẑ(tn))

= αẑ′(tn) + eẑ(tn)ẑ′(tn) + h(ẑ(tn))

< αẑ′(tn) + h(ẑ(tn)).

Hence,

−R > ẑ′(tn) > −Mh + ‖p‖∞
α

.

But this contradicts the definition of R.

Lemma 8 Assume p < ρ. Let (z1, ż1), (z2, ż2) ∈ B, then

ż1 ≤ ż2 =⇒ z2 ≤ z1.

Moreover, if ż1 < ż2 then z2 < z1.

Proof Denoting by ẑ1(t) := z(t, z1, ż1) and ẑ2(t) := z(t, z2, ż2), and by K > 0 a constant such that

sup
t∈[0,+∞)

[
|ẑ1(t)| + |ẑ2(t)|

]
< K;

if we assume that z1 < z2 (or z1 = z2 if ż1 < ż2), by Lemma 5 we have

ẑ1(t) < ẑ2(t) for t > 0.

Furthermore, by applying Lemma 7, we know that

lim
t→+∞ |ẑ′

2(t) − ẑ′
1(t)| + |ẑ2(t) − ẑ1(t)| = 0. (5.18)
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Direct computations yield

ẑ′′
2 − ẑ′′

1 ≥ −f(ẑ2)ẑ′
2 + f(ẑ1)ẑ′

1.

Hence, by integrating the latter inequality from 0 to t, we get

ẑ′
2 − ẑ′

1 ≥ ż2 − ż1 +
∫ z2

z1

f(s)ds −
∫ ẑ2(t)

ẑ1(t)
f(s)ds.

Passing to the limit as t → +∞, with respect to (5.18) one obtains that ż2 = ż1 and z1 = z2. This
is impossible and concludes the proof.

5.3 Proofs of the main results

Throughout this subsection, we will assume that p < ρ. Before proving the main results, we need
to study some topological properties of the sets D+, D− and V , as for example:

Lemma 9 The sets D+ and D− are open in R× (−∞, 1], and

R× (−∞, 1] = D+ ∪ D− ∪ V . (5.19)

Proof Lemma 7 immediately proves (5.19). So that it is sufficient to prove that D+ and D− are
open sets in R× (−∞, 1] with its relative topology. We will only prove the case D+, because
the proof for the case D− is similar.

D+ is open. Let (z0, ż0) ∈ D+ be arbitrary. Then, denoting by ẑ0(t) := z(t, z0, ż0),

lim
t→+∞ ẑ0(t) = +∞. (5.20)

Let us now define γ̂ > 0 such that

γ̂ > 1 + ‖(z0, ż0)‖2 + |h−1(−‖p‖∞)| + ‖zT‖∞.

Here, we denote by zT the unique T−periodic solution to (5.3) provided by Lemma 6. Because
we know (5.20), there exists t1 > 0 such that ẑ0(t) > γ̂ for every t ≥ t1. Thus, the usual continuous
dependence theorems state that for 0 < ε < 1 sufficiently small, if (z, ż) ∈ B‖·‖2 ((z0, ż0), ε) ∩ (R×
(−∞, 1]) then ẑ(t1) > γ̂ , where ẑ(t) := z(t, z, ż). We shall prove that (z, ż) ∈ D+. Indeed, if we
assume false the claim, in view of (5.19) we have

(z, ż) ∈ V ∪ D−.

Therefore, since ẑ(t1) > γ̂ , by the definition of γ̂ , we can assure that there exists tM ∈ [t1, +∞)
such that the function ẑ attains a local maximum at such point and its value is greater than γ̂ ,
that is,

ẑ(tM ) > γ̂ , ẑ′(tM ) = 0, ẑ′′(tM ) ≤ 0.

Finally, since ẑ is a solution of (5.3),

h(ẑ(tM )) ≥ p(tM ) ≥ −‖p‖∞.

However, this contradicts the definition of γ̂ .
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Lemma 10 There exist −∞ ≤ ã < b̃ ≤ +∞ and a continuous function ϕ : (̃a, b̃) →R which is
decreasing such that

{(z, ϕ(z)) : ã < z < b̃} = V ∩R× (−∞, 1). (5.21)

Moreover,

• if −∞ < ã, then ϕ(̃a+) = 1;
• if b̃ < +∞, then ϕ(̃b−) = −∞.

Proof By Lemma 5, D+ has the following property:

(P1) If (z0, ż0) ∈ D+ and z1 ≥ z0, ż1 ≥ ż0, then (z1, ż1) ∈ D+.

As a consequence D+ is connected. Also, the symmetrical property holds for D−:

(P2) If (z0, ż0) ∈ D− and z1 ≤ z0, ż1 ≤ ż0, then (z1, ż1) ∈ D−.

By a similar argument, it follows that D− is connected too. By using Lemma 8 and these
properties, it is easy to prove that

Ĩ = {z ∈R : there exist ż0 < ż1 ≤ 1 such that (z, ż0) ∈ D−, (z, ż1) ∈ D+ },
is an open interval (̃a, b̃) with −∞ ≤ ã < b̃ ≤ +∞, that is, ∅ �= Ĩ ⊆R is a connected open set.

On the other hand, for any z ∈ Ĩ , since D+ and D− are open sets in R× (−∞, 1], we know
from (5.19) that there exists ż ∈ (−∞, 1) such that (z, ż) ∈ V and, in addition, by Lemma 8, ż is
unique. Hence, we can define the function

ϕ : (̃a, b̃) → (−∞, 1), ϕ(z) := ż.

By construction,

{(z, ϕ(z)) : ã < z < b̃} ⊆ V ∩R× (−∞, 1).

Now, we shall prove the remaining inclusion. Suppose that (z, ż) ∈ V ∩R× (−∞, 1), by using
again (5.19) and Lemma 8, we have that (z, ż1) ∈ D+ ∪ D− for ż �= ż1. Moreover, by properties
(P1) and (P2), (z, ż1) ∈ D+ if ż1 > ż and (z, ż1) ∈ D− if ż1 < ż. Consequently, z ∈ Ĩ and ż = ϕ(z).

Finally, it is a direct consequence of Lemma 8 that ϕ is a decreasing function, and by virtue
of Lemma 9, on account of (5.21), we know that its graph is closed in R× (−∞, 1). Hence, ϕ is
also continue.

To end the proof, it now remains to show that if −∞ < ã then ϕ(̃a+) = 1. The case when
b̃ < +∞ can be treated analogously and therefore its proof is omitted. Indeed, by using a contra-
diction argument, we assume now that ϕ(̃a+) < 1. Thus, by using property (P2) one deduces that
{̃a} × (−∞, 1] ⊆ D−, and consequently, since D− is open in R× (−∞, 1], there exists an open
set U ⊆R× (−∞, 1] such that (̃

a, ϕ(̃a+)
) ∈ U ⊆ D−.

However, this is impossible because in such a case U ∩ V �= ∅.
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Remark 4 According to the last part of Lemma 10, we can extend by continuity the function ϕ

by setting

ϕ̂ : [̃a, b̃) →R, ϕ̂ (̃a) = 1,

whenever −∞ < ã. Hence, without loss of generality, we can assume that

{(z, ϕ̂(z)) : z ∈ Î} = V , (5.22)

where either Î = [̃a, b̃) if −∞ < ã or Î = (̃a, b̃) (and hence ϕ̂ ≡ ϕ) if ã = −∞.

We undertake now the proofs of Theorems 2 and 3 established in the introduction.

Proof of Theorem 2 Assume first that there exists (XT , YT ) : R→R
2 a τ∗/ω− periodic solution

of (1.3) such that minτ∈R XT (τ ) > 0. By applying first the change of variables given by (3.3)
and next, by using the transformation (5.1) and (5.2), one obtains the existence of a function
zT : R→R which is a T−periodic solution to the equation (5.3). Thus, by virtue of Lemma 6,
we know that p < ρ. But this means that (2.1) holds.

Conversely, the latter inequality implies that there exists zT : R→R a T−periodic solution of
(5.3), see Lemma 6. Thus, by applying the above-mentioned transformations, one may observe
that (XT , YT ) : R→R

2 is a τ∗/ω−periodic solution of (1.3). Here, in view of Remark 3,

YT (τ ) := a(1 − z′
T (aτ ))

b
≥ 0, XT (τ ) := aezT (aτ )

|
| > 0, for τ ≥ 0,

and consequently (2.3) holds.
Finally, the proof of the uniqueness follows from the last part of Lemma 6. The proof is now

complete.

Proof of Theorem 3 According to Lemma 10 and Remark 4, we can define a continuous
decreasing function:

ϕ̂ : Î →R, Î =
{

[̃a, b̃), if ã > −∞
(−∞, b̃), if ã = −∞ ,

satisfying (5.22). Thus, we define now the function:

�̂ : J →R, �̂(X ) :=
a
(

1 − ϕ̂
(

ln
(

|
|X
a

)))
b

,

where either J = [Z0, Z1) if Z0 > 0 or J = (0, Z1) if Z0 = 0. Here,

Z0 := lim
x→ã

aex

|
| , Z1 := lim
x→b̃

aex

|
| .

It is immediate to note that �̂ is a continuous increasing function such that W = VX , see Lemma
7 and (5.22). Here we have also used the transformations (5.1)–(5.2). Moreover, according to the
last part of Lemma 10 and using (5.19), one proves that

D− = D0
X , D∞

X = D+, R
+ × [0, +∞) = D− ∪ D+ ∪ W ,
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(the sets D0
X , D∞

X and W were defined in Section 5.1). Hence, the proof follows directly from
these identities and from Lemma 8.

6 Analysis of the tumoural growth submitted to particular therapies

So far our model has exhibited four significant dynamical cases of tumour growth with different
expectancies of cure for a patient who has been diagnosed by a cancer. The objective of this
section is to study what type of treatment has to be applied in the affected region in order to
better understand the dynamics of the tumour growth. The worst-case scenario would be Z0 = 0,
because only in this case the smallest population size of tumour cells before starting with the
treatment may lead to an uncontrollable growth of this population. In order to control this growth,
the population size of immune cells should be greater than �̂(0). In this setting, we can obtain a
theoretical conclusion based on Theorems 1 and 3 for general therapies.

Corollary 5 Under the hypotheses of Theorem 3. Assume that Z0 = 0, then

�̂(0) <
1

ω
(

e
f τ∗
ω − 1

)∫ τ∗

0
(ν + θ (t))e

ft
ω dt.

In particular,

�̂(0) <
ν + ‖θ‖∞

f
.

In consequence, it is shown that if a patient, who is diagnosed with a cancer of type 
 < 0 in
its initial stage of formation, presents a sufficient number of immune cells (this is greater than
ν+‖θ‖∞

f ), then the tumour cells will disappear during the treatment period.
The question here is what ‘initial stage of formation’ means. The rest of the paper is some-

what devoted to solve this question. In particular, we will study in more detail the graph to the
function ϕ : (̃a, b̃) →R (appearing in Lemma 10) and we will interpret the results obtained in the
biological model (1.3) by using the transformations (5.1)–(5.2) and (3.3).

Proposition 1 Assume ‖p+‖∞ < ρ and (2.5). Then the following estimate holds

ã ≥ −2(1 + p∗)

α
+ h−1(‖p+‖∞),

where p∗ was defined in Theorem 4.

To prove this result, we shall need two auxiliary lemmas. We henceforth assume that ‖p+‖∞ <

ρ, y1 := h−1(‖p+‖∞). Moreover, we shall fix a z0 < y1 satisfying that

z(t, z0) < y1 for t ∈ (0, t0(z0)), z(t0(z0), z0) = y1, (6.1)

for some t0(z0) > 0. Here, z(·, z0) denotes a solution of the Cauchy problem associated with (5.3)
satisfying that z(0) = z0 and z′(0) > 0.

Lemma 11 z′(t, z0) ≥ 0 for t ∈ [0, t0(z0)].
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z0

y1

z

tm
t

t0(z0)

FIGURE 3. Shows the graph of the function z(t) in the plane with the usual coordinate axes, assuming that
the function reaches a local minimum at the point t = tm.

Proof Using a contradiction argument, by (6.1) assume that there exists tm ∈ [0, t0(z0)] such that
z(tm) < y1, z′(tm) = 0 and z′′(tm) ≥ 0 (see Figure 3). Here for simplicity, we denote z(t) := z(t, z0).

Since z is solution of (5.3), we have

z′′(tm) + f(z(tm))z′(tm) + h(z(tm)) = p(tm).

Consequently,

h(z(tm)) ≤ z′′(tm) + h(z(tm)) = p(tm)

≤ p+(tm) ≤ ‖p+‖∞.

Hence,

z(tm) ≥ h−1(‖p+‖∞) = y1.

But this is a contradiction.

Lemma 12 z′′(t, z0) ≤ 0 for t ∈ [0, t0(z0)].

Proof Since z := z(·, z0) is solution of (5.3),

z′′ ≤ −f(z)z′ − h(z) + p+(t)

≤ −f(z)z′ − h(z) + ‖p+‖∞
≤ −f(z)z′ − h(y1) + ‖p+‖∞ = −f(z)z′ ≤ 0.

Now we are in position to prove the main result of this section.

Proof of Proposition 1 Using a contradiction argument, assume that

ã < −2(1 + p∗)

α
+ y1.

Then, we can choose (z0, ż0) ∈ D+ such that

ã < z0 < −2(1 + p∗)

α
+ y1. (6.2)
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Since (z0, ż0) ∈ D+ with ż0 > 0, then (6.1) holds; where z(t, z0) := z(t, z0, ż0). As usual, we denote
by z(t) := z(t, z0), by using Lemmas 11 and 12 we get

z(t) ≥ z0 + y1 − z0

t0(z0)
t, for t ∈ [0, t0(z0)]. (6.3)

On the other hand, if we integrate in (5.3) from 0 to t we obtain

z′(t) = ż0 −
∫ z(t)

z0

f(s)ds −
∫ t

0
h(z(s))ds +

∫ t

0
p(s)ds

≤ ż0 −
∫ z(t)

z0

f(s)ds −
∫ z(t)

z0

h(s)ds +
∫ t

0
p(s)ds

= ż0 −
∫ z(t)

z0

[f(s) + h(s)]ds +
∫ t

0
p(s)ds.

Setting

G(z, z0) :=
∫ z

z0

[f(s) + h(s)]ds,

by integrating over [0, t0(z0)] in the latter inequality one arrives at

y1 ≤ z0 + ż0 t0(z0) −
∫ t0(z0)

0
G(z(s, z0), z0)ds +

∫ t0(z0)

0

∫ s

0
p(r)drds

= z0 + t0(z0)

[
ż0 −

∫ t0(z0)
0 G(z(s, z0), z0)ds

t0(z0)
+ 1

t0(z0)

∫ t0(z0)

0

∫ s

0
p(r)drds

]
.

(6.4)

From the definition of the function f and by using (6.3),

G(z(s, z0), z0) =
∫ z(s,z0)

z0

[f(s) + h(s)]ds ≥ α(z(s, z0) − z0) ≥ α

(
y1 − z0

t0(z0)
s

)
,

whence ∫ t0(z0)
0 G(z(s, z0), z0)ds

t0(z0)
≥ α(y1 − z0)

2
.

Then by (6.4),

y1 ≤ z0 + t0(z0)

[
ż0 − α(y1 − z0)

2
+ 1

t0(z0)

∫ t0(z0)

0

∫ s

0
p(r)drds

]
.

However, since ż0 < 1, in view of (6.2),

ż0 − α(y1 − z0)

2
+ 1

t0(z0)

∫ t0(z0)

0

∫ s

0
p(r)drds < 0.

But this contradicts z0 < y1.

Remark 5 Note that Theorem 4 is nothing more than writing Proposition 1 in the biological
variables, that is, one has to use the change of variables (5.1) and (5.2) and finally (3.3) to
rewrite Proposition 1 in terms of the variables X and Y.
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Z0 = 0 Z0 = 0

D−

Y
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Y
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X

Y

X
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W

W

(a) (b)

(c) (d)

FIGURE 4. It shows the different dynamic cases to our model in relation to Theorem 3. As in Figure 1, the
x- and y-axes are connected with the variables X and Y , that is, they indicate the number of initial tumour
and immune cells coexisting in the affected region before starting with the therapy.

Finally, we finish the section with a result on the behaviour of the function ϕ : (̃a, b̃) →R in at
neighbourhood of b̃. In this direction, we analyse if either

ϕ(̃b) = −∞, or ϕ(̃b) > −∞.

In other words, in the framework of Theorem 3, we shall study when it is possible to discard the
cases (b) and (d) in Figure 4.

Proposition 2 Assume (2.1) and (2.8). Then either

b̃ ≤ y2 + 2|p∗|
α

,

or

ϕ(z0) ≤ −
(

p∗ + α(z0 − y2)

2

)
for z0 ∈

(
y2 + 2|p∗|

α
, b̃

)
, (6.5)

where y2 := h−1(−‖p−‖∞) and p∗ was defined in Theorem 5.
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Proof Assume that b̃ > y2 + 2|p∗|
α

, then we will prove that (6.5) is fulfilled. Indeed, using a

contradiction argument, assume that there exists z0 ∈ (y2 + 2|p∗|
α

, b̃) such that

ϕ(z0) > −
(

p∗ + α(z0 − y2)

2

)
.

Setting

ż0 = −
(

p∗ + α(z0 − y2)

2

)
,

we have that (z0, ż0) ∈ D− and moreover ż0 < 0. Denoting by z(t, z0) := z(t, z0, ż0), there exists
t1(z0) > 0 such that z(t, z0) > y2, for t ∈ (0, t1(z0)) and z(t1(z0), z0) = y2. It is easy to prove that

z′(t, z0) ≤ 0, z′′(t, z0) ≥ 0, for t ∈ [0, t1(z0)].

Thus,

z(t, z0) ≤ z0 − z0 − y2

t1(z0)
t for t ∈ [0, t1(z0)].

By similar steps to those done in the proof of Proposition 1, we obtain

y2 ≥ z0 + t1(z0)

(
ż0 + α(z0 − y2)

2
+ p∗

)
= z0,

which is a contradiction.

Remark 6 Note that Theorem 5 is nothing more than writing Proposition 2 in the biological
variables, that is, one has to use the change of variables (5.1) and (5.2) and finally (3.3) in order
to rewrite Proposition 2 in terms of the variables X and Y.

6.1 Examples. Particular therapies

Just as a way of an example, let’s choose some therapies to illustrate Theorems 4 and 5. In
this section, it will be essential to understand that when we talk about the effectiveness (resp.
inefficacy) of the treatment in terms of μ∗ (resp. μ∗), it is in the sense of analytically estimating
its magnitude. However, a numerical analysis in any specific case may show a higher level of
effectiveness μnum∗ (resp. lower level of inefficacy μ∗num) in the treatment, but at the same time
its reliability may be more questionable.

Example 1 Consider θ : R→R a high-power therapy without interruption (this means that there

is no break in the treatment regime) such that (2.7) holds. In this setting, μ∗ = x̃e− 2a
f , where x̃ is

implicitly defined by:

g(̃x) − a|
|
νb

x̃ = 0. (6.6)

Consequently, if a patient who has been diagnosed by a cancer of type 
 < 0, initially possesses a
density of tumour cells less than μ∗, is submitted to a therapy of this kind, then the tumour cells
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μ−1
∗ (X0)

X

X0

μ∗
|�|

FIGURE 5. It shows the graphic of the function μ∗(|
|). Here, the independent variable indicates the level of
aggressiveness of the cancer under consideration, whereas the other variable is connected with the number
of tumour cells coexisting in the affected region before starting with the therapy. In consequence, the value
μ−1

∗ (X0) reveals the maximum level of aggressiveness of a cancer which can be successfully treated, when
the population size of tumour cells just before starting with the treatment is X0.

will disappear during the treatment period. In this framework, we can also express analytically
the effectiveness of the treatment in terms of the degree of aggressiveness of the cancer, as
follows:

μ∗(|
|) := �−1
|
| (0)e− 2a

f ,

where �|
| : R+ →R is a decreasing function defined by �|
|(x) := g(x) − a|
|
νb x. Now μ∗ is an

explicit decreasing function and satisfies

lim
|
|→0+ μ∗(|
|) = +∞, lim|
|→+∞ μ∗(|
|) = 0.

An interesting question comes up in the following terms: knowing the size of the tumour just
before starting with the treatment, computing the maximum level of aggressiveness of a cancer
which can be successfully treated by this therapy. In this setting, if X0 is the initial number of
tumour cells, an estimation of this level is given by μ−1∗ (X0) (see Figure 5), that is, if |
| <
μ−1∗ (X0) then the cancer can be successfully treated with the therapy.

For instance, if we assume the case when a = 1/10, b = 1/2, f = 1/5, ν = 1, g(x) = e−x and
θ = af

b (= 1
25 ), it follows that

μ∗(|
|) = W

(
5

|
|
)

e−1,

where W denotes the Lambert function (implicitly defined for y > 0 by W (y) exp(W (y)) = y). In
this context, from the analytical point of view, the maximum level of aggressiveness of a cancer
which can be successfully treated with this therapy, when the population size of tumour cells
before starting with the treatment is X0 = 1, is equal to μ−1∗ (1) ≈ 0.121378. Consequently, for
any 
 < 0 with |
| < 0.121378, we can assure that the treatment will be effective independently
of the initial number of immune cells (see Figure 6).

We close this example by noting that, a stationary therapy with a constant dose σ = af
b

minimises the intensity between all the admissible therapies (i.e., therapies satisfying (2.7)).
�
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Tumor cells

Im
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FIGURE 6. Several orbits in the phase portrait of the equation (1.3) with initial conditions of the form X0 = 1
and Y0 > 0 arbitrary. Here, a = 1/10, b = 1/2, 
 = −0.1213, f = 1/5, ν = 1, g(x) = e−x and θ = af

b = 1/25.
This picture has been performed with Mathematica c© software.

When θmin = 0, the main difficulty to apply Theorems 4 and 5 may be in computing the
numbers p∗ ≥ 0 and p∗ ≤ 0. However, this task is simplified when

af

2b
≤ inf

t∈[0,+∞)

1

t2

∫ t

0
(t − s)θ

(ωs

a

)
ds,

resp.

af

2b
≥ sup

t∈[0,+∞)

1

t2

∫ t

0
(t − s)θ

(ωs

a

)
ds.

Because in this setting p∗ = 0, resp. p∗ = 0. Now we can easily establish some examples where
it is shown which properties have the treatments with rest (i.e., θmin = 0).

Example 2 Consider θ : R→R a continuous treatment with an instantaneous rest period. In this
setting, we include a basic model of therapy of the form:

σ cos2 t,
σ (1 + cos t)

2
, σ | sin t|, . . .

To fix ideas, let us consider θ (t) := σ cos2 t with σ > 0 satisfying

af

νb
< 1, σ ≥ 2af

b
. (6.7)
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(a) (b)

FIGURE 7. It shows the graphic of the function μ∗(|
|). As Figure 7(b) illustrates, our criterion for deciding

whether or not the treatment is suitable could not be useful if X0 ≥ g−1
( af

νb

)
e− 2a

f .2

Under this framework, all the conditions of Theorem 4 are fulfilled, obtaining p∗ = 0 and μ∗ =
x̃e− 2a

f , where x̃ is implicitly defined by

g(̃x) − a|
|
νb

x̃ = af

νb
. (6.8)

Again we can express the effectiveness of the treatment in terms of the degree of the
aggressiveness of the cancer:

μ∗(|
|) = �−1
|
|

(
af

νb

)
e− 2a

f , (6.9)

where �|
| was already defined in Example 1. In contrast with the treatments without interruption
analysed in Example 1, the rest period substantially changes its effectiveness. Indeed, in view of
(6.9),

lim
|
|→0+ μ∗(|
|) = g−1

(
af

νb

)
e− 2a

f , lim|
|→+∞ μ∗(|
|) = 0.

Consequently, the treatment is unable to provide a global cure for cancers not too aggressive. In
this setting (see Figure 7):

• We cannot guarantee the efficacy of the treatment when X0 ≥ g−1
(

af
νb

)
e− 2a

f ;

• The treatment will be effective for any type of cancer with a degree of aggressiveness no

higher than μ−1∗ (X0), when X0 < g−1
(

af
νb

)
e− 2a

f .

For instance, if we assume the case when a = 1/10, b = 1/2, f = 1/5, ν = 1, g(x) = e−x and
θ = 2af

b cos2 τ , it follows that

μ∗(|
|) =
W

(
5e

1
5|
|
|
|

)
− 1

5|
|

e
, (6.10)

2This figure departs from Figure 5, hence we adopt its elements and terminology for convenience.
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FIGURE 8. Several orbits in the phase portrait of the equation (1.3) with initial conditions of the form
X0 = 1 and Y0 > 0 arbitrary. Here, a = 1/10, b = 1/2, 
 = −0.047, f = 1/5, ν = 1 , g(x) = e−x and θ (τ ) =
2af
b cos2 τ . This picture has been performed with Mathematica c© software.

where W is the Lambert function. In this setting, from the analytical point of view, the maximum
level of aggressiveness of a cancer which can be successfully treated with this therapy, when the
population size of tumour cells before starting with the treatment is X0 = 1, is equal to μ−1∗ (1) ≈
0.0478023. In consequence, for any 
 < 0 with |
| < 0.0478023, we can assure that the treatment
will be effective independently of the initial number of immune cells (see Figure 8).

We finish by noting that σ = 2af
b minimises the dose between all the admissible therapies of

this kind, that is, those verifying (6.7). Hence, it seems that the best choice is to set θ (t) :=
2af
b cos2 t.

Generally speaking, we have seen that the rest in a treatment of immunotherapy consider-
able may reduce its efficacy, at least from the analytical point of view. However, for obvious
reasons, it seems necessary to consider it. In this setting, all the treatments behave simi-
larly in terms of curing cancer, but the time devoted to rest opens ways for designing new
therapies.

Example 3 Consider θ : R→R the simplest treatment with an interruption time τ1 during its
period τ∗, that is, θ is the periodic extension of the function:

θ (t) =
{

σ , if t ∈ [0, Lact),

0, if t ∈ [Lact, τ∗),
(6.11)

where σ > 0 and Lact := τ∗ − τ1 is the period of activity of the treatment. In this setting when

af

νb
< 1, σ ≥ af

b

(
τ∗

Lact

)
, (6.12)
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FIGURE 9. Several orbits in the phase portrait of the equation (1.3) with initial conditions of the form
X0 = 1 and Y0 > 0 arbitrary. Here, a = 1/10, b = 1/2, 
 = −0.047, f = 1/5, ν = 1 , g(x) = e−x, Lact = 2.6,

τ∗ = π and θ is defined by (6.11) with σ = af
b

(
τ∗

Lact

)
. This picture has been performed with Mathematica c©

software.

we can apply Theorem 4 with p∗ = 0, arriving at μ∗ = x̃e− 2a
f , where x̃ is implicitly defined by

(6.8). As above we can express the effectiveness of the treatment in terms of the degree of
aggressiveness of the cancer, by (6.9).

For instance, if we assume the case when a = 1/10, b = 1/2, f = 1/5, ν = 1, g(x) = e−x, Lact =
2.6, τ∗ = π and θ is defined by (6.11) with σ = af

b

(
τ∗

Lact

)
, it follows (6.10). In this setting, from

the analytical point of view, the maximum level of aggressiveness of a cancer which can be
successfully treated with this therapy, when the population size of tumour cells before starting
with the treatment is X0 = 1, is equal to μ−1∗ (1) ≈ 0.0478023. In consequence, for any 
 < 0 with
|
| < 0.0478023, we can assure that the treatment will be effective independently of the initial
number of immune cells (see Figure 9).

So far there are no substantial differences with Example 2. However, since the rest in the
therapy does not play any role in terms of effectiveness in relation to the previous case, we can
ask ourselves the problem of minimising Lact after fixing the period of the treatment τ∗ and its
maximum dose σ∗. As a result of applying this strategy, the best choice would be to consider a

treatment with period of activity Lmin
act := af

b

(
τ∗
σ∗

)
.

�

Finally, for instance, when θ : R→R satisfies

af

b
− 1 < θ (t) ≤ af

b
for t ∈R, (6.13)

the situation is the following. All the conditions of Theorem 5 are fulfilled, obtaining p∗ = 0 and
μ∗ = �−1

|
| (0). In this setting, a treatment of this type would be ineffective and even dangerous if
(2.10) holds (see Corollary 2).
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FIGURE 10. Phase portrait of the equation (1.3) when a = 1/10, b = 1/2, 
 = −0.1213, f = 1/5, g(x) =
e−x, ν = 1 and θ (τ ) = af

b . The immunology barrier curve (denoted by W in Theorem 3) is drawn in red
colour. The black dot represents the unstable cancer-present state. This picture has been performed with
Mathematica c© software.

7 Conclusions

In this paper, we study a host-tumour model including a time-dependent source term for
immunotherapy proposed in an earlier paper [19], where the interactions between immune and
tumour cells are considered under the presence of an aggressive cancer (
 < 0). We study in
particular equation (1.3) rigorously, and find, an asymptotic stable tumour-free state and an unsta-
ble cancer-present state, both varying periodically at the time, under a relationship between the
parameters of the model and the amount of dose applied to combat the tumour (see (2.1) in
Theorems 1 and 2).

In this context, the model exhibits an immunological barrier below which initial conditions in
terms of immune and tumour cells lead to an immunologically uncontrollable tumour growth, but
above which the tumour is cleared (see Theorem 3, and Figure 10 as an example). This analytical
result is consistent with the earlier prediction based on numerical results for a model describing
the dynamics of growth of a BCL1 lymphoma in the spleen of chimeric mice, see [33]. This same
pattern has been reported in similar models studied in the literature, see e.g., [5, 32].

In this scenario, we explore the effects of the immunotherapy on the model and we describe
under what circumstances is possible to extract more qualitative and quantitative information
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FIGURE 11. Evolution of the tumour cells within the context of the model (1.3) when a = 1/10, b = 1/2,

 = −0.1213, f = 1/5, g(x) = e−x, ν = 1 and θ (τ ) = af

b (‘optimal therapy’), for dimensionless time τ ∈
[0, 100] and different initial conditions in terms of immune and tumour cells. The plot on the left displays
experimentally that μnum

∗ ≈ 2.351. We have obtained analytically that μ∗ = 1. The plot on the right displays
experimentally that μ∗num ≈ 2.7182. We have obtained analytically that μ∗ ≈ 2.7182. Following the nota-
tion of this paper, X (τ , X0, Y0) denotes the first component of the unique solution (X (τ , X0, Y0), Y (τ , X0, Y0))
for the equation (1.3) verifying X (0) = X0 and Y (0) = Y0.

about this immunological barrier. At this point, the administration of an appropriate dose in
the treatment plays a crucial role. Indeed, when we increase the dose in such a way that (2.5)
holds, we can find a region of tumour clearance. In particular, our parameter μ∗, which was dis-
cussed in the introduction and analytically computed in (2.6), is connected with the mentioned
region through the following property: μ∗ is an analytical threshold number of initial tumour
cells below which the tumour clearance should be found (after applying the therapy) indepen-
dently of the initial number of immune cells available in the host immune system to attack the
cancer.

To our surprise, in this setting we observe that, as of a certain moment, increasing the dose
in the therapy does not reflect any change in the parameter μ∗. In this regard, we can choose a
therapy with the lowest dose needed to eliminate the tumour, by reducing in this way its possible
side effects reported in previous studies (see e.g. [32, 46]). Figures 11, 12 and 13 show particular
examples of ‘optimal therapies’ (in the above sense) where we have computed the parameter μ∗
and compared it with its experimental estimation μnum∗ with the help of Matlab c© software. It is
also worth mentioning that, in spite of the fact that μnum∗ can be significantly better than μ∗, it is
questionable whether it satisfies the same property as μ∗.

On the other hand, if the dose is not adequate, the application of the treatment can lead
to an immunologically uncontrollable tumour growth. Indeed, in the administration of a low
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FIGURE 12. Evolution of tumour cells within the context of the model (1.3) when a = 1/10, b = 1/2, 
 =
−0.1213, f = 1/5, g(x) = e−x, ν = 1 and θ (τ ) = 2af

b cos2(τ ) (‘optimal therapy’) in the first case, whereas,

in the second one, θ (t) = af
b cos2(τ ) (‘low-dose therapy’); for dimensionless τ ∈ [0, 100] and different ini-

tial conditions in terms of immune and tumour cells. The plot on the left displays experimentally that
μnum

∗ ≈ 2.354. We have obtained analytically that μ∗ ≈ 0.8593. The plot on the right shows experimentally
that μ∗num ≈ 2.515. We have obtained analytically that μ∗ ≈ 2.7182. Here, X (τ , X0, Y0) denotes the first
component of the unique solution (X (τ , X0, Y0), Y (τ , X0, Y0)) for the equation (1.3) verifying X (0) = X0 and
Y (0) = Y0.

dose in the treatment, for example, such that (6.13) holds, our analytical parameter μ∗, which
was computed in (2.9), plays a fundamental role: μ∗ is a parameter for which a threshold
number of immune cells, equivalent to a/b, is predicted below which an immunologically
uncontrollable tumour growth should be found, assuming that the number of tumour cells,
or the size of the tumour, before starting with the therapy is greater or equal than μ∗.
Figures 11, 12 and 13 show particular examples of low-dose therapies (in the above sense)
where we have computed the parameter μ∗ and compared it with its experimental estima-
tion μ∗num with the help of Matlab c© software. An immunologically uncontrollable tumour
growth has been also reported in similar models studied in the literature, see for example,
[5, 33].

Our model also reveals a curious phenomenon which can be connected with the so-called
tumour sneaking through model, analysed in [33] (which refers to a specific process in which
low amount of tumour cells can escape to the immune defences and grow into a large tumour).
This fact occurs in Figures 4(a) and (b), and hence, it may only happen when the dose in the
treatment is low and assuming certain biological factors so that the hypotheses of Theorem 4
do not hold. This growth of the tumour cells is of particular interest in our study since it is
difficult to detect it numerically. It requires long time intervals in order to measure it, and hence,
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FIGURE 13. Evolution of tumour cells within the context of the model (1.3) when a = 1/10, b = 1/2,


 = −0.1213, f = 1/5, g(x) = e−x, ν = 1, Lact = 2.6, τ∗ = π , θ is defined by (6.11), with σ = af
b

(
τ∗

Lact

)
(‘optimal therapy’) in the first case, whereas, in the second one, σ = af

b (‘low-dose therapy’); for dimen-
sionless τ ∈ [0, 100] and different initial conditions in terms of immune and tumour cells. The plot on
the left displays that μnum

∗ ≈ 2.366. We have obtained analytically that μ∗ ≈ 0.8593. The plot on the
right displays experimentally that μ∗num ≈ 2.685. We have obtained analytically that μ∗ ≈ 2.7182. Here,
X (τ , X0, Y0) denotes the first component of the unique solution (X (τ , X0, Y0), Y (τ , X0, Y0)) for the equation
(1.3) verifying X (0) = X0 and Y (0) = Y0.

it causes problems in the output of the numerical results (see Figure 14). In this context, the
dynamics of this pattern needs to be more carefully studied, developing a better understanding
for extracting more effective information about what circumstances lead, or not, to it. This study
would complement Corollary 5 of this paper.

From the results reported here, we arrive at the following conclusion: among all the parameters
involved in the model, the most important by far is b. Indeed, according to Theorem 4 and, in
particular, to the examples given in this paper (see Examples 1, 2 and 3), as the parameter b
grows, the effectiveness of the treatment increases simultaneously that its lowest doses needed
to eliminate the tumour decreases. For instance, by applying the treatment of Example 2 and
administering a dose σ = 2af /b, as b grows, simultaneously σ decreases and μ∗ increases. In
particular,

σ → 0, μ∗ → +∞,

as b → +∞. In consequence, the model predicts that the optimal strategy would be to apply an
immunotherapy treatment administering simultaneously cells immunologically modified for a
more effective fight against the tumour. A similar conclusion is drawn in [45] by numerically
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FIGURE 14. Evolution of tumour cells within the context of the model (1.3) when a = 10−4, b = 10−4,

 = −1, f = 100, g(x) = e−x, ν = 1, θ = 0; for dimensionless τ ∈ [0, 105] and initial conditions: X0 = 10−8

tumour cells and Y0 = 10−5 immune cells. This picture has been performed with Matlab c© software.

analysing a specific model based on and validated by the experimental studies published in
[17, 27].
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