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SUMMARY
Dynamic modeling is a fundamental step in analyzing the movement of any mechanical system.
Methods for dynamical modeling of constrained systems have been widely developed to improve
the accuracy and minimize computational cost during simulations. The necessity to satisfy constraint
equations as well as the equations of motion makes it more critical to use numerical techniques
that are successful in decreasing the number of computational operations and numerical errors for
complex dynamical systems. In this study, performance of a variant of Kane’s method compared to
six different techniques based on the Lagrange’s equations is shown. To evaluate the performance of
the mentioned methods, snake-like robot dynamics is considered and different aspects such as the
number of the most time-consuming computational operations, constraint error, energy error, and
CPU time assigned to each method are compared. The simulation results demonstrate the superiority
of the variant of Kane’s method concerning the other ones.

KEYWORDS: Kane method; Lagrange’s method; Snake robot; Constrained dynamical systems;
Derivation of motion equations.

1. Introduction
Derivation of the motion equations plays an essential role in analyzing mechanical systems. Many
analytical methods such as Newton–Euler equations,1 Lagrange’s method,2 Kane’s method,3–5

Gibbs–Appell’s approach6, 7 Maggi’s method,8 and Udwadia–Kalaba approach9 have been developed
in this regard. Different numerical methods employed in solving motion equations result in different
aspects such as computational errors and time consumption. These aspects would be more evident
when the system of interest is constrained via nonholonomic constraints.

Many approaches, including the well-known Lagrange’s method, were employed for deriving
motion equations for constrained multibody systems. Lagrange’s method has been used to derive
motion equations of nonholonomic constrained systems by considering the constraints of the system
as Lagrange’s multipliers (constraint reaction forces).10 A large number of research studies were con-
ducted to improve the Lagrange’s method such as a representation of a matrix form of the Lagrangian
equations for constrained systems11 and introducing a novel approach to derive the motion equations
of nonholonomic constrained systems by the elimination of the constraint reaction forces.12

However, this method has a few drawbacks, including constraint violation and computational
error accumulation. These are the result of applying constraint equations in acceleration form and
a large number of differential equations in the solving process. Methods used for elimination include
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augmenting corrective terms within the dynamical equation formulations,13 correcting state variables
after every integration step,14, 15 and solving constraint equations in position and velocity level.15

Moreover, to deal with the problem of error accumulation, an explicit form of motion equations was
presented for the constrained systems.16

Kane’s method is a well-known new approach that can partially resolve the Lagrange’s method’s
problems. In this method, as many variables, called generalized speeds, as the system’s degrees of
freedom (DOF) are used instead of generalized velocities, and the number of differential equations
decreases (compared to the number of generalized coordinates) in the constrained systems. Kane’s
method also uses constraint equations at the velocity level to eliminate constraints violation.3, 4 This
method has been further developed during the last decade, and a new matrix form of Kane’s equa-
tions was presented that leads to a significant reduction in computational efforts.17 Moreover, Kane’s
method was also applied in the study of impulsive constraints,4 and it is extended to the non-minimal
nonholonomic form in ref. [18]. Furthermore, to derive linearized motion equations, an approach is
developed based on Kane’s method.19

Although in Kane’s method constraints are expressed at the velocity level, some researches were
conducted on applying constraints at the acceleration level. A new variation of Kane’s method was
proposed, which employs the acceleration form of the constraint equations.20, 21 This issue causes
constraints violation in the numerical solution, which can be eliminated by using constraint stabi-
lization terms.22 The extensions of Kane’s method were applied to derive an explicit form of motion
equations for a constrained system by using nonholonomic partial accelerations.23 Applications of
Kane’s method in modeling dynamic systems are found in refs. [17, 24, 25].

We chose snake-like robots as an appropriate case for this study. A survey on modeling and motion
equations of the snake-like robots is published in ref. [26]. Moreover, the equations of motion of a
snake-like robot are obtained with Gibbs–Appell’s method in ref. [27]. In this work, Lagrange’s and
Kane’s methods are applied to derive the motion equations of a passive wheel snake-like robot with
N modules.

In this robot, each module contains a homogenous link connected to neighboring modules by rev-
olute joints and a wheel placed at the link’s center of mass (CoM). The orientation of each link with
respect to its wheel’s axis is fixed and considered arbitrary (except ±π/2 for i-th link (i ≥ 2) where
the equations will be singular). Lagrange’s equations are solved by six methods (in refs. [1, 10, 28])
named as integrated multiplier (IM), augmented (Aug), elimination (El), Greenwood (GW), embed-
ding (Em), and modified Lagrange (ML) methods. Finally, simulation results for snake-like robots
with 2- to 100-link provided enough data to make a comparison between these methods concerning
required CPU time and computation errors. This paper is organized as follows: all methods and their
numerical solution procedures are described in Section 2, the snake robot considered in this work is
introduced in Section 3, and the methods are compared via simulation results in Section 4.

2. Lagrange’s Method
In this study, Lagrange’s method is applied to derive motion equations of constrained systems.
Considering a system with m DOF and r constraints, its generalized coordinates and velocities are
presented as follows:

q = [
q1 q2 · · · qn

]T
, q̇ = [

q̇1 q̇2 · · · q̇n
]T

, n = m + r. (1)

r nonholonomic constraint equations can be presented in the following matrix form:

cr×1 = [
c1 c2 · · · cr

]T = ar×nq̇n×1 + br×1 = [
0 0 · · · 0

]T

r×1. (2)

The matrix a and vector b depend on the type of constraints. The time derivative of constraint
equations in matrix form is

ar×nq̈n×1 + ȧr×nq̇n×1 + ḃr×1 = 0. (3)
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The Lagrange equations for constrained systems can be written as follows:

� = T − U,

d
dt

(
∂�
∂ q̇i

)
− ∂�

∂qi
= Q +

r∑
k=1

λkaik, i = 1, · · · , n,
(4)

where T is kinetic energy, U is potential energy, � is Lagrangian, Q is generalized forces, t is time,
and λk is Lagrange’s multiplier.

Equation (4) could be written in the following matrix form:

Mn×nq̈n×1 = (Qn×1 − Bn×1)︸ ︷︷ ︸
Fn×1

+ aT
n×rλr×1, λ =

⎡
⎢⎣λ1

...

λr

⎤
⎥⎦ , (5)

where Mn×n is the mass matrix and Bn×1 is the bias vector.
Six methods were developed for solving these equations. In the following, these methods are

briefly described.

3. IM Method
In the IM method, the states of the system and the state time derivatives are considered as follows:

z(2n+r)×1 = [
qn×1 q̇n×1 μr×1

]T
, ż(2n+r)×1 = [

q̇n×1 q̈n×1 μ̇r×1

]T
, (6)

where μ̇r×1 = λr×1.
By considering (3) and (5), governing equations derived by the IM method are as follows:10⎡

⎢⎢⎣
In×n [0]n×n [0]n×r

[0]n×n Mn×n −aT
n×r

[0]r×n −ar×n [0]r×r

⎤
⎥⎥⎦

︸ ︷︷ ︸
MIM(2n+r)×(2n+r)

×
⎡
⎢⎣

q̇n×1

q̈n×1

μ̇r×1

⎤
⎥⎦=

⎡
⎢⎣

q̇n×1

Fn×1

ȧr×nq̇n×1 + ḃr×1

⎤
⎥⎦

︸ ︷︷ ︸
FIM(2n+r)×1

,

ż(2n+r)×1 = M−1
IM(2n+r)×(2n+r)FIM(2n+r)×1.

(7)

In this method, 2n + r equations should be solved. In other words, the most time-consuming part of
the numerical solution is inverse operation on M. So the dimension of M is a useful criterion for
comparing the different methods from time-consumption aspect.

For solving these equations, each initial condition for μ is admissible because only the derivative
form of this vector appears in the equations. For simplicity, zeros are used for initial conditions of μ.

4. Au Method
In the Au method, the states of the system and the state time derivatives are defined as follows:

z(n+r)×1 =
[

qn×1

μr×1

]
, ż(n+r)×1 =

[
q̇n×1

μ̇r×1.

]
(8)

By considering Eqs. (3) and (5), governing equations derived by Au method are as follows:10[
Mn×n −aT

n×r

−ar×n [0]r×r

]
︸ ︷︷ ︸

MAu((n+r)×(n+r))

×
[

q̈n×1

μ̇r×1

]
=
[

Fn×1

ȧr×nq̇n×1 + ḃr×1

]
︸ ︷︷ ︸

FAu((n+r)×1)

,

[
q̈n×1

μ̇r×1

]
= M−1

Au((n+r)×(n+r))FAu((n+r)×1).

(9)

In this method, based on the dimension of M, n + r equations should be solved.
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5. El Method
In the El method, the states of the system are selected similar to the Au method. By dividing Eq. (5)
into two sets of equations and calculating Lagrange’s multiplier by using the first set, as Eq. (10):10

Mn×nq̈n×1 = Fn×1 + aT
n×rλr×1,[

M′
r×n

M′′
(n−r)×n

]
q̈n×1 =

[
F′

r×1

F′′
(n−r)×1

]
+
[

a′T
r×r

a′′T
(n−r)×r

]
λr×1 ⇒

{
M′

r×nq̈n×1 = F′
r×1 + a′T

r×rλr×1 ⇒ λr×1 = a′−T
r×r

(
M′

r×nq̈n×1 − F′
r×1
)

M′′
(n−r)×nq̈n×1 = F′′

(n−r)×1 + a′′T
(n−r)×rλr×1

.

(10)

Lagrange’s multiplier could be placed in the second set of equations and motion equations could be
solved by adding Eq. (3) to this set:(

M′′
(n−r)×n − a′′T

(n−r)×ra′−T
r×rM′

r×n

)
q̈n×1 = F′′

(n−r)×1 − a′′T
(n−r)×ra′−T

r×rF′
r×1

ar×nq̈n×1 + ȧr×nq̇n×1 + ḃr×1 = 0

}
⇒

[(
M′′

(n−r)×n − a′′T
(n−r)×ra′−T

r×rM′
r×n

)
(n−r)×n

ar×n

]
︸ ︷︷ ︸

MEl(n×n)

q̈n×1 =

[(
F′′

(n−r)×1 − a′′T
(n−r)×ra′−T

r×rF′
r×1

)
(n−r)×1

− ȧr×nq̇n×1 − ḃr×1

]
︸ ︷︷ ︸

FEl(n×1)

q̈n×1 = M−1
El(n×n)FEl(n×1).

(11)

In this method, based on the dimension of M, n equations should be solved.

6. GW Method
In the GW method, the system’s states are similar to the previous method. By deriving q̈n×1 from Eq.
(5) and placing in Eq. (3), Lagrange’s multipliers can be calculated:28

q̈n×1 = M−1
n×n

(
Fn×1 + aT

n×rλr×1
)

ar×nq̈n×1 + ȧr×nq̇n×1 + ḃr×1 = 0

}
⇒

ar×n
(
M−1

n×n
(
Fn×1 + aT

n×rλr×1
))+ ȧr×nq̇n×1 + ḃr×1 = 0,

λr×1 = −(ar×nM−1
n×naT

n×r
)−1 (

ar×nM−1
n×nFn×1 + ȧr×nq̇n×1 + ḃr×1

)
.

(12)

By placing Lagrange’s multipliers in Eq. (5), the motion equations could be solved by:

Mn×n︸ ︷︷ ︸
MGW(n×n)

q̈n×1 = Fn×1 − aT
n×r
(
ar×nM−1

n×naT
n×r
)−1 (

ar×nM−1
n×nFn×1 + ȧr×nq̇n×1 + ḃr×1

)︸ ︷︷ ︸
FGW(n×n)

,

q̈n×1 = M−1
GW(n×n)FGW(n×n).

(13)

In this method, based on the dimension of M, n equations should be solved.

7. Em Method
In the Em method, n − r independent generalized velocities, as same as number of system DOF,
could be found and after solving them, the other generalized velocities could be calculated from
them in the constraint equations. In this method, generalized coordinates are divided into two groups
and the states of the system and the state time derivatives are introduced as follows:

z(2n−r)×1 =
⎡
⎢⎣

q1(r×1)

q2((n−r)×1)

q̇2((n−r)×1)

⎤
⎥⎦ , ż(2n−r)×1 =

⎡
⎢⎣

q̇1(r×1)

q̇2((n−r)×1)

q̈2((n−r)×1)

⎤
⎥⎦ . (14)
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Equation (2) and q̇n×1 could be written as follows:10

[
a1(r×r) a2(r×(n−r))

] [ q̇1(r×1)

q̇2((n−r)×1)

]
+ br×1 = 0 ⇒ q̇1(r×1) = −a−1

1(r×r)

(
a2(r×(n−r))q̇2((n−r)×1) + br×1

)
,

q̇n×1 =
[−a−1

1(r×r)a2(r×(n−r))

I(n−r)×(n−r)

]
q̇2((n−r)×1) +

[−a−1
1(r×r)br×1

[0](n−r)×(n−r)

]
= wn×(n−r)q̇2((n−r)×1) + xn×1.

(15)
Therefore, q̈n×1 could be written as:

q̈n×1 = wn×(n−r)q̈2((n−r)×1) + ẇn×(n−r)q̇2((n−r)×1) + ẋn×1, (16)

By placing q̈n×1 in Eq. (5):

Mn×n
(
wn×(n−r)q̈2((n−r)×1) + ẇn×(n−r)q̇2((n−r)×1) + ẋn×1

)= Fn×1 + aT
n×rλr×1. (17)

Moreover, by using the property of [w]T
(n−r)×n[a]T

n×r = [0](n−r)×r (proved in Appendix A), and
multiplying Eq. (17) by wT , the governing motion equations could be solved as follows:(

wT
(n−r)×nMn×nwn×(n−r)

)︸ ︷︷ ︸
MEm((n−r)×(n−r))

q̈2((n−r)×1)

= wT
(n−r)×n

(
Fn×1 − Mn×nẇn×(n−r)q̇2((n−r)×1) − Mn×nẋn×1

)︸ ︷︷ ︸
FEm((n−r)×1)

+ wT
(n−r)×naT

n×r︸ ︷︷ ︸
[0](n−r)×r

λr×1

q̈2((n−r)×1) = M−1
Em((n−r)×(n−r))FEm((n−r)×1).

(18)

In this method, based on the dimension of M, n − r equations should be solved.

8. ML Method
In the ML method, generalized speeds (u(n−r)×1) are defined as the number of systems’ DOF. The
states of the system and the state time derivatives are considered as follows:

z(2n−r)×1 =
[

qn×1

u(n−r)×1

]
, ż(2n−r)×1 =

[
q̇n×1

u̇(n−r)×1

]
. (19)

Generalized velocities with respect to generalized speeds and its time derivation are shown in the
following equation:1

q̇n×1 = w′
n×(n−r)u(n−r)×1 + x′

n×1,

q̈n×1 = ẇ′
n×(n−r)u(n−r)×1 + w′

n×(n−r)u̇(n−r)×1 + ẋ′
n×1,

(20)

By placing q̈n×1 in Eq. (5), using the property of [w′]T
(n−r)×n[a]T

n×r = [0](n−r)×r (Appendix B) and

multiplying it by w′T , the governing motion equations are:(
w′T

(n−r)×nMn×nw′
n×(n−r)

)
︸ ︷︷ ︸

MML((n−r)×(n−r))

u̇((n−r)×1)

= w′T
(n−r)×n

(
Fn×1 − Mn×nẇ′

n×(n−r)u((n−r)×1) − Mn×nẋ′
n×1
)︸ ︷︷ ︸

FML((n−r)×1)

+ w′T
(n−r)×naT

n×r︸ ︷︷ ︸
[0](n−r)×r

λr×1

u̇((n−r)×1) = M−1
ML((n−r)×(n−r))FML((n−r)×1),

(21)

Similar to Em method based on the dimension of M, n − r equations should be solved in this method.
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Table I. Some characteristics of the seven methods.

Lagrange’s method Kane’s method

IM AU EL GW EM ML

Number of equations 2n + r n + r n n n − r n − r n − r

Constraint equations used at Acceleration level Velocity level

Lagrange’s multipliers derived directly � � 7 7 7 7 7

9. A Variant of Kane’s Method
A new approach based on Kane’s method proposed in ref. [17] is applied in this work. The states of
the system are identical to the ML method, so Eq. (20) is also valid in this method. The matrix form
of governing motion equations could be written as follows:17, 24, 25

MKane(n−r)×(n−r)u̇(n−r)×1 + NKane(n−r)×nq̇n×1 + GKane(n−r)×1 = FKane(n−r)×1, (22)

In which:

MKane((n−r)×(n−r))(i, j) =
Nb∑

k=1
mk

(
∂Vk

T

∂ui

∂Vk
∂uj

)
+ ∂ωk

T

∂ui
Ik

∂ωk
∂uj

, 1 � i, j � (n − r),

NKane((n−r)×n)(i, j) =
Nb∑

k=1

[
mk

(
∂Vk

T

∂qj

∂Vk
∂ui

)
+ ∂ωk

T

∂qj
Ik

∂ωk
∂ui

]
, 1 � i � (n − r) , 1 � j � n,

GKane((n−r)×1)(i) =
Nb∑

k=1

[
mk

∂Vk
T

∂t
∂Vk
∂ui

+ ∂ωk
T

∂t Ik
∂ωk
∂ui

+ ωk
TIk
[
ω̂k
]T ∂ωk

∂ui

]T
,

[
ω̂k
]=

⎡
⎢⎣ 0 −ωkz ωky

ωkz 0 −ωkx

−ωky ωkx 0

⎤
⎥⎦,

FKane(n−r)×1 = w′T
(n−r)×nQn×1,

(23)

where Nb is the number of the body in the system, Vk and ωk are linear and angular velocities of
k-th body in the system, and mk and Ik are mass and moment of inertia of the body. For a detailed
derivation of Eq. (23), take a look at Appendix C. The reference frame used in ref. [17] is the inertial
reference frame, and all of the partial differentiations are conducted based on the inertial reference
frame.

If the generalized speeds introduced in the variant of Kane’s method and ML method are identical
to each other, the motion equations derived by these methods are entirely equivalent.

In Table I, these seven methods are compared with different computation aspects.

10. Snake-like Robot
The dynamical model of N-link snake-like robot, which is studied in this research, is shown in Fig. 1.
The purpose is to compare Lagrange’s and Kane’s methods in different computational aspects. The
CoM of each link is assumed to be in the middle of the link. The angle between the axis of the i-th link
and the plane of the i-th wheel is αi(1 � i � n) which is constant, and θi(1 � i � n) is the orientation
of i-th link with respect to the x-axis. In Fig. 1, x and y are positions of the first link’s tip along x and
y directions, respectively. The bold-short lines in the Fig. 1 are simplified symbolic representation of
the wheels and their corresponding plane. ei is a vector along the i-th wheel axle. There is no side
slip at the wheels; therefore, the CoM’s velocity of each link is perpendicular to the wheel’s axis. In
other words, each link has a nonholonomic constraint. As a result, N-link snake-like robot has two
DOF. mi, Li, and Ii are the mass, length, and the moment of inertia of i-th link, respectively. A torsion
spring placed at each joint between i-th link and i + 1-th link is denoted by ki(1 � i � n − 1).

https://doi.org/10.1017/S0263574719001899 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574719001899


2144 Comparison of Kane and Lagrange methods

Fig. 1. Schematic of a snake-like robot.

Generalized coordinates and velocities in the snake-like model can be chosen as follows:

q = [
q1 q2 q3 · · · qi+2 · · · qN+2

]T = [
x y θ1 · · · θi · · · θN

]T
,

q̇ = [
q̇1 q̇2 q̇3 · · · q̇i+2 · · · q̇N+2

]T = [
ẋ ẏ θ̇1 · · · θ̇i · · · θ̇N

]T
.

(24)

The kinetic energy of the snake-like robot is

T =
N∑

i=1

(
1
2 mivi.vi + 1

2ωiIiωi
)
,

ωi =
[
0 0 θ̇i

]T
,

v1 = [
ẋ ẏ 0

]T + ω1 × L1
2

[
cos θ1 sin θ1 0

]T
,

vi = vi−1 + ωi−1 × Li−1

2

[
cos θi−1 sin θi−1 0

]T + ωi × Li
2

[
cos θi sin θi 0

]T
, 2 < i < N,

(25)

where vi is the velocity and ωi is the angular velocity of i-th link.
The potential energy stored in the torsion springs could be considered as the potential energy of

the robot:

U = 1

2

N−1∑
i=1

ki(θi+1 − θi)
2. (26)

Free position of each torsion spring is where its two neighboring links are in line.
The only external force applied to the system is gravitational forces acting on the links. As there is

not any displacement in the vertical direction (the movement is 2D in the horizontal plane), gravita-
tional forces will not contribute to the generalized active force. The generalized forces of Lagrange’s
method can be obtained from potential energy as follows:

Q = − ∂U

∂ {q} . (27)

Since each link’s velocity is always perpendicular to its link’s wheel axle, nonholonomic constraint
equations are calculated as follows:

ci = vi. ei = 0 , ei =
[
cos

(
π
/
2 − αi − θi

) − sin
(
π
/
2 − αi − θi

)
0
]T

1 � i � N

c = [
c1 . . . ci · · · cn

]= aN×(N+2)q̇(N+2)×1 = [0](N+2)×1,
(28)

where ei is a vector along the i-th wheel axle since ci is time independent, bi is equal to zero.
In the ML and the variant of Kane’s method, generalized speeds defined as follows, in which the

values in the vector in Eq. (29) are scalar.

u2×1 =
[

v1

θ̇1

]
. (29)
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Fig. 2. The position of seven-link snake-like robot at five different instances.

Here, v1 is magnitude of CoM of the first link velocity which is parallel to the plane of the wheel,
v1 = v1.[cos (α1 + θ1) sin (α1 + θ1) 0]T . For a detailed formulation of the generalized force of the
variant of Kane’s method, please see Appendix D.

11. Simulation Results
In this chapter, we compare the results of different methods that were introduced in the previous
section in these aspects:

• CPU time.
• Energy error
• Constraints error.

As a case study, seven-link snake-like robots are studied. Figure 2 depicts the snapshots of a seven-
link snake-like robot motion. The system parameters and initial conditions are set as follows:

M = [1; 1; 1; 1; 1; 1; 1] kg

L = [1; 1; 1; 1; 1; 1; 1] m

I = 0.0833 × [1; 1; 1; 1; 1; 1; 1] kg.m2

K = 5000 × [1; 1; 1; 1; 1; 1; 1] kg.m

αi(t = 0) = [0.0175; 0.0349; 0.0524; 0.0698; 0.0873; 0.1047; 0.1222] rad

θi(t = 0) = [0.7679; 1.536; 2.304; 3.072; 3.840; 4.608; 5.376] rad

θ̇i(t = 0)(i = 1, ..., 7) = 0

x(t = 0) = 0, y(t = 0) = 0 m

ẋ(t = 0) = 0, ẏ(t = 0) = 0 m/s

The position of the robot is plotted in five different instances in Fig. 2. The instances are t = 0, 0.2,
0.4, 0.6, and 0.8 s. Robot links are plotted with solid lines. For better illustration, the line thickness for
different links differs. The head of the robot is represented by O sign, which is the same x, y position
in Fig. 1. The position of the robots head (O sign) is plotted by the dashed line in all times for better
understanding of robot movement. The result depicted in this figure is obtained using Kane’s method.

In numerical solution, constraints errors defined in (30) are illustrated in Fig. 3.

constraints_error = ‖c‖2 =
(

n∑
i=1

ci
2

)1/2

. (30)

As expected, Fig. 3 shows that Kane’s, Em, and ML methods that apply constraints at velocity
level have fewer constraints error than other methods that apply constraints at acceleration level.
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Fig. 3. Constraints error in seven-link snake-like robot in different methods. In the figure (b), for better
comparison only the constraint errors of three methods ML, Em, and Kane are depicted.

Fig. 4. (a) Energy error in seven-link snake-like robot in different methods, (b) the enlargement of the energy
error of three ML, Em, and the variant of Kane’s methods.

Also, as it is illustrated in Fig. 3(b), constraint error of the variant of Kane’s method is much less
than the two others.

In the numerical solution, energy errors introduced in (31) are illustrated in Fig. 4.

Energy_error = T + U − E0, (31)

In which E0 is initial mechanical energy of the robot.
Fig. 4 shows that the variant of Kane’s, Em, and ML methods have n − r motion equations, as

mentioned in Table I, which are less than those of other methods, have less energy error in numerical
solutions.

Moreover, another simulation is presented for 2- to 100-link snake-like robots. The Euclidean
norm of constraints error and energy error in simulation for these robots is illustrated in Figs. 5
and 6, respectively. If we consider error at different times as a vector, we have

Error = [
e(0) e(dt) e(2dt) · · · e(tend)

]
, (32)

Then error norm would be like Eq. (33).

Error_norm =
√∑

i=1

e(t(i))
2
. (33)

The results confirm high precision of Kane’s, Em, and ML methods in computational aspects.
Figure 7 illustrates the CPU time consumption of each method in the simulation of 2- to 100-link

snake-like robot.
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Fig. 5. The Euclidean norm of constraints error in simulation for 2-link to 100-link snake-like robots.

Fig. 6. The Euclidean norm of energy error in simulations for 2-link to 100-link snake-like robots.

Fig. 7. The comparison between seven methods’ CPU time consumption in the simulation of 2-link to 100-link
snake-like robot.
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As shown in Fig. 7, CPU time consumption in the variant of Kane’s method is significantly less
than the other methods, because the variant of Kane’s method uses a recursive method, which some
differential phrases can be derived from the others and it does not need to calculate them again. It
means that the variant of Kane’s method is more appropriate for robots with a high number of links.

12. Conclusion
In this study, a comparative study on the numerical performance of a variant of Kane’s method and
six different numerical techniques based on the Lagrange’s equations was presented. The resulting
constraint and energy errors and the CPU time needed for the numerical simulation were considered
as the criteria for this comparison. The conducted simulations on a snake-like robot illustrate that the
CPU time in Lagrange-based methods is about 10 times higher than the variant of Kane’s method.
Since the constraints were applied in the velocity form in the variant of Kane’s, Em, and ML methods,
the resulting constraints error is less than that of the other methods. Moreover, the energy error of
these three methods is less than that of the other methods. These results indicate that the variant of
Kane’s method is more appropriate with respect to the other methods for this application, especially
in the sense of required CPU time for computations.
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A. Appendix

[w]T
(n−r)×n[a]T

n×r =
(
[a]n×r[w](n−r)×n

)T

[a]n×r [w](n−r)×n = [
[a1]r×r [a2]r×(n−r)

] [−[a1]−1
r×r[a2]r×(n−r)

[I](n−r)×(n−r)

]
=

−[a1]r×r[a1]−1
r×r[a2]r×(n−r) + [a2]r×(n−r) = [0]r×(n−r) ⇒ [w]T

(n−r)×n[a]T
n×r = [0](n−r)×r

. (A1)

B. Appendix
Assume that there are n − r independent generalized speeds u(n−r)×1. We can write the generalized
velocities versus these generalized speeds as follows:

q̇n×1 = w′
n×(n−r)u(n−r)×1 + x′

n×1. (B1)

Using constraint equation, we have

ar×nq̇n×1 + br×1 = [0]r×1 ⇒ ar×n(w′
n×(n−r)u(n−r)×1 + x′

n×1) + br×1 = [0]r×1

⇒ ar×nw′
n×(n−r)u(n−r)×1 + ar×nx′

n×1 + br×1 = [0]r×1

. (B2)

Now since ui s are independent, from the last expression we conclude that:

ar×nw′
n×(n−r) = [0]r×(n−r) , ar×nx′

n×1 + br×1 = [0]r×1. (B3)

Hence, we have (aw′)T = w′TaT = [0](n−r)×r.

C. Appendix

Fk =
∑

f i .
∂vi

∂uk
=
∑

f i .
∂ri

∂q′
k

, (C1)

where q′
k indicates the generalized quasi-coordinate associated with uk. On the other hand, we have

q̇n×1 = w′
n×(n−r)u(n−r)×1 + x′

n×1 ⇒ δq = w′δq′, (C2)

where δ stands for variation. On the other hand, we have

∂ri

∂q′
k

=
n∑

l=1

∂ri

∂ql

∂ql

∂q′
k

=
n∑

l=1

∂ri

∂ql
w′

lk, (C3)

F =∑
f i .

∂vi
∂{u} =∑

f i .
∂ri

∂{q′} =∑(
∂ri

∂{q′}
)T

f i =∑(
∂ri
∂{q}w′

)T
f i

=∑
w′T
(

∂ri
∂{q}

)T
fi = w′T ∑ fi .

∂ri
∂{q} = w′TQ.

. (C4)

Here, Q is the generalized force vector in Lagrange’s method, but F is the generalized force vector
in Kane’s method. For more details, please see ref. [1].
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D. Appendix

F(i) =
n−1∑
k=1

Tk

(
∂ωk+1

∂ui
− ∂ωk

∂ui

)
1 � i � 2 , (D1)

Ti = ki(qi − qi+1), (D2)

Ti is the torque of torsional springs.
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