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The stability of a plane liquid sheet is studied experimentally and theoretically, with
an emphasis on the effect of the surrounding gas. Co-blowing with a gas velocity of
the same order of magnitude as the liquid velocity is studied, in order to quantify
its effect on the stability of the sheet. Experimental results are obtained for a water
sheet in air at Reynolds number Rel = 3000 and Weber number We =300, based
on the half-thickness of the sheet at the inlet, water mean velocity at the inlet, the
surface tension between water and air and water density and viscosity. The sheet
is excited with different frequencies at the inlet and the growth of the waves in the
streamwise direction is measured. The growth rate curves of the disturbances for all
air flow velocities under study are found to be within 20 % of the values obtained
from a local spatial stability analysis, where water and air viscosities are taken into
account, while previous results from literature assuming inviscid air overpredict the
most unstable wavelength with a factor 3 and the growth rate with a factor 2. The
effect of the air flow on the stability of the sheet is scrutinized numerically and it is
concluded that the predicted disturbance growth scales with (i) the absolute velocity
difference between water and air (inviscid effect) and (ii) the square root of the shear
from air on the water surface (viscous effect).

Key words: instability control, interfacial flows (free surface), jets

1. Introduction
Instability or breakup of a round or flat liquid jet entering into a gas or vacuum

is important in a vast number of applications (Eggers & Villermaux 2008 and
references therein). In many cases, such as combustion, agriculture and chemical or
process engineering, it is desirable that the jet breaks up and forms a spray. The
reason is naturally that one wants to achieve mixing between the gas and the liquid
or an efficient spreading of the liquid. We however aim at stabilizing a liquid jet. An
application where stabilization is desirable is papermaking, where a plane jet of pulp

† Email address for correspondence: fredrik@mech.kth.se
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suspension (a suspension of mainly water and cellulose fibres) is sprayed onto one
or in between two permeable wires. As the water is drained, the fibres remain on the
wire(s) and form the paper.

The stability of liquid jets surrounded by gas is a classical problem in fluid
mechanics. The stability of round liquid jets was studied by Rayleigh (1878), who
in an inviscid study concluded that all long enough round jets break down into
droplets due to surface tension. The physical reason is that small waves result in
an axial variation of the radius and therefore a capillary pressure gradient that
makes the fluid to migrate even more to the thinner sections. Later on, Weber (1931)
studied the effect of a velocity difference between liquid and gas and concluded that
this should increase the instability. Plane jets, or liquid sheets, are different from
round jets, since far from the rims, there is no surface force binding the upper
and lower surfaces together; the equilibrium is reached when both surfaces are flat
and parallel. Squire (1953) showed that liquid sheets do not possess the kind of
instability caused by surface tension alone that Rayleigh (1878) found for round
jets.

In order to explain instabilities of liquid sheets, it is thus necessary to add more
physics to the analysis. Hagerty & Shea (1955) introduced an inviscid stationary gas
around the sheet and Li & Tankin (1991) and Li (1993) added the viscosity of the
liquid. Further on, Teng, Lin & Chen (1997) performed a linear stability analysis of
a specific wall-bounded configuration including viscosity and velocity profiles of the
surrounding air as well, and Söderberg & Alfredsson (1998) did the same for a free
liquid sheet. The latter analysis is the basis for the theoretical part of the present
work. Recently, Sander & Weigand (2008) performed a direct numerical simulation
on the wave growth and breakup of a liquid jet and investigated the effects of the
physical parameters, as well as initial velocity profile and turbulence intensity, on the
breakup process. A very brief summary of the studies above is: (i) the instability of
liquid sheets is driven by a velocity difference between liquid and gas, (ii) symmetric
and antisymmetric modes can exist depending on the parameter regime, (iii) liquid
viscosity has a stabilizing effect in most cases and (iv) the inlet profile has a remarkable
effect on the instability.

In experiments, liquid sheets have mainly been studied through flow visualizations
and measurements of integral quantities such as breakup length and spray angle.
Söderberg & Alfredsson (1998) studied a liquid sheet forced by a loudspeaker, and
the disturbances showed qualitative agreement with the linear stability theory. The
particular case of a liquid sheet with a co-flowing gas, which is studied in the present
work, has been investigated by Mansour & Chigier (1991), Lozano et al. (2001) and
Park et al. (2004). In these studies, a strong blowing was applied in order to imitate
the atomization process.

In the present work, a liquid sheet surrounded by gas, with and without co-
flow, is generated experimentally and disturbed in a controlled manner. The growth
of disturbances on the sheet is carefully quantified by measuring the variation in
time of the local surface inclination. As a result, growth factors can be determined
with good accuracy. The results are compared with theoretical predictions based
on the method by Söderberg & Alfredsson (1998), which has been complemented
to account for co-flowing air. The experimental set-up and measurement techniques
are presented in § 2 and the theoretical and numerical methods are explained in
§ 3. In § 4, the experimental results are presented and compared with the theoretical
predictions. Additional observations based on the theory are made in § 5 and, finally,
the conclusions are drawn in § 6.
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Figure 1. Schematic of the experimental set-up: nozzles, sheet, basin and coordinate system.

2. Experimental set-up and methods
2.1. Liquid sheet facility

The experiments were performed in a liquid sheet facility at Shinshu University,
Nagano, Japan. The facility consists of a nozzle unit (see figure 1) ejecting a water
sheet vertically into a water basin. The coordinate system is defined in the figure, and
is x∗, y∗, z∗ for the streamwise, sheet-normal and spanwise directions, respectively,
where asterisks denote dimensional quantities. The origin is located at the centre of
the exit of the water nozzle. Furthermore, the sheet half-thickness is denoted by a∗,
the velocity profile in the liquid by U ∗

l and the velocity profile in the gas by U ∗
g , while

U 0∗
l is the surface velocity of the liquid and U∞∗

g the free-stream velocity of the gas.
The nozzle unit consists of three parts: one central nozzle for the water and two

side nozzles for the co-flowing air. All of them have contractions near the outlet in
order to generate as flat velocity profiles as possible. The width of the exits in the
z∗-direction is 400 mm and the thickness in the y∗-direction is 1 mm for the water
nozzle and 50 mm for each air nozzle. Because of design constraints, the air streams
have an angle of 25◦ to the water sheet at the outlet, as indicated in figure 1.

The water is pumped in a closed loop by a centrifugal pump and the air is taken
from the room and pressurized with a fan before entering the nozzles via dampers
and flow regulators. The nominal velocities of air and water are the mean velocities
over the cross-sections. The sheet can be forced to oscillate at a given frequency by
speakers mounted at the counter-ends of the flow regulators.

Inclination of the air flow nozzles relative to the water sheet is a necessary design
constraint, to get a sufficient contraction for the sheet prior to the nozzle. To avoid
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Needle

Traversing mechanism
Water sheet

Nozzle

Figure 2. Measurement system for the thickness of the liquid sheet.

inclination of the air free-stream velocity, suction is applied at the walls near the
outlet. Furthermore, the air flow is surrounded by walls of length 500 mm at a sheet-
normal distance of 50 mm from the centreline, to create a constant and parallel air
free-stream velocity.

2.2. Experimental methods

The flow rates are monitored and adjusted by checking the pressure drops over
the nozzles during all experiments. In order to verify the flow quality, velocity and
thickness measurements are performed. The velocity is measured by traversing a hot
wire (air) and a total pressure tube (water) in the y∗-direction. These sensors allow
the spatial variations of the mean flow to be quantified.

The thickness of the liquid sheet is measured by the system sketched in figure 2, by
moving 10 pairs of sharp electrodes towards the surface of the liquid sheet from both
sides with an accurate traversing mechanism. First, a reference position is determined
by moving the electrodes towards a 1 mm thick gauge inserted between them until
the circuit is closed. After turning on the water flow, the position of each side of the
liquid sheet can be determined by moving the relevant electrode out from the liquid
sheet and then traverse it towards the sheet again until it touches the surface and the
circuit is closed again.

Finally, the amplitude of the sheet oscillations is measured. This is done with a
laser and a photodiode array as shown in figure 3. A horizontal laser sheet is focused
on the water surface by a cylindrical lens so that the measurement area is point-like.
From there the light is again scattered in the spanwise direction, and the angle of
reflection in the vertical direction is given by the local streamwise inclination angle
of the water surface. The reflection from the measurement point thus forms a light
sheet that is detected with the photodiode array. This in-house-made optical system
allows a continuous measurement of the inclination angle of the water surface θ ,
while waves pass by the measurement point.

By detecting θ over time we get time sequences as shown in figure 4. The phase
velocity estimated from these example signals is 7.42m s−1, corresponding to the mean
water speed 7.3 m s−1. The feature that the phase velocity is almost equal to the sheet
velocity is observed for a wide range of frequencies from 40 to 200 Hz. The reason for
the slight deviation between the phase velocity and the mean water speed (<2 %) is
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Figure 3. Measurement system for the local angle of the sheet surface: (a) liquid sheet and
laser beam and (b) photodiode array.
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Figure 4. Time signals of the surface angle for a water sheet experiment. The initial
disturbance frequency is 100 Hz. Measurement location: (a) x∗ = 250 mm (non-dimensional,
x ≈ 500); (b) x∗ = 300mm (non-dimensional, x ≈ 600); (c) x∗ = 350 mm (non-dimensional,
x ≈ 700) and (d ) x∗ = 400 mm (non-dimensional, x ≈ 800).

probably that the determination of the mean water speed is somewhat less accurate
than the measurement of the phase velocity.

From the time signals, the local oscillation amplitude and phase can be evaluated.
The growth rate is then obtained from the slope of the amplitude curve in a logarithmic
diagram.
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Figure 5. Thickness variation of the liquid sheet in the spanwise direction.
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Figure 6. Streamwise velocity as a function of y∗ just after the nozzle exit.

2.3. Flow characteristics

The flow quality in the apparatus is quantified in figures 5–7. The results on the liquid
sheet are given without gas flow, whereas the gas flow results are taken without water –
the reason for this is detailed below.

The thickness of the sheet as a function of the spanwise position is shown in
figure 5. It varies from around 800 µm on one side to 1000 µm on the other. This
variation, ±10 %, is indeed substantial. Nevertheless, the flow visualizations to be
shown in § 4.1 reveal that the disturbances on the sheet are very two-dimensional.

The contraction of the water nozzle prior to the outlet aims at creating a top-hat
velocity profile and the water velocity data in figure 6 show that it succeeds fairly
well. The shear layers at the sides are thin and the plateau is flat. Here, it has
to be mentioned that towards the rims at y∗ = ± 0.5 mm, small fluctuations of the
position of the sheet give rise to a decrease in the mean velocity measured by the
total pressure tube. This decrease occurs because the tube is intermittently exposed to
air and water, respectively. Consequently, the velocity profile in figure 6 overestimates
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Figure 7. Distribution of the streamwise velocity in the air flow at two different distances
from the nozzle.

the actual shear layers of the liquid sheet. The gravitational acceleration for the sheet
in the measurement region was seen to be of the order of 1 %.

The velocity profile of the air as a function of y∗ at two different streamwise
positions is shown in figure 7. Since a hot wire is used, the measurements are taken
without water flow. There are two main reasons for this. The first is that the wire
might break if hit by drops, and the second reason is that the heat transfer from the
wire to the air, which is used to determine the air velocity U ∗

g , changes with the air
humidity. Thus, in order to get accurate data of the air velocity, the sheet cannot be
present.

Figure 7 shows that the air velocity is constant and fairly parallel to the sheet
in the region y∗ = −5 mm to y∗ =5 mm (remember the sheet thickness 1.1 mm). The
deviation in the free-stream velocity is of the order of 3 % in this region. Further out
from the sheet, there is a difference of 0.1 m s−1 between the two streamwise stations.

The observed shear in the air free stream will be of secondary importance, since
the deviation between water and air velocities will always be an order of magnitude
larger in all cases that are studied in detail. Near the walls surrounding the air flow,
located at y∗ = ±50 mm, there is a clear boundary-layer development and therefore a
velocity decrease at x∗ =400 mm. However, this boundary layer is far enough from
the sheet so that the free-stream velocity near the sheet remains unaffected in the
measurement region.

3. Theoretical and numerical methods
The velocities are non-dimensionalized with U 0∗

l and the lengths with a∗, again
all dimensional quantities marked with asterisks. In the following, we denote the
non-dimensional liquid velocity profile by Ul (y), the gas velocity profile by Ug (y) and
the free-stream velocity of the gas (normalized by liquid velocity) by U∞

g . Recall from
figure 1 that x is the streamwise, y is the sheet-normal and z is the spanwise direction.

In this way, the problem is characterized by the following four non-dimensional
parameters.
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Firstly, we have the overall Reynolds number

Rel =
U 0∗

l a∗

ν∗
l

(3.1)

and the Weber number

We =
ρ∗

l

(
U 0∗

l

)2
a∗

γ ∗ , (3.2)

where ν∗
l is the kinematic viscosity of the liquid, ρ∗

l is its density and γ ∗ is the
surface tension between the liquid and the gas. Here We describes the ratio between
inertia and capillary forces, and will enter the problem through the interface boundary
conditions as will be explained in § 3.2. We also need the density ratio between the
gas and the liquid,

ρ̃ =
ρ∗

g

ρ∗
l

(3.3)

and, similarly, the viscosity ratio

µ̃ =
µ∗

g

µ∗
l

. (3.4)

In two-dimensional linear stability, all flow variables are divided into a steady base
flow (capital letters) and a disturbance (small letters) as follows:

U tot (x, y, z, t) = U(x, y) + u(x, y, z, t), (3.5)

Ptot (x, y, z, t) = P (x, y) + p(x, y, z, t). (3.6)

In the following subsections, we will explain how both of them are obtained.

3.1. Determination of the base flow

The base flow in the liquid is assumed to be uniform, based on the experimental
profiles – the deviation from uniform velocity was estimated to be less than 1 %, and
the shape of the liquid velocity profile was hard to calculate numerically with that
accuracy.

Since it was not possible to measure the air boundary layer in the presence of the
liquid sheet, it has to be modelled. We present results for two alternative models in
this paper, denoted as Sakiadis and Stokes boundary layers. The first one is formally
a solution to the boundary-layer equations, whereas the second one is not, but admits
a convenient analytical solution.

3.1.1. Model I: modified Sakiadis boundary layer

This profile is obtained from the similarity solution for the boundary-layer equations
in a manner analogous to the Blasius boundary layer over a flat plate. We introduce
a non-dimensional streamfunction f such that

f ′(η) = Ug (y), η = (y − 1)

√
Reg

x
, (3.7)

where

Reg =
ρ̃Rel

µ̃
. (3.8)
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Stabilizing effect of surrounding gas flow on a plane liquid sheet 13

The boundary-layer equation and the boundary conditions (Ug = 1 on the sheet
surface and U = U∞

g far away from the sheet) then read

ff ′′ + 2f ′′′ = 0, (3.9)

f ′(1) = 1 (3.10)

and

f ′(∞) = U∞
g . (3.11)

This equation coupled with the boundary condition U∞
g = 0 was first studied by

Sakiadis (1961a), and is therefore termed Sakiadis boundary layer in this paper.

3.1.2. Model II: modified Stokes layer

This model was used in Söderberg (2003) and is based on the Stokes first problem,
the flow above an instantaneously started plate. The solution to this problem is
analytical, and therefore especially easy to include also in problems with a varying
liquid velocity profile in the streamwise direction, as in Söderberg (2003). In this case,
the air velocity is obtained as

U ∗
g = U 0∗

l +
(
U∞∗

g − U 0∗
l

)
erf(η∗/2), (3.12)

where erf is the error function, and

η∗ = (y∗ − a∗)/
√

ν∗
g t

∗, (3.13)

where ν∗
g is the kinematic viscosity of the gas. To be able to use this solution, we must

define t∗ as a function of x∗ in such a way that gives a qualitatively correct growth
of the gas boundary layer in the streamwise direction. The choice here is

t∗ =
U 0∗

l

x∗ . (3.14)

The resulting equation is in non-dimensional form

Ug = 1 +
(
U∞

g − 1
)
erf(η/2), (3.15)

where, as before,

η = (y − 1)

√
Reg

x
. (3.16)

3.1.3. Parametrization of the base flow profiles

As mentioned, the liquid base flow profile was assumed to be uniform. The
experimental velocity profile of the water just after the nozzle exit is shown in
figure 6. The boundary layers are thin enough that this profile should have relaxed
to a uniform one at all measurement positions, located at least 300 jet thicknesses
downstream from the nozzle.

The uniformity also means that the non-dimensional parameters Rel and We for
the liquid sheet are constant in the streamwise direction. While Re is indeed constant
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δ

(a)

σ

(b)

Figure 8. (a) Physical interpretation of the boundary-layer thickness δ (3.17).
(b) Illustration of σ .

due to mass conservation, the small gravitational acceleration of the sheet in the
measurement region (§ 2.3) results in an increase of We of the order of 1 %. This
variation is of the same order as the uncertainty due to e.g. temperature fluctuations,
and was therefore not considered.

The streamwise development of the whole flow can thus be characterized by one
additional parameter, e.g. the boundary-layer thickness δ that we define by

δ =

∫ ∞

1

(
Ug (y) − U∞

g

)
(
1 − U∞

g

) dy. (3.17)

This δ is similar to the displacement thickness for a boundary layer around a solid
body in the way that it gives the height by which the liquid sheet should be extended
in the sheet-normal direction to get the same total volume flow, if both liquid and
gas flows were considered inviscid. In a real inviscid calculation, it might be desirable
to keep the total mass flow constant instead of volume flow, in which case the height
of the extensional region is effected by the density ratio. However, we prefer to define
the boundary-layer thickness based on the gas properties.

The same definition of δ was also used by Sakiadis (1961b) in the stagnant air
case, and termed displacement thickness in that paper. However, we would like to
point out that it does not have a physical interpretation in terms of displacement of
streamlines like for the Blasius boundary layer, but rather represents a displacement
of the free-stream region.

Another alternative to characterize the flow that will be considered is the shear on
the liquid surface, σ . Both parameters are illustrated in figure 8. The Sakiadis solution
has a larger δ and a larger absolute value of σ than Stokes at the same streamwise
position, as detailed in figure 9.

When the air velocity U∞
g is added as a parameter, the shape of the Stokes profile

only depends on the absolute velocity difference between water and air, while the
Sakiadis profiles are different for U∞

g < 1 and U∞
g > 1 (figure 10). This difference is

also reflected in δ and σ (figure 11). The resulting full base flow field U (x, y) for
U∞

g =0 and the Stokes model is shown with grey-scale in figure 12.

3.2. Linear stability analysis

In the linear stability analysis, two separate sets of equations are solved – one for the
liquid and the other for the gas phase, with Re = Rel and Re = Reg , respectively. Both
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Figure 9. (a) The boundary-layer thickness δ as a function of the streamwise distance x for
the Stokes (—) and Sakiadis (- -) base flow models, U∞

g =0. (b) Plot of σ , the shear from air
at the surface, as a function of x, Stokes (—) and Sakiadis (- -), U∞

g = 0.
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Figure 10. The base flow profiles with different amount of ‘blowing’ for (a) the Stokes model
(b) the Sakiadis model. The profile for U∞

g = 0 is drawn with a thick line, and thereafter
U∞

g = 0.2, 0.4, . . . , 2. For the Stokes model in (a), the profiles are exactly symmetric with
respect to the difference between the liquid and gas velocities, while for the Sakiadis model in
(b) they are not.

share the same form as presented below. These equations are then coupled together
by the interface conditions presented in § 3.2.1.

The Navier–Stokes equations, linearized around a two-dimensional base flow
(U(x, y), P (x, y)) and with pure base flow terms subtracted, become

−∂u

∂t
− U

∂u

∂x
− V

∂u

∂y
− u

∂U

∂x
− v

∂U

∂y
− ∂p

∂x
+

1

Re

(
∂2u

∂2x
+

∂2u

∂2y
+

∂2u

∂2z

)
= 0, (3.18)

−∂v

∂t
− U

∂v

∂x
− V

∂v

∂y
− u

∂V

∂x
− v

∂V

∂y
− ∂p

∂y
+

1

Re

(
∂2v

∂2x
+

∂2v

∂2y
+

∂2v

∂2z

)
= 0, (3.19)
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Figure 11. (a) The boundary-layer thickness δ as a function of the blowing velocity U∞
g for

the Stokes (—) and Sakiadis (- -) base flow models for two different x-positions, x = 300 (lower)
and x = 700 (upper). The absolute value of the shear from air at the surface as a function of
U∞

g , Stokes (—) and Sakiadis (- -): (b) x = 300 and (c) x = 700.
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Figure 12. The streamwise velocity of the base flow with the Stokes gas flow model in
grey-scale, values are indicated by the colour bar. The velocity profiles at x = 0, x = 60, x =150
and x = 270 are plotted with grey arrows on top of the picture. The boundary between the
liquid and gas phases is marked by a dark solid line. The liquid velocity profile is uniform all
way through, and the streamwise development of the gas boundary layer is seen.

−∂w

∂t
− U

∂w

∂x
− V

∂w

∂y
− ∂p

∂z
+

1

Re

(
∂2w

∂2x
+

∂2w

∂2y
+

∂2w

∂2z

)
= 0, (3.20)

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0. (3.21)

The stability analysis is based on the assumption that the base flow variations occur
on a much longer length scale than the typical wavelength of the disturbances, i.e.
locally parallel flow. The choice of a local method is supported by the fact that in the
experiments the growth rate changes very slowly in the streamwise direction. Both the
sheet-normal velocity and all streamwise derivatives of the base flow are neglected,
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Stabilizing effect of surrounding gas flow on a plane liquid sheet 17

considering only base flow velocity profiles of the type

U = (U (y), 0, 0). (3.22)

This results in that all coefficients in front of the disturbance quantities in equations
(3.18)–(3.21) are independent of both x and t . Thus, we can Fourier-transform in x

and t , making the well-known local Ansatz:

u(x, y, t) = (û(y), v̂(y)) ei(αx−ωt), (3.23)

and similarly for p, where α is the wavenumber in the streamwise direction. The
spanwise wavenumber is set to zero, as well as the spanwise velocity component,
which is justified by the two-dimensional nature of the disturbances in the present
experiment.

This is further converted to the velocity–vorticity formulation, which gives the well-
known Orr–Sommerfeld equation for the sheet-normal disturbance velocity v (for a
derivation, see Schmid & Henningson 2001) for gas and liquid:

(iαU − iω)(D2 − α2)v̂l ,g − iαD2Uv̂l ,g = Re−1
l ,g (D

4 − 2α2D2 + α4), (3.24)

where D = d/dy and Rel ,g is the Reynolds number in liquid or gas (given by (3.1) and
(3.8), respectively). The two sets of equations are coupled by the interface boundary
conditions that will be presented in § 3.2.1. We select the centreline of the sheet (y = 0)
to be the lower boundary of the computational domain and set an antisymmetry
condition there, and a no-slip condition at the upper boundary located in the gas free
stream. The upper boundary is chosen to be sufficiently far away from the sheet in
order to make the results independent of this boundary condition.

The local spatial growth rates for the base flows represented in § 3.1 are calculated
numerically with a Chebyshev-discretization in the sheet-normal direction. In spatial
analysis, the frequency ω is assumed real while the spatial growth rate and
wavenumber are sought. This is similar to the experiments, where the sheet is forced
at a given temporal frequency and the spatial growth rate is measured. With this
approach, the equations constitute a generalized polynomial eigenvalue problem with
the complex eigenvalue α = αr + iαi , where the real part αr gives the wavenumber of a
disturbance, while the growth rate −αi is given by the imaginary part. The disturbance
shape corresponding to each eigenvalue comes from the complex eigenfunctions v̂l ,g .

This fourth-order polynomial generalized eigenvalue problem is converted to a first-
order one by a straightforward procedure suggested by Schmid & Henningson (2001).
The problem can then be solved by standard methods for eigenvalue calculations. In
this work, the EISPACK Fortran Package was used, since it had been used previously
for this code (in Söderberg 2003 and Söderberg & Alfredsson 1998), and also because
of good numerical stability properties compared with some other solvers for this
particular problem. The solver is based on the QR algorithm and therefore solves for
all eigenvalues and eigenvectors simultaneously.

Finally, for each frequency ω, the eigenvalue with the largest spatial growth rate
is extracted from the calculations, since we assume that only the most amplified
wavenumber is observed in the experiments. This hypothesis is supported by the
fact that in the experiments the phase speed for each excitation frequency is
constant, indicating one single (and constant) wavelength. The growth rate of the
most amplified wavelength is plotted as a function of the frequency, and compared
with the experimental growth rates.
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3.2.1. Boundary conditions on the interface

To close the two sets of equations presented in the previous section, we need to
couple the velocities and pressures in the different phases together. These coupling
conditions are derived from the flow physics.

The boundary conditions for the total flow field at the interface between gas and
liquid are, in dimensional form:
(i–ii) all velocity components are continuous at the interface:

U∗
l ,tot = U∗

g,tot , (3.25)

(iii) the tangential stresses are continuous at the interface:

n∗
tot × (τ ∗

l ,tot − τ ∗
g,tot ) · n∗

tot = 0, (3.26)

and
(iv) there is a surface tension induced jump in the normal stress:

n∗
tot · (τ ∗

l ,tot − τ ∗
g,tot ) · n∗

tot = −γ s∗
tot , (3.27)

where γ is the surface tension coefficient, n∗
tot is the surface normal, τ ∗

p,tot is the total
stress tensor with pressure included, and s∗

tot is the total surface divergence operator
defined as

s∗
tot = (∇ · n∗

tot )n
∗
tot . (3.28)

Here, the direction of the surface normal n∗
tot is given by the location of the interface

Htot , and thus we also need an equation for Htot . This comes from the assumption that
the sheet-normal displacement of the interface follows the sheet-normal displacement
of a fluid particle on the interface:

∂H ∗
tot

∂t
+ (U∗

tot · ∇)H ∗
tot = V ∗

tot . (3.29)

To non-dimensionalize the boundary conditions with liquid quantities, as before,
we need We (3.2), ρ̃ (3.3) and µ̃ (3.4).

Similar to the other variables, we introduce a division of the interface position
into a steady and oscillating part as H ∗

tot =H ∗ + ĥ ei(αx−ωt). After some algebra, the
linearized non-dimensional boundary conditions become (for details, see Söderberg
& Alfredsson 1998):
(i–ii) velocity continuity on the free surface (cf. (3.25)):

Dv̂l − iαĥ(DUl − DUg ) = Dv̂g , (3.30)

v̂l = v̂g , (3.31)

where (3.30) is the continuity of û transformed to a condition for v̂ using (3.21),
(iii) continuity of the tangential stress (cf. (3.26)):

(D2 + α2)v̂l − iαĥ(D2Ul − µ̃D2Ug ) = µ̃(D2 + α2)v̂g , (3.32)

(iv) surface-tension-induced jump of the normal stress (cf. (3.27)):

[
(iαUl − iω) − Re−1

l (D2 − 3α2)
]
Dv̂l − iαDUl v̂l

=
[
ρ̃(iαUg − iω) − µ̃Re−1

l (D2 − 3α2)
]
Dv̂g − iαρ̃DUg v̂g − We−1α4ĥ, (3.33)
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Side viewFront view
1700

1900

2100

3100

x

Figure 13. The natural oscillation of the water sheet in stagnant air (x = 1700–3200
measured from the nozzle exit), Rel ≈ 3000 and We ≈ 350.

and
(v) interface equation of motion:

−iωĥ + U
∂ĥ

∂x
= v̂. (3.34)

4. Experimental results and comparison with theory
4.1. A plane liquid jet into stagnant air

The visualisations shown in this section were performed with a prototype jet facility
with 150 mm width for the water sheet and no air flow nozzles. In figure 13, the sheet
is shown in the xz (front) and xy (side) planes. The oscillations of the sheet are directly
seen in the side view (right photograph) and as variations of the reflected light in the
front view (left). The front view also shows that under natural conditions without
forcing, the disturbances developing on the sheet are distinctively two-dimensional
and independent of z. This can be concluded from the horizontal nature of the
reflections in the sheet. From the side view, it is clear that the dominant oscillation is
sinusoidal.

If the flow instead is disturbed at a given frequency with the loudspeakers, the
sheet picks up this frequency. This is illustrated in figure 14(a,b), where front and
side views for frequencies f ∗ = 110 and 150 Hz are shown, respectively. First, it is
noted that the irregular oscillations of figure 13 are replaced by oscillations with a
well-defined wavelength. The reflections in the front views again show a distinct two-
dimensionality of the disturbances and it is also seen that the wavelength is shorter
for the higher frequency. Furthermore, the side views show that the disturbances are
sinusoidal and the growth is considerably stronger for 110 Hz (figure 14a) than for
150 Hz (figure 14b).

The disturbance growth rate is quantified by looking at the root mean square of the
surface angle (θrms) at different streamwise positions (cf. figure 4). An example of such
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f = 110 Hz f = 150 Hz

Front view Side view Side viewFront view
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(a) (b)

1500
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Figure 14. The forced water sheet oscillation for two different excitation frequencies: 110 Hz
(a) and 150 Hz (b).

f = 40 Hz

101
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Figure 15. The amplitude of the disturbance in the region x∗ = 250–350mm
(non-dimensional, x ≈ 500–700).

curves for three different frequencies is shown in figure 15. The root mean square of θ

is seen to grow exponentially and for each frequency, a growth factor can be readily
determined as the slope of the respective line. The surface oscillation amplitude h has
the same exponential growth rate. Note that the initial disturbance amplitude varies
depending both on the exact level of forcing and receptivity, and only the growth
rate is of interest in our analysis. Note that the fact that the sheet picks up the
disturbance frequency and amplifies it with a distinct growth rate demonstrates that
the disturbances are of a convective nature, and can be analysed by the local spatial
approach used in this work. Furthermore, the angular phase of the measured wave
in different streamwise positions showed that the phase speed of the disturbances is
constant and equal to the water velocity, a feature that is confirmed by the linear
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0.1 0.2 0.30

1

2

3

4

5

6
(×10−3)

αr αr

–αi

(a) (b)

0.1 0.2 0.3 0.40

0.002

0.004

0.006

0.008

0.010

0.012

Figure 16. (a) The experimental (�) and theoretical spatial growth rates as functions of
wavenumber in stagnant air (Rel = 2910, We =350): Stokes model (solid line) and Sakiadis
model (dotted line). The computations are performed in the middle of the measurement
interval, at x = 600, using the nozzle outlet as a virtual leading edge for both models. (b) All
three growth rate curves compared to a solution where air is assumed inviscid (Li 1993, dashed
line). The inviscid solution clearly overestimates the experimentally observed growth rates and
wavelengths, whereas the viscous solutions are in good agreement.

stability analysis. Note that the growth rates for curves such as those in figure 15
were obtained further upstream (and thus at lower disturbance amplitudes) than the
visualisations in figure 14. This was to ensure that the measurements were taken in
the regime of linear growth, while it was difficult to obtain visualisations where the
disturbance amplitude was very small.

Experimental growth rates are compared with theoretical ones for the Stokes and
Sakiadis boundary layer models in figure 16(a). The spatial growth rate −αi is
shown as a function of the wavenumber αr . At each real frequency ω, a spectrum
of α is calculated and the one with largest growth (largest −αi ) is plotted in the
figure; the curve is obtained by performing the eigenvalue analysis for a sequence of
ω. Since the experiments are measured over an interval in the spanwise direction while
the theoretical analysis is local, a choice regarding the position at which to perform
the analysis has to be made. Here, the centre of the interval used in measurements
was chosen. For the experimental values, the spatial growth rate is obtained from
lines similar to the those in figure 15 and the wavenumber is given by the frequency
and the velocity of the sheet (i.e. the phase speed as discussed above).

The comparison in stagnant air yields excellent agreement for the Stokes boundary-
layer model as seen in figure 16(a). The experimental data (circles) follow the
theoretical curve (solid line) over the peak, until it falls slightly below at αr = 0.12.
Higher frequencies could not be measured at the same x-position due to the low
amplitude. For the Sakiadis model (dotted line), the agreement is no more than
satisfactory. In figure 16(b) the results are drawn together with the analytic solution
assuming inviscid air by Li (1993) (dashed line), obtained from the expression given
in Appendix A. The inviscid solution overestimates the growth rate and wavenumber
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of the peak by a factor of 2–3, while the viscous solutions reproduce the experimental
behaviour.

The difference between Stokes and Sakiadis models is distinct although not
substantial and shows the relative importance of correct models for the boundary
layer in the air in order to pinpoint the growth rate exactly. Even though the
Sakiadis model includes more physics (specifically the development in the streamwise
direction) than the somewhat ad hoc Stokes model, the latter compares better with
the experiments. This could be a result of the fact that there are aspects of the air
flow, such as the inevitable re-circulation in the room, that neither the Stokes nor
the Sakiadis model account for. However, it will be shown later that for the same
characteristic parameters (boundary-layer thickness or shear from air at the interface),
both models produce nearly identical results, and therefore a correct choice of these
for the measurement position under study should be more important than the choice
of the model.

It should be noted that no parameters have been adjusted for the comparison; the
physical constants are extracted from tables using the measured mean temperature
for water and air, and the air boundary-layer profiles computed by taking the middle
of the measurement interval as the distance from the virtual leading edge for both
models. Since the water profile has boundary layers at the nozzle exit, there is a reason
to believe that the streamwise development of the air boundary layer is delayed. If
the virtual leading edge is actually located downstream from the outlet, this would
explain why the Sakiadis model somewhat underestimates the growth rates.

4.2. A plane liquid jet with confluent air

To visualize the effect of gas flow the whole way from the nozzle to breakup, some
initial experiments were performed without the guiding walls and thus without suction
for the air flow around the water sheet. Although the uniformity of the air flow profile
was not as good as in the later experiments with walls, the pictures provide a good
qualitative measure of how blowing air in parallel to the liquid sheet affects the
stability.

The oscillating liquid sheet with different amounts of air co-flow is seen in figure 17.
The non-dimensional gas velocity is varied between U∞

g = 0 and U∞
g = 7/3. It is clear

that the air co-flow has a considerable effect on the stability. Going from the stagnant
case U∞

g = 0 to U∞
g = 5/6, the oscillation is almost totally suppressed. When the gas

velocity is increased above the liquid velocity, the sheet destabilizes again. This is
consistent with previous and present theoretical findings (see §§ 1 and 5.2). The liquid
sheet seems to be slightly more unstable and have a more irregular shape for overflow
(U∞

g > 1), but this might be an effect of difficulties to control the air flow distribution
in the overflow case. For the same reason, experimental growth rates will be presented
only for U∞

g < 1.
The second visualisation concentrating on the breakup process (figure 18) is made

in the current experimental set-up. With the walls, it is not possible to observe the
whole wave growth process. However, the breakup is seen to be delayed considerably,
when air flow velocity is increased from 0 (stagnant air) to half of the liquid velocity.

The growth rates for six different forcing frequencies are seen in figure 19, for three
values of the gas velocity: U∞

g =0, 0.3 and 0.5. While the shapes of the growth rate
curves are similar, the liquid sheet becomes less unstable for all frequencies by the gas
flow. The agreement in the stagnant case is good, but not as excellent as in the
previous section, probably because the measurement region is longer (x = 468–755),
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Figure 17. (a, b) Visualisation of the liquid jet over a long distance without guiding walls for
the air flow, for different gas blowing velocities.

and therefore the experimental growth rates are averaged over a longer streamwise
interval.

When confluent air is considered, the computed solution also predicts the trends
seen in the experiments. In the same figure, the computed growth rate curves from the
Stokes’ model are drawn with solid lines. The air flow has a stabilizing effect for all
frequencies, and the peak growth rates are within 10 % relative and 0.4×10−3 absolute
accuracy. Sometimes the theory slightly overpredicts, sometimes underpredicts the
experimental growth rates. One reason might be that it is difficult to obtain a
homogeneous air flow when blowing, due to the inclination of the air flow nozzles,
as indicated in the previous section (figure 7). Also, small modelling errors, such as
the uncertainty in temperature that affects the values of Re and We, and the shape
of the velocity profiles for both water and air, contribute to the difference.
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(a) Ug
∞  = 0 (b) Ug

∞  = 0.3 (c) Ug
∞  = 0.5

Figure 18. (Colour online) (a–c) Visualisation of the breakup process, far from the inlet,
with guiding walls guaranteeing uniform air flow, for different gas blowing velocities.
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Figure 19. The experimental (�) and theoretical (—) spatial stability results (Rel = 3170,
We =312, Stokes model), with different gas co-blowing velocities: (a) U∞

g = 0, (b) U∞
g = 0.3

and (c) U∞
g = 0.5.

5. Theoretical consideration
On the basis of the inviscid studies, we expect the relative velocity between gas and

liquid to be one important parameter, but we are also looking for viscous parameters
that would quantify the difference from the inviscid result. The air boundary-layer
thickness δ represents the global scale of a viscous modification, and the shear at the
liquid surface σ is a local scale near the surface.

5.1. Liquid jet in the stagnant air

In figure 20 eigenvalue curves in stagnant air (U∞
g = 0) are shown for different

streamwise positions, for the Stokes (figure 20a) and Sakiadis (figure 20b) boundary-
layer models. The results for the two models share several common features. It is
clearly seen that for both cases the growth rate of the most unstable mode and its
wavenumber decrease when going downstream. This decrease is most pronounced
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Figure 20. Growth rate curves at Re =3200 and We = 340 from the (a) Stokes and
(b) Sakiadis air flow models, U∞

g = 0, for different streamwise positions: x = 200, 400, 600,

. . . , 1800. In both cases, the peak moves towards longer wavelengths and the growth rate
decreases downstream.

for the upstream x-positions, while the curves for the downstream positions are near
each other. The appearance of the whole eigenvalue curve is similar.

The most unstable wavenumber for each x-position (position of the peak) and its
growth rate (height of the peak) differ by 5 %–10 % between the two models in the
streamwise region under study, starting from x =200, which corresponds to a distance
of 10 cm from the nozzle exit in the experiments. Recall that, as shown in figure 9,
the viscous parameters (δ and σ ) at a given streamwise position have both slightly
larger absolute value for the Sakiadis than for the Stokes model.

The stabilisation of the sheet with the viscous development of the base flow is
expected already from an inviscid stability analysis, since the vorticity thickness of
the air increases. Since the basic instability mechanism of the liquid sheet is the
same as for the Kelvin–Helmholtz instability of a vortex sheet (Chandrasekhar 1961),
the stabilisation can be seen as an analogy to the classical piece-wise mixing layer:
it is known that the stability curve of a piece-wise mixing layer deviates from the
linear Kelvin–Helmholtz curve at a cutoff wavenumber inversely proportional to
the vorticity thickness. However, this comparison should not be taken too far, since
the liquid sheet problem involves more physics; even the appearance of the inviscid
curve without taking the vorticity thickness into account is fundamentally different
from the Kelvin–Helmholtz curve.

Indeed, the growth rate seems to be inversely proportional to the square root of
δ, or directly proportional to the square root of σ . In figure 21, the growth and
wavenumber for both cases are compared as functions of |σ |1/2 and δ−1/2. In these
scalings, the two models almost collapse. In particular, the growth rate displays a
linear dependence on |σ |1/2 in figure 21(d ). In figures 21(a) and 21(c), the wavenumber
also seems to have a linear dependence on the same quantities, although it is obvious
from the figure that the slope cannot stay constant when δ → ∞.

5.2. Effect of gas flow on disturbance growth

The inviscid instability of a liquid sheet is known to be of aerodynamic nature. The
co-flow of gas stabilizes the sheet, if the relative speed between gas and liquid is
decreased. In other words, an increasing gas free-stream velocity U∞

g leads to a more
stable sheet to the point where gas velocity is equal to liquid velocity (Ug = 1), in
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Figure 21. The peak eigenvalues for each x-position (x = 200, 400, 600, . . . , 1800) from
figure 20 for Stokes (-�-) and Sakiadis (-�-) as functions of δ−1/2 and |σ |1/2: (a) most
unstable wavenumber αr against inverse square root of the boundary-layer thickness δ−1/2; (b)
growth rate −αi against δ−1/2; (c) most unstable wavenumber against |σ |1/2; (d ) growth rate
against |σ |1/2.

which case the sheet is stable. When the gas velocity is increased over the liquid
velocity, the sheet destabilizes again.

This feature is clearly seen in the eigenvalue curves from the Stokes and Sakiadis
models in figure 22. For the Stokes model in figure 22(a,c), the difference between
U∞

g − 1 = 1 and U∞
g − 1 = −1 is only 5 %, so the curves are nearly symmetric with

respect to the velocity difference. For the Sakiadis model in figure 22(b,d ), the same
difference is 17 %. The reason can be understood by looking at the base flow profiles
in figure 10 and the development of δ and σ for different U∞

g in figure 11. For the
Stokes model, the parameters are symmetric with respect to (U∞

g − 1), but for the
Sakiadis model asymmetric. Although measurements were not made for U∞

g > 1,
the visualisations in figure 17 give some support to the Sakiadis result in this case,
since the wave growth seems to be faster for the overblowing case. However, it has
to be kept in mind that this particular visualisation was made without the guiding
vanes guaranteeing uniform air flow.

The growth rate of the most unstable mode as a function of the relative velocity
U∞

g −1 is seen for both models in figure 23. Dependence on this parameter is expected
from the inviscid analysis, as for Kelvin–Helmholtz-type instability. In the inviscid
analysis, the dependence on the growth rate of U∞

g −1 can be shown to be quadratic –
the growth rate curve based on uniform velocity in water and air is shown by the
dotted curve in the same figure, and derived in Appendix B. In our study, the growth
rate scales linearly for |U∞

g − 1| � 0.4 and the best fit is shown by a line in the figure
together with the data points. A similar deviation from the inviscid analysis was
noticed in the viscous analysis of Lozano et al. (2001), who looked at the frequency
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Figure 22. Growth rate curves (at Re = 3200, We = 340, x =200) for different air velocities,
(a) Stokes, U∞

g =0, 0.2, 0.4, 0.6, 0.8 (U∞
g < 1); (b) Sakiadis, U∞

g = 0, 0.2, 0.4, 0.6, 0.8 (U∞
g < 1);

(c) Stokes, U∞
g = 1.2, 1.4, 1.6, 1.8, 2 (U∞

g > 1); (d ) Sakiadis, U∞
g = 1.2, 1.4, 1.6, 1.8, 2 (U∞

g > 1).
Increasing air velocity stabilizes if U∞

g � 1, and destabilizes otherwise.

for the most unstable mode as a function of air velocity – the frequency increased
linearly, instead of a quadratic dependence predicted by the inviscid analysis.

The slopes of the lines for Sakiadis model (solid) are different for negative (U∞
g < 1)

and positive velocity differences, with U∞
g > 1 being slightly more unstable. For Stokes

model (dashed), the same linear dependency is seen, but the slopes are symmetric with
respect to the velocity difference. For all cases, the lines in figure 23 intersect at a point
in the region |U∞

g | =0.3–0.4. The data points at |U∞
g − 1| = ± 0.2 that were not used

for the linear fit are all above their respective lines. The intersection of the lines and
deviation from the linear fit for low-velocity differences is an interesting feature. It is
natural to believe that for these very long waves, the viscous and inviscid solutions
approach each other, i.e. the Kelvin–Helmholtz instability mechanism gradually
weakens and is overtaken by neutrally stable capillary waves. We also note that there is
more scattering in the eigenvalues for |U∞

g −1| = 0.2 than at larger velocity differences.
Furthermore, the slopes of the lines in figure 23 decrease with the streamwise

position. However, the linear relation persists. This is only possible if the dependence
of the growth rate on the x-position is of the same form for different blowing
velocities. Figure 24 confirms that there is a nearly linear scaling with |σ |1/2 for
blowing velocities that differ from the liquid velocity by a factor larger than or equal
to 0.4, as in the stagnant air case. Again, if the profiles with the same characteristic
parameters are considered, the difference between Sakiadis and Stokes is very small.
Moreover, when the data are drawn as a function of σ 1/2 like in this figure, especially
for the Sakiadis case, points with the same absolute velocity difference (|U∞

g − 1|) for

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/S

00
22

11
20

10
00

60
87

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/S0022112010006087


28 O. Tammisola, A. Sasaki, F. Lundell, M. Matsubara and L. D. Söderberg
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Figure 23. The largest growth rate at Re = 3200, We = 340 as a function of the velocity
difference U∞

g − 1 at different x-positions (x = 0.2, 0.4, 0.6, 0.8) for the Sakiadis (—�—) and
Stokes (- -�- -) models. The markers represent calculated values, while lines are linear fits for
|U∞

g | > 0.4. A temporal solution assuming inviscid air and water is given by the dotted curve.
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Figure 24. (a) The growth rate of the peak eigenvalues for different x-positions (x =400, 800,
1000, 1200, 1400, 1600, 1800) for the Stokes and Sakiadis models as functions of |σ |1/2 , from
up and down: —�—, Sakiadis (U∞

g = 0, 0.2, 0.4, 0.6); —�—, Stokes (U∞
g =0, 0.2, 0.4, 0.6);

- -�- -, Sakiadis (U∞
g = 2, 1.8, 1.6, 1.4); - -�- -, Stokes (U∞

g = 2, 1.8, 1.6, 1.4). (b) The same
scaling extracted from the data in Lozano et al. (2001) for U∞

g = 12.5, Rel = 340, and a
different base flow model.

both underflow and overflow line up on the same line. This was not as obvious if
δ−1/2 was considered. Therefore, we consider σ 1/2 to be the most attractive parameter
to quantify the viscous scaling.
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Remarkably, we could find the same viscous scaling from the literature, by extracting
the maxima from the temporal growth rate curves drawn as a function of air
boundary-layer thickness in figure 7 of Lozano et al. (2001). Their base flow model
and parameter region are completely different. Their non-dimensional gas velocity (in
our coordinates) is U∞

g = 12.5, and water Reynolds number Rel = 340. The scaling is
shown in figure 24(b). The derivation of σ for the model of Lozano et al. (2001) is
given in Appendix C.

When it comes to the wavenumbers for different U∞
g , we could not find universal

scaling laws. One reason might be that the plateau in the growth rate curves is rather
flat, making the uncertainty in the wavenumber bigger than that in the growth rate.
However, for U∞

g > 1 both models seem to approach a linear dependency between
shear and wavenumber, the latter exchangeable to frequency in our case, which is
consistent with the experimental and numerical results of Lozano et al. (2001) for
high blowing velocities.

6. Conclusions
The disturbance growth for plane liquid sheets with air co-flow has been analysed

experimentally and theoretically. Unlike many other studies, which have a rapid
breakup as a goal, our aim is to quantify the stabilizing effect of an air flow with a
similar speed as the liquid flow.

Experiments have been conducted for a water sheet (Rel ≈ 3000, We ≈ 300), both in
stagnant air and with different amounts of co-flow. The liquid sheet was excited with
different frequencies by acoustic forcing at the nozzle exit. The time-varying inclination
of the water surface was measured at different streamwise positions. With this method,
we could extract the spatial growth rate along with the frequency of the waves.

A linear spatial stability analysis has been made using two different air flow models –
the theoretically correct Sakiadis model obtained by solving the boundary-layer
similarity equations, and an analytical Stokes model based on Stokes’ solution of the
flow above an instantaneously started plate, where the time dependency was changed
to an x-dependency. The liquid velocity was assumed to be uniform.

It was shown that the dependence of the growth rate on the inviscid stability
parameter – relative velocity between air and water – is retained for viscous gas,
even if the viscous growth rates can be smaller by several orders of magnitude.
The dependence of this parameter is approximately linear, instead of a quadratic
dependence predicted by a fully inviscid analysis. The two boundary-layer models
were shown to produce very similar results, which justifies the use of Stokes model
in other (Söderberg & Alfredsson 1998; Söderberg 2003) and future studies. The
viscous effect was investigated in terms of two parameters – δ, the boundary-layer
thickness for the air flow quantifying the scale of the total viscous modification, and
σ , the shear from air at the interface representing the viscous effect near the surface.
As a function of these parameters, both models nearly collapse and show a linear
dependence between the growth rate and the square root of |σ | starting some distance
downstream from the nozzle exit.

The Stokes model was compared with experiments. The results are in very good
agreement for the stagnant air case, while the previous inviscid solution of Li (1993)
overestimates the most unstable wavenumber and its growth rate by more than a
factor of 2. For the case of air co-flow, the trends are the same, and the quantitative
agreement between experiments and theory is also very good, but not perfect. We
believe this is due to experimental uncertainties concerning both the exact shape and
magnitude of the air flow and the non-dimensional numbers involved.
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In the theoretical studies, the Stokes model gives an almost symmetric growth rate
curve with respect to velocity difference, irrespective of the application of underflow
(U∞

g < 1) or overflow (U∞
g > 1). For the more physical Sakiadis model, the slope is

changed if overflow is applied. At this point, experimental growth rates have not been
obtained for U∞

g > 1 and the experimental confirmation of this has to be left for a
future study. A linear dependence between the growth rate and U∞

g − 1 is obtained
for both cases for |U∞

g − 1| > 0.4. As functions of σ or δ, the models collapse. This
means that for the same σ , the influence of velocity difference is symmetric. Therefore,
this leaves us with two parameters: absolute value of the velocity difference |U∞

g − 1|
(inviscid) and shear from air at the surface σ (viscous).

Since the viscous parameter σ also changes with gas velocity, it would be tempting
to try to characterise the stability in terms of this parameter only. Our results show
that for different values of U∞

g − 1, the same shear at the surface leads to different
growth rates, underlining the importance of the inviscid parameter. However, when
U∞

g − 1 is kept constant, the same linear dependence on |σ |1/2 is obtained for the two
different boundary-layer models, and also extracted from a previous result found in
the literature with a strong overflow in air.

In future work, it would be interesting to test the validity of these scalings exper-
imentally. In order to do this, it is crucial to accurately measure the air (and water)
boundary-layer profile at different streamwise positions. Also, it could be interesting
to repeat the theoretical analysis using inviscid stability in air but taking into account
the vorticity thickness of the air boundary layer. The aim would be to determine
if the viscous stabilisation can be explained by the base flow modification alone.
Alternatively, a complete viscous stability analysis (as presented here) is necessary.

The authors gratefully thank Masamichi Tosaki, Yuta Wakabayashi and Akihiko
Mori for their support in arranging the water jet facility and the experiments.

Appendix A. Spatial stability of a viscous liquid sheet in an inviscid
stagnant gas

A previous solution assuming viscous liquid and inviscid gas is compared with
our experiments and numerical solution with viscous gas in figure 16. The dispersion
relation for sinuous disturbances is given by (5) in Li (1993):[

(m − Ω) − i
4m2

R

]
(m − Ω) tanh(m)

+
4m3

R2
[S tanh(S) − m tanh(m)] + ρΩ2 − m3

β2
= 0, (A 1)

where m = k∗a∗, Ω =ω∗a∗/U ∗, β = We1/2 = U ∗/(σ ∗a∗ρ∗
l )

1/2, ρ = ρ∗
g/ρ

∗
l , R = ρ∗

l U
∗a∗/µ∗

l

and S = [m2 + iR(m − Ω]1/2.
The solution for our parameter values can be obtained by making the substitutions:

m =α, Ω =ω, β = We1/2, R = Rel .

Appendix B. Fully inviscid temporal stability of a liquid sheet in a
confluent gas

The derivation here is based on the solution of Squire (1953) for an inviscid liquid
sheet in inviscid stagnant gas, both with uniform velocity profiles. For the case of
long waves compared to the thickness of the liquid sheet, one recovers maximum of
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the dimensional growth rate:

ω∗
i ,max =

ρ̃U ∗2
l

2

√
γ ∗h∗

ρ∗
l

. (B 1)

Since in the inviscid equations there is a slip boundary condition, they can be
translated without affecting the sheet-normal velocity of the disturbance, and thus
the growth rate. The only quantity with the streamwise velocity U ∗ that will appear
in the equations and boundary conditions is α∗U − ω∗. Consequently, if we transform
the equations into a coordinate system in which the gas is stagnant, Ũ ∗ = U ∗ − U ∗

g ,
the maximal growth rate will have the same value as in the untransformed system, as
will the wavenumber α∗

max for which this growth rate occurs. The frequency, however,
will be shifted by an amount of α∗

maxUg , since the phase velocity is shifted by U ∗
g .

The dimensional growth rate in our case is, consequently,

ω∗
i ,max =

ρ̃(U ∗
l − U ∗

g )2

2

√
γ ∗h∗

ρ∗
l

. (B 2)

The non-dimensional growth rate in our system becomes

ωi ,max =
h∗

U ∗
l

ρ̃(U ∗
l − U ∗

g )2

2

√
γ ∗h∗

ρ∗
l

=
1

2
ρ̃(Ug − 1)2

√
We. (B 3)

To convert between the temporal and spatial formulations, we also need to
approximate the phase velocity. We get from Squire (1953), for stagnant air,

c∗
r,max =

U ∗
l

1 + ρ̃ coth(αh)
≈ U ∗

l (B 4)

for water in air. Applying the transformation to get the solution in moving air, and
shifting the phase velocity by U ∗

g , we simply get

c∗
r,max = (U ∗

l − U ∗
g ) + U ∗

g = U ∗
l (B 5)

or in non-dimensional formulation

cr,max = 1. (B 6)

Appendix C. Derivation of shear at the surface for the model of Lozano et al.
2001

The dimensional velocity profile of Lozano et al. (2001) in air is

U ∗
2 (y∗) = b∗

0 + b∗
1

(y∗ − h∗)

δ∗ + b∗
2

(
(y∗ − h∗)

δ∗

)2

, (C 1)

where b∗
0, b∗

1 and b∗
2 are constants (dependent on δ∗).

The dimensional y∗-derivative of this becomes

dU ∗
2

dy∗ =
b∗

1

δ∗ +
2b∗

2

δ∗
(y∗ − h∗)

δ∗ , (C 2)
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of which the second term vanishes on the interface between water and air at y∗ =h∗.
The non-dimensional form of this at the interface (y = 1) becomes

dU2

dy
(y = 1) =

b∗
1h

∗

〈U ∗
1 〉δ∗ =

b∗
1

〈U ∗
1 〉δ , (C 3)

where the vertical mean of the water velocity 〈U ∗
1 〉 is the velocity scale and h∗ is the

length scale. It is given that

b∗
1 = (U ∗∞

2 − 〈U ∗
1 〉) δ∗

h∗
(

2/3µr +
δ∗

h∗

) =
(
U ∗∞

2 − U ∗
1

) δ

(2/3µr + δ)
(C 4)

and µr is the air/water viscosity ratio.
Finally,

σ =
dU2

dy
(y = 1) =

(
U∞

2 − 1
)

(2/3µr + δ)
. (C 5)

Since µr ≈ 0.01, this implies in practice that δ ∼ 1/σ .
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