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Two parameters are introduced that uniquely characterize the state of a third-order
symmetric tensor. We show that the proposed parameters arise from the uniform
metric in the matrix space; thus the joint PDF of these parameters can be used to
determine the geometrical statistics of any third-order symmetric tensor. We use this
joint PDF to describe the states of the subgrid-scale stress, which is of central interest
in large-eddy simulation. Direct numerical simulation of forced isotropic turbulence is
used in our a priori tests. With the proposed parameterization we can also assess the
most probable flow configuration at the scales of motion just above the Kolmogorov
scale. We test four different subgrid-scale models in terms of how well they predict
the structure, or state, of the subgrid-scale stress. It is found that models based on
truncated Taylor series do not produce an adequate distribution of states, even if
augmented by a turbulent viscosity term. On the other hand, models based on the
scale-similarity assumption predict a distribution of states that is close to actual.

1. Introduction
Classification of small-scale motions in turbulent flows is of central importance in

large-eddy simulation (LES). Recent developments in this direction relied on analysis
of the strain-rate tensor Sij , its eigenvalues and the geometrical relationship between
the principal strain directions and flow characteristics such as vorticity (Kerr 1985;
Ashurst et al. 1987; Nomura & Post 1998; Nomura & Diamessis 2000) and helicity
(Kerr 1987).

In incompressible flow, the state of Sij can be classified with a single parameter
such as the normalized intermediate eigenvalue (Kerr 1985; Ashurst et al. 1987) or a
certain algebraic expression involving its eigenvalues α, β and γ , such as

s∗ =
−3

√
6αβγ

(α2 + β2 + γ 2)3/2
. (1.1)

Equation (1.1) was mentioned by Kerr (1987) and later by Lund & Rogers (1994),
who used it to estimate the most probable strain state in the isotropic turbulence, the
axisymmetric expansion (s∗ = 1). Also, s∗ can describe the state of the deviatoric
part of the subgrid-scale (SGS) stress in LES, τ̃ij ≡ τij − δij τkk/3 (Tao, Katz &
Meneveau 2002; Higgins, Parlange & Meneveau 2003; Kang & Meneveau 2005).
Here τij = uiuj − ūi ūj , and the overbar denotes spatial filtering.

The most attractive feature of s∗ is that, unlike other normalizations, it is uniformly
distributed in the space of traceless symmetric matrices, which will be shown below.
This property implies that the lines of constant s∗ (computed from the eigenvalues of
Sij ) divide the Lumley triangle (Lumley & Newman 1977) in a uniform way, as noted
by Lund & Rogers (1994).
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In this paper, we formally start with the uniform metric in the space of 3 × 3
symmetric tensors and arrive at two parameters that characterize the state of a
symmetric tensor. One of these parameters is equivalent to s∗ and characterizes
the deviatoric part of the tensor, while the other corresponds to the dilatational
part. Using joint probability density functions (PDFs) of these parameters we can
investigate the full distribution of states of the SGS stress τij , as well as the states
predicted by different classes of SGS models.

2. A uniform measure of the stress state
The state of a symmetric stress Aij is characterized by a point (α, β, γ ) in the

space of its eigenvalues. If one is interested only in the structure of the stress with
no regard of the magnitude, one need consider only the unit sphere in the eigenvalue
space A2

ii = α2 + β2 + γ 2 = 1, reducing the number of parameters to two. Naturally,
one would like to introduce these two parameters s∗ and q∗ in such a way that
ds∗ dq∗ ∝ dµA =dA11 dA12 dA13 dA22 dA23 dA33.

It can be shown that the measure dµA in the space of Aij translates into the measure
dµ = |V (α, β, γ )| dα dβ dγ in the eigenvalue space, where V (α, β, γ ) = (α − β)(β − γ )
(γ − α) is the Vandermonde determinant (Mehta 2004, Chap. 3). In order to simplify
the expression, we use the linear coordinate transformation [α, β, γ ]T = Q[x, y, z]T ,
where orthogonal matrix Q is defined as

Q=

⎡
⎣ 2/

√
6 0 1/

√
3

− 1/
√

6 1/
√

2 1/
√

3

− 1/
√

6 − 1/
√

2 1/
√

3

⎤
⎦ .

In the (x, y, z) coordinate system, |V (α, β, γ )| simplifies to |y(3x2 − y2)|/
√

2. We now
change to the spherical coordinates given by x = r cos φ cos θ , y = r cosφ sin θ ,
z = r sinφ, 0 � θ < 2π, − π/2 � φ � π/2, to obtain |V (α, β, γ )| = r3/

√
2|sin3θ |cos3φ.

Thus the measure dµA in the space of Aij translates into the measure r3|sin3θ |
cos4 φ dr dθ dφ in the (r, θ, φ) space, which induces the measure |sin3θ | cos4 φ dθ dφ

on the unit sphere r = 1. Furthermore, we can confine our investigations to one-sixth
of the whole sphere (0 � θ � π/3) by reordering the eigenvalues so that α � β � γ

without biasing the distribution of the states.
Now we define two parameters s∗ and q∗ as

s∗ = − cos 3θ, q∗ =
1

6π
(12φ + 8 sin 2φ + sin 4φ), (2.1)

with the angles θ and φ given by

cos θ =
3α̃√

6(α̃2 + β̃2 + γ̃ 2)1/2
, sinφ =

α + β + γ√
3(α2 +β2 + γ 2)1/2

,

where α̃ = α − Aii/3, β̃ =β − Aii/3, γ̃ = γ − Aii/3 are the eigenvalues of Ãij , the
deviatoic part of Aij . One can also express s∗ and q∗ in terms of the tensor invariants:

s∗ =
−

√
6Ã3

ii(
Ã2

jj

)3/2
, (2.2)

q∗ =
1

3π
(6 sin−1 W +2W (5 − 2W 2)

√
1 − W 2), (2.3)

where A2
ii = AijAji , A3

ii = AijAjkAki and W = Aii/
√

3A2
jj .
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Figure 1. The joint PDF of (s∗, q∗) for two random matrix fields: (a) Gaussian and
(b) uniform.

Parameters s∗ and q∗ satisfy (s∗, q∗) ∈ [ − 1, 1]2, and ds∗ dq∗ ∝ dµA. The latter
enables us to use the joint PDF P (s∗, q∗) to evaluate the distribution of the states of
any symmetric tensor, and in particular, the SGS stress tensor τij .

As an illustration, figure 1 shows P (s∗, q∗) for two sets of randomly defined Aij : (a)
the Gaussian distribution with density exp(−A2

ii/2), and (b) the uniform distribution
in the intersection of the subspace of symmetric matrices with the unit ball in the
Frobenius norm ‖A‖ = (AijAij )

1/2. Figure 1 shows a uniform distribution of states for
both cases, which illustrates that P (s∗, q∗) is not biased towards any particular state.

Expression (2.2) was introduced by Kerr (1987) and later by Lund & Rogers (1994),
without a formal proof of s∗ being uniformly distributed in the space of symmetric
traceless matrices. Subsequently s∗ was used to characterize the state of τ̃ij by Tao et al.
(2002), Higgins et al. (2003) and Kang & Meneveau (2005). We advocate using the pair
(s∗, q∗) instead of just s∗ to fully characterize the state of τij , since it is rarely traceless.

3. Statistics of SGS stress states
We are now in a position to examine the distribution of states of the SGS

stress τij . This is done using direct numerical simulation (DNS) of forced, isotropic,
homogeneous turbulence in periodic box. The SGS stress is extracted from the
fully resolved field using a Gaussian filter function, and the joint PDF Pτ (s

∗, q∗) is
constructed.

The incompressible Navier–Stokes equations were solved in a periodic box with
sides of length L = 2π and N = 256 grid points in each direction. A standard pseudo-
spectral algorithm was used, fully de-aliased by a combination of truncation and
phase shifting (Livescu, Jaberi & Madina 2000). The turbulence is sustained by a
deterministic forcing term given by Machiels (1997). The condition kmaxη � 1.8 was
satisfied for all times to ensure that all important flow scales are resolved (Pope 2000).
Here kmax = N

√
2/3 is the maximum significant wavenumber resolved by the grid,

and η is the Kolmogorov length scale. The average Reynolds number based on the
Taylor microscale was Rλ ≈ 130.

Figure 2 shows contour plots of Pτ (s
∗, q∗) for two filter sizes, 	= 2π/64 and 2π/16.

Since we used a Gaussian filter, τij is positive semi-definite (Ghosal 1999) and thus
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Figure 2. Contour plot of Pτ (s
∗, q∗) for two filter sizes: (a) 	= 2π/64, (b) 	= 2π/16. The

dashed line shows the boundary of the region that corresponds to positive definite matrices.
Fifteen contours are shown, equally spaced from 9.3 to 139.1 in (a), and from 3 to 46.2 in (b).

points (s∗, q∗) must lie above the dashed line that shows the boundary of the region
of positive definite matrices.

Using the data, we can find the most probable SGS flow configuration. The most
probable value of s∗ is −1 (similar to Tao et al. 2002), and it does not seem to depend
on the filter size. The most probable value of q∗ grows with 	, indicating that for
isotropic turbulence the averaged subgrid scales become more isotropic for larger
	. On the other hand, when 	 is reduced the peak of Pτ (s

∗, q∗) shifts closer to the
dashed curve. With s∗ ≈ −1 this indicates that for small filter size the SGS structures
are highly anisotropic, namely, two eigenvalues of τij are much smaller than the third,
which corresponds to two smooth and one strongly fluctuating velocity component.

4. A priori evaluation of SGS models
In this Section, we examine the distribution of states of τij predicted by four models:

the Smagorinsky model, nonlinear model, mixed model and dynamic structure model.
The choice of models was motivated by the fact that they take the structure of the
modelled term from different sources: the resolved strain-rate tensor, resolved defor-
mation tensor, a combination of the two, and a Leonard tensor associated with test
filtering.

The Smagorinsky model (Smagorinsky 1963) is given by

τ s
ij = −2(Cs	)2|S̄|S̄ij , |S̄| =

√
2S̄ij S̄ij , (4.1)

where S̄ij = (1/2)(∂ūi/∂xj + ∂ūj /∂xi) is the resolved strain-rate tensor and Cs is a
user-defined constant that can be assigned manually or computed via the dynamic
procedure of Germano et al. (1991).

The nonlinear model is defined as (Leonard 1974; Bardina, Ferziger & Reynolds
1980)

τnl
ij = Cnl	

2 ∂ūi

∂xk

∂ūj

∂xk

, (4.2)

or τ = D̄ · D̄T
where D̄ is the deformation tensor. It gives excellent results in a priori

testing (see Liu, Meneveau & Katz 1994; Borue & Orszag 1998) but leads to an
inevitable blow-up in a posteriori testing (Leonard 1997) due to an effective negative
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Figure 3. PDF of s∗ for SGS stress and four models: Smagorinsky, nonlinear, mixed and
dynamic structure; 	 = 2π/32.

viscosity in at least one direction everywhere in the computational domain. To ensure
stability, Bardina et al. (1980) proposed augmenting the nonlinear model by an eddy
viscosity term. This leads to the mixed model, given by

τmix
ij = Cnl	

2 ∂ūi

∂xk

∂ūj

∂xk

− 2(Cs	)2|S̄|S̄ij . (4.3)

There are several ways to evaluate the scaling constants Cnl and Cs . We adopt the
dynamic procedure described by Kang, Chester & Meneveau (2003), with the test
filter size 	̂ = 2	.

The dynamic structure (DS) model is a one-equation LES model given by
(Goutorbe, Laurence & Maupu 1994; Pomraning & Rutland 2002)

τ ds
ij =

2ksgs

Lkk

Lij . (4.4)

Here, ksgs = τii/2 is the SGS kinetic energy, Lij = ̂̄uiūj − ̂̄ui
̂̄uj is the Leonard tensor

and the hat denotes the test filtering. Since ksgs is not available from the resolved field,
it has either to be modelled or obtained from a separate transport equation. This
model can be regarded as a scale-similarity model with specific scaling factor. It gives
encouraging a priori and a posteriori results in terms of quality of prediction and
stability of calculations (Pomraning & Rutland 2002; Chumakov & Rutland 2005).

It should be noted that the first three models contain derivatives of the filtered
flow field. To be consistent in our a priori tests we project the filtered flow field on to
coarse LES grid with grid spacing equal to 	̂ before evaluating the derivatives.

Since the Smagorinsky model gives q∗ ≡ 0, we start by comparing the distributions
of s∗ only. This is done in figure 3 for the filter size 	 = 2π/32. Other filter sizes
produce similar plots (not shown). It is apparent from the figure that the most
frequent state of τ̃ij is axisymmetric contraction, in agreement with Tao et al. (2002).
Based on the figure, Smagorinsky and mixed models tend to under-predict the peak
in the distribution while having a larger tail, in contrast with the nonlinear models
which over-predict the peak. The dynamic structure model seems to give the most
plausible prediction.
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Figure 4. Contour plot of Pτnl (s∗, q∗) for two filter sizes: (a) 	 = 2π/64, (b) 	 = 2π/16. The
dashed line shows the boundary of the region that corresponds to positive definite matrices.
Fifteen contours are shown, equally spaced from 17.5 to 261.9 in (a), and from 13.3 to 199.5
in (b).
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Figure 5. Contour plot of Pτmix (s∗, q∗) for two filter sizes: (a) 	 = 2π/64, (b) 	 = 2π/16. The
ratio of test and base filter sizes is equal to 2. Fifteen contours are shown, equally spaced from
7.0 to 105.0 in (a), and from 4.8 to 70.4 in (b).

Figures 4, 5 and 6 show the contour plots of joint PDF of (s∗, q∗) predicted by
the nonlinear, dynamic mixed and DS models. It can be seen from figure 4 that the
nonlinear model, although it predicts the correct trend for the s∗-distribution (figure 3),
fails to predict the correct dilatation. A possible explanation of this is that the
eigenvalues of τnl

ij are squares of the singular values of the resolved deformation tensor

D̄ij . Since D̄ij is traceless, it is possible that the smallest of its singular values is much
smaller than the largest. This produces the eigenvalues (α, β, γ ) of τnl

ij such that γ /α 	
1, which corresponds to the points in the (s∗, q∗)-plane close to the dashed curve. In
our tests, the condition number of τnl

ij was higher than 20 in about 75% of the domain.
The dynamic mixed model exhibits similar trends in figure 5. The key difference

between nonlinear and mixed models is that the latter can predict SGS stresses that
are not positive definite, i.e. have a negative eigenvalue. In our test this results in
about 4% of points below the dashed line. For constant Cs in (4.3), an increase in Cs

leads to an increase in the of fraction of τmix
ij that is not positive definite.

The performance of the DS model is shown in figure 6. It is apparent that not
only does the DS model gives a good prediction for q∗, it also captures the correct
trend as the filter size increases. This leads us to surmise that models based on the
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Figure 6. Contour plot of Pτds (s∗, q∗) for various filter sizes: (a) 	 = 2π/64, (b) 	 = 2π/16.
The ratio of test and base filter sizes is equal to 2. Fifteen contours are shown, equally spaced
from 7.0 to 116.0 in (a), and from 3.0 to 59.0 in (b).
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Figure 7. Joint PDF of actual and predicted s∗ (upper plots) and q∗ (lower plots) for (a)
nonlinear model, (b) mixed model, and (c) dynamic structure model. Filter size is 	 = 2π/64.
For the top plots, the difference between adjacent contour values is 100, and the lowest value
is 100. For the bottom plots, the difference between adjacent contour values is 10, and the
lowest value is 5.

scale-similarity assumption are capable of good prediction of the distribution of the
SGS stress configuration for a variety of filter sizes.

It should be noted that the test filter plays an important role in the quality of
prediction for the mixed and DS models since their structural terms explicitly depend
on the test filter. We have found that for our data the DS model gives the best
prediction for 	̂/	 ≈ 1.3, but in order not to bias our comparison we set 	̂/	= 2,
as for the mixed model.

So far we have tested the quality of the models’ prediction only in terms of
distributions. Now we evaluate the prediction of s∗ and q∗. This is done in figures 7
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Figure 8. As figure 7 but filter size is 	 = 2π/16.

and 8 via the joint PDF of the actual and modelled s∗ and q∗, for two filter sizes. All
joint PDFs for s∗ have a sharp peak at (−1, −1), so the neighbourhood of that point
is shown.

It is evident from the figures that the Taylor-expansion-based models tend to under-
predict s∗ and q∗ for both filter sizes. While the under-prediction of s∗ does not seem
to be very significant, the under-prediction of q∗ becomes severe for large filter size.
A sudden ‘step’ in the joint PDF of (q∗, q∗

nl) and (q∗, q∗
mix) at the values of q∗

nl and
q∗

mix of approximately 0.975 is explained by the fact that this is the highest value of
q∗ on the dashed lines on previous figures, and the PDFs for these models are highly
concentrated along the dashed line.

The DS model, on the other hand, tends to over-predict both s∗ and q∗ for small
filter size, but shows symmetric PDFs for both s∗ and q∗ for larger filter size.

5. Conclusions
We introduce two quantities s∗ and q∗ that can be used to parameterize the relative

distribution of the eigenvalues of any symmetric tensor. The key feature of this
parameterization is that both s∗ and q∗ are uniformly distributed in the space of
symmetric matrices and thus the joint PDF of (s∗, q∗) is not biased towards any
particular state. Analytical proof and numerical illustration are provided.

Using s∗ and q∗ we can examine a priori the distribution of states of any symmetric
tensor. In particular, we consider the SGS stress τij , its states and dependence of the
state distribution on the filter size. Our tests show that the most probable value of s∗

is −1, which corresponds to two repeated smaller eigenvalues, while the distribution
of q∗ displays a dependence on the filter size 	. For larger 	 the averaged subgrid
scales naturally become more isotropic. When 	 is reduced, values of q∗ are highly
concentrated close to the boundary which corresponds to singular τij . Together with
s∗ ≈ −1 this indicates that τij has one large and two small eigenvalues, which leads
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us to the conclusion that on the smallest scales the most frequent configuration of
turbulent flow has one strongly fluctuating and two smooth velocity components.

Using the proposed parameterization we can also evaluate the performance of LES
models for τij . Four such models are examined: Smagorinsky, nonlinear, mixed and
dynamic structure (DS). The models are selected due to their structural differences. A
DNS data set of forced, homogeneous, isotropic turbulence is used for a priori testing.
The tests indicate that the nonlinear and mixed models under-predict both s∗ and q∗

for various 	; the predicted τij are consistently very close to the singularity curve
on the (s∗, q∗)-plane, while the actual τij departs from it for larger 	. This, to our
knowledge, is the only reported a priori test that the nonlinear model fails. The state
prediction of similarity-based models appears to be much closer to actual, especially
for larger filter sizes. This leads us to believe that for large 	, which presumably is
of engineering importance, the models that involve the Leonard tensor are capable
of better prediction of the structure of τij than the models derived by truncation of
Taylor series.

The author is grateful to M. Stepanov for stimulating discussions and to D. Livescu
for a version of DNS code. This work was funded by the US Department of Energy
(W-7405-ENG).
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