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Abstract

This paper interprets the concept of biologically inspired design as understanding design based on the biological evidence.
Borrowing its concept of design competence from Chomsky’s definition of linguistic competence, the paper reviews bio-
logical evidence from fields including evolution, genetics, and animal behavior from the perspective of design research to
propose that design competence is the product of an evolutionary history during which five key developments in cognitive
evolution came together: conception unbounded by sensory perception, symbolic manipulation at a level of metarepresen-
tation, theory of mind, curiosity, and mental time travel. These cognitive capabilities were derived from the biological evi-
dence based upon the criteria that they are presumed to be unique to humans (Homo sapiens), they may be lost because of
neurodegenerative diseases or they may fail to develop because of neurodevelopmental disorders, and they are not imme-
diately present upon birth and develop as a child’s brain matures. Based on these five capabilities, the paper concludes by
discussing how computation may provide a useful way to understand the origins and evolution of design competence.
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1. INTRODUCTION

Birds, gorillas, and chimpanzees build nests; bees and wasps
build hives; beavers build dams; and ants build anthills.

Humans build houses, flats, palaces, houseboats, shacks,
huts, and igloos; elephants break off acacia tree branches and
use them to scratch their backs; and humans break off elephant
tusks (although, thankfully only illegally so nowadays) to make
ivory and mother of pearl encrusted implements to scratch their
backs.

Although there are many ways to characterize these behav-
iors, this paper describes the genuinely unique human version
as design. For the purposes of this paper, I propose a working
definition of design as the capacity to envision a nonexistent
material world to a level of complexity that is not obvious
based on the local material environment and then to reify
that nonexistent world in material or symbolic semiotic
form. In other words, this definition of design requires that
we can do more than rely on the functional affordance of an
object as it exists, say, to strip a branch of its leaves to use
the stick as a skewer. We would design a new function for
an object through a series of transformations that are not
immediately observable nor is the final form necessarily ob-
vious from the initial stages of transformation. We would tie

those leafless branches together to make a thatched, water-
proof cover, which requires an ability to perceive a form
that is not determined a priori by the materials, and an ability
to deal with numerous variables, including the length and
thickness of branches, their flexibility or rigidity, and, if aes-
thetics were a concern, their coloring and the texture of the
bark.

To our knowledge, no other animal seems to possess this
capacity, at least not in the way that we understand design.

However, the biological substrate that shapes a capability we
now name design may have existed in other species. Observa-
tions of animal innovations (e.g., Bernstein, 1962; Tutin et al.,
1995; Reader & Laland, 2003; Rushbrook et al., 2008) point
to the existence of a set of cognitive mechanisms that underlie
animal innovations and the human capability to design. These
observations suggest that an evolution toward cognitive mecha-
nisms for design may have involved intermediary steps. It is for
these reasons that we turn to biological evidence to understand
how the human brain was built to have design as a function.

The human faculty of design as we know it today was not
always present in the evolutionary ancestors of modern hu-
mans, Homo sapiens. Although a predominant theory of hu-
man evolution, the social brain hypothesis (Dunbar, 1998),
suggests that socialization was likely to have been a primary
driver for the evolution of modern human behaviors includ-
ing design, this article takes as its starting point the premise
that the imperative to design the world to suit our survival
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was the principal driver. The pressure to survive and to ensure
the survival of our “selfish” genes provided the context for the
selection of the genes necessary to build a brain with the cog-
nitive mechanisms necessary for what we will call design
competence, and that is the focus of this article. In borrowing
the terminology Chomsky (1987) used to theorize a universal
grammar to explain how it is that children can acquire lan-
guage with such ease and relatively little stimuli, I argue
that design competence is derived from a set of genetically in-
fluenced capacities necessary to build a brain “ready” to de-
sign. Elements of design competence exist in some species,
especially the great apes, but they do not exist in any other spe-
cies as a package and to the same degree of skill as in humans.

Design competence would have been a key driver of differ-
ence between modern humans, H. sapiens, and our ancestors.
The engine for evolution, after all, is difference, because evo-
lution, as Darwin observed, is descent with modification. One
type of difference results from imperfect copies or “errors” in
the intergenerational transmission of genetic code. The other
type of difference stems from an inherited difference in
chances for reproduction, which is known as natural selec-
tion. As species both compete and cooperate to survive,
they aim to capitalize on their inherited differences. Design-
ing the world to suit our survival would have been one way to
maximize difference by actively modifying our environment,
because we can change the environment to suit our survival
rather than merely adapt to the changing environment, and
thereby influence the selection of genetic traits through a hu-
man form of niche construction (Laland et al., 2001).

When humans build houses to protect us from inclement
weather, vehicles to transport us and our goods across great
distances with minimum effort (thereby leaving energy for
recreation), and artisanal functional objects that not only
perform effectively but also bring us great joy in their use
and perception (Norman, 2005), we are performing a human
version of niche construction, the behavior of animals ac-
tively modifying their environment. Through niche construc-
tion, animals influence the selection of genetic traits (Laland
et al., 2000, 2001, 2006). By actively changing their environ-
ment, the offspring of animals are therefore subjected to dif-
ferent selection pressures than they would have been had the
animals not actively changed their environment. Biologists
distinguish between two forms of niche construction behavior
(Laland et al., 2000; Day et al., 2003). The first is the active
relocation of species themselves, such as when birds migrate
during the winter. The second form is of most interest to us. In
perturbation niche construction, animals actively modify
their environment. A canonical example is the beaver dam.
A characteristic of beavers is their ability to build dams (Gur-
nell, 1998). Beavers build dams because they require that
their burrows or shelters have access points that are under wa-
ter. The dams modify the landscape to stabilize water levels
when necessary. It is intriguing that there is neither one type
of dam nor are dams built of a single type of material. Gurnell
(1998) provides an extensive description of the kinds of struc-
tures built by the European beaver Castor fiber and their hy-

dromorphological effect on rivers. Although it is not possible
for us to ascertain whether beavers plan (or design) dams in
their minds before building them, the complexity of the eco-
logical context and the beavers’ ability to adapt the design of
dams to the context would at least suggest a simple form of
situated behavior (Suchman, 1987), although a beaver dam
is probably best described as an extended phenotype (Daw-
kins, 1999).

The evolutionary pressure for humans to have and to pass
on design competence is thus no more unusual than the set of
pressures exerted upon other species. In other words, the idea
of niche construction does not regard behaviors such as nest
building as animals adapting to the environment but rather
adapting the environment to their needs to increase the like-
lihood of the selection of a set of genetically endowed traits.
The capability to design would have expanded the scope of
our niches such that we could survive in almost any ecologi-
cal condition found on earth.

In essence, design is an exemplar of modern behaviors in
humans. Archaeologists characterize the emergence of mod-
ern behaviors in humans by evidence including the diversity
of artifacts, social rituals, and the intensity of the exploitation
of natural resources as to require some sort of technology,
such as fishing or farming. During this transition, humans
were starting to make tools with handles (hafted tools), tools
with new materials, and objects that had ritual or symbolic
importance. Although there is a great amount of debate within
archaeology whether modern behaviors emerged (Mcbrearty
& Brooks, 2000) or whether there was a “human revolution”
(Klein, 2000), these modern behaviors would have required a
“package” of cognitive competencies including abstract con-
ceptualization, planning, an interest in innovation, and a rep-
resentational mind (Mcbrearty & Brooks, 2000).

My aim in this article is to elaborate on this package to specify
a set of proximate cognitive mechanisms for design compe-
tence. We will focus on proximate factors, that is, necessary fac-
tors for design competence, and exclude other factors such as
long-term memory and visual spatial reasoning that are part of
the general texture of human cognition. This set will then serve
as the basis for computational models that could be used to enact
design. The approach we will take is to start from what is cur-
rently known about design cognition and then look for the ar-
chaeological and biological evidence, including genetics, cog-
nitive neuroscience, and ethology (study of animal behavior),
that characterize and describe the origins of the behavior. In
other words, I take a triangulation approach, looking for similar
constructs of cognitive design behavior in the design and bio-
logical literature, with evidence from at least two disciplines
of biology. In doing so, the following three criteria are applied
to the evidence available in the scientific literature:

1. Is the cognitive mechanism found only in humans (H.
sapiens) or only to a unique degree of skill in humans?

2. Is the cognitive mechanism subject to loss due to neu-
rodegenerative disease or subject to a failure to appear
due to a genetic neurodevelopmental disorder?
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3. Is the cognitive mechanism not immediately evident
in children and must develop as the child’s brain devel-
ops?

The first criterion is a phylogenetic one: we need to iden-
tify behaviors that are unique to humans (H. sapiens) in de-
gree of skill or gradual existence. These behaviors should
have emerged as our species branched off from others, and
there should be archaeological evidence to support an argu-
ment for the evolution of the cognitive mechanism. The sec-
ond and third criteria aid in making arguments to the neces-
sity of a cognitive mechanism, such that if it is lost or fails
to develop, and its absence leads to a loss of designlike behav-
ior, then we could conclude that the cognitive mechanism is
necessary for design competence. In addition, we apply the
restriction that the cognitive mechanism would develop in
the child even in the absence of directly benefitting from skills
and knowledge acquired from social groups. Then, we know it
is heritable. Certainly, children do directly benefit from such
knowledge when there is a disorder in cognitive development,
such as autistic children who are taught how to play. However,
if the cognitive mechanism develops as part of the early on-
togeny of cognitive development but can fail to develop, then
we have further evidence of its necessity. If we were not able
to identify any further behaviors that satisfy these three criteria,
then we would make the argument that the set of cognitive
mechanisms, or the package for design competence, is neces-
sary and sufficient.

Based on the evidence that I will present, we can identify
the following five components in this cognitive package for
design competence:

1. the capacity to have mental images unbounded from im-
mediate sensory perception,

2. the capacity to reason symbolically up to the level of
metarepresentation,

3. the capacity to think of others as having similar inten-
tions and beliefs (i.e., theory of mind),

4. the capacity for an innate interest in novelty and utility,
and

5. the capacity to formulate future actions based on past
experience and to act upon them in a group context.

The goal of this article is to sketch out some of the evidence
for these capacities. More than 40 years of cognitive design
research has pointed to descriptions of cognitive processes
characterizing design performance (fluency in design prac-
tice) that we distinguish from design competence, just as
Chomsky distinguished between linguistic competence and
linguistic performance. Yet, the field has yet to form a theory
of what cognitive mechanisms should matter or underlie our
ability to have design competence. “Biologically inspired de-
sign” is proposed as a way to see cognitive mechanisms in de-
sign by showing how different approaches from disciplines in
biology may point to a unitary description of design compe-
tence. A framework theory may prompt novel questions, new

computational formalisms, and motivate design researchers
to integrate their findings with those of neuroscientists, ethol-
ogists, and others, and vice versa. I hope that the emerging
convergent results form a deeper understanding of design
and of how design competence might have behavioral contri-
butions to other complex behaviors in humans in general.

2. THE COGNITIVE PACKAGE FOR DESIGN
COMPETENCE

2.1. Capacity for mental images unbounded
from sensation

The capacity to envision a world unconnected to ambient re-
ality and to represent and to reify our imagination, that is, to
make what is mental real, would have been a significant pre-
cursor to activities that we now call design. Psychologists use
the term “mental imagery” to refer to a state of consciousness
in which the mind can reassemble sensory perceptions to
form a “memory” of a perceptual experience. Although men-
tal imagery is strongly associated with designing (Purcell &
Gero, 1998), cognitive design research has shown that it is
possible for skilled practitioners to design solely using mental
imagery alone without the assistance of external representa-
tions. Bilda and Gero (2007) studied six expert architects
when they design in blindfolded (BF) and sketching (SK)
conditions. Under the BF condition, the rate of cognitive ac-
tivity dropped relative to the SK condition because of higher
demands of cognitive processing under the condition of use
of imagery alone. Nonetheless, all of the architects in the
BF condition were able to able to complete the conceptual de-
sign in their minds without a need to off-load their working
memory in sketches, and the quality of the designs between
the BF and SK conditions were equivalent. In summary, we
can form mental images of external objects that are not pre-
sent and thereby create new objects.

All humans in all societies experience mental imagery that
are unbounded from immediate sensory perception (Bour-
guignon, 1979). Prolonged sensory deprivation is known to
cause our brain to conjure mental visions. Whether we call
these dreams or hallucinations, these mental visions seem
“real” to us, which may have important evolutionary conse-
quences. To characterize the origins of mental imagery, we
will look to three pieces of evidence: anthropological, archae-
ological, and neurological. The anthropological and archaeo-
logical evidence on abstract mental conception unrelated to
ambient reality point to the emergence of this cognitive abil-
ity during human evolution.

Experiencing altered states of consciousness is a psycho-
biological capacity that all humans share. Its existence is an
example of a psychological universal. Erika Bourguignon
(1979) studies altered states of consciousness and its relation
to the social functioning of human societies. The most famil-
iar of these altered states of consciousness are possessions
and trances, the latter generally associated with shaman
who travel to a spirit world and then return and remember
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their contact with the spirits. In a review of 437 ethnographic
studies, she found that 90% report on one or more institution-
alized, culturally patterned forms of altered states of con-
sciousness. Whether these altered states are remembered or
forgotten, as in the case of dreams, it is clear that these visions
and reality-directed behavior interact in a variety of different
ways. The origin of the cognitive ability for having mental
visions is the subject for the archaeological evidence.

Christopher Henshilwood, a Professor at the Centre for
Development Studies at the University of Bergen in Norway,
heads the African Heritage Research Institute in Cape Town.
Along with the Iziko South African Museum in Cape Town
and his research team, Henshilwood found abstract repre-
sentations in two pieces of ochre, which were 2–3 in. long
(Henshilwood et al., 2002). The objects date to at least
70,000 (+5,000) years ago and were recovered from the Mid-
dle Stone Age layers at Blombos Cave, a site on the southern
Cape shore of the Indian Ocean 180 miles east of Cape Town,
South Africa. In the figure, there were no iconic depictions of
flora and fauna typically found in rock engravings and of the
variety of cave drawings that normally come to mind when we
think of cave art. Instead, the designs on the two pieces of
ochre show a consistent crosshatched pattern consisting of
two sets of six and eight lines partly intercepted by a longer
line or another similar pattern divided through the middle
by a third parallel line. Henshilwood et al. (2002) conjectured
that “they may have been constructed with symbolic intent,
the meaning of which is now unknown.” To archaeologists,
the finding of this symbolic expression is an unambiguous
marker of symbolically mediated behavior. To architects,
the patterns may look like a plan for a fence. To textile design-
ers, the pattern may be for fabric. Whatever interpretation is
assigned to this cave art, that the pattern has not been shown
to resemble any other archaeological artifact found suggests
that it was purely abstract and was likely the result of humans’
emerging ability to have visions unbounded from perceptual
reality. The previous earliest finding of symbolic art was
the art of the Chauvet-Pont-d’Arc cave in France. That art,
dating to about 32,000 years ago, included both abstract art,
which has shown to be constructed from finger and palm
prints, and representational art of animals found in the local
area.

Although Henshilwood further suggests that the symbolic
expression is tantamount to evidence on the emergence of
syntactical language, there is no reason to believe yet that
symbolic reasoning on the order required for language neces-
sarily appeared at this time. Without the existence of durable
records of language, it is quite difficult to pinpoint when hu-
mans developed a capacity for symbolic reasoning.

However, it is plausible to argue that the expression of the
abstract conceptualization is evidence of an important precur-
sor: the capacity to envision a world unbounded by ambient
reality. Although there is sufficient evidence that all modern
humans experience altered states of consciousness, it is not al-
together clear whether modern humans’ ancestors always had
this capacity or whether this capacity gradually evolved.

There is at least one theory that attempts to explain what fac-
tors would have led humans to produce the Blombos Cave art.

The theory comes from the work of David Lewis-Williams
(2002). Lewis-Williams also cited this example of the world’s
oldest “art” and the intriguing characteristic about the art
being purely abstract. We previously discussed that archaeol-
ogists debate whether this important find suggests fully mod-
ern minds, language, and symbolism at an unexpectedly early
date. Lewis-Williams offered an alternative explanation. He
argued that sensory deprivation in the caves, and possibly
other factors, altered the states of consciousness of Upper
Paleolithic H. sapiens. Given the sensory deprivation in
the cave and the potential for entry into a hallucinatory realm
as a consequence of the deprivation, perhaps the abstract cave
art is actually a projection of mental imagery onto the surface
of the cave. Lewis-Williams believes that what Upper Paleo-
lithic H. sapiens hallucinated was to them reality; this capacity
to envision, and then to reify symbolically, would have been
advantageous to Upper Paleolithic H. sapiens over Neander-
thals. He contends that representational art of the variety
found in the Blombos Cave, along with other evidence of
elaborate burial rituals, the use of red ochre over 285,000
years ago (Mcbrearty & Brooks, 2000), and the use of marine
pigment in symbolic behavior about 164,000 (+12,000)
years ago (Marean et al., 2007), was used to mark off social
groups. These social groups competed for resources for
survival. Those who had the ability to form and keep social
groups succeeded.

Perception that is not tied to sensation is enabled by the net-
work architecture of the brain. According to Mesulam (1998),
the network architecture of the human brain is such that the
conception of reality is neither concretely nor directly linked
to its sensation as it is with other species. The brain’s neural ar-
chitecture allows the activation of representations that are not
part of ambient reality because sensory information undergoes
extensive associative transformations with similar sets of sen-
sory inputs and with our memory. As a consequence, a single
experience of sensations can produce multiple conceptions. If
we allow a simple definition of creative imagination (mental
imagery) as forming multiple conceptions from a single set
of perceptions, then we must conclude that the brain’s architec-
ture is already “plumbed” for creativity.

When humans “decided” to represent what we “saw” in the
cave as art, that in and of itself is a remarkable event given that
many other animals appear to “dream” but no animal has yet
spontaneously “decided” to represent a dream symbolically.
This brings us to the next capacity.

2.2. Capacity to reason symbolically up to a level
of metarepresentation

The recorded evidence of the abstract conceptualization in the
earliest cave art also points to the next cognitive mechanism:
symbolic reasoning. According to Peirce’s sign theory, an
icon is a reference to ambient reality encoded as similarity
between the icon and the object it references. An index is
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an indication toward ambient reality. A symbol is an agreed
upon conventional relationship between two “things.” That
is, a symbolic association is one that exists between two sym-
bols. To be capable of indexical reference is to be already ca-
pable of iconic reference, and to be capable of symbolic ref-
erence is to be already capable of indexical reference.
Reasoning at the symbolic level of symbols rather than their
iconic or indexical level is the result of the highest level of ab-
straction produced by any species (Deacon, 1997). When a
person can symbolically represent that one thing stands for
another, the person employs so-called secondary representa-
tions, because in addition to the (primary) representation of
what the object truly is, the person represents the object as
something else (Perner, 1991). As Perner (1991, p. 7) explains,
“secondary representations are purposely detached or ‘decou-
pled’ from reality and are at the root of our ability to think of the
past, the possible future, and even the nonexisting and to rea-
son hypothetically.” That is, in secondary representation, a
person represents the world independent of perception. The
disconnection between symbols and their iconic link to ambi-
ent reality or indexical reference to ambient reality means that
the brain is no longer limited to reasoning at a level of primary
representation of objects. We are reasoning at a level of sec-
ondary representation (Leslie, 1987). The consequence of this
reasoning with secondary representations means that we can
assign an arbitrary meaning to any symbol.

However, even this is insufficient for designing. Secondary
representation is insufficient for the purposes of designing,
because we could, for example, only see a rock as something
to pound nuts with, or with some imagination, as a charm.
When we design, we conceive of alternative representations
and find new ways to improve representations of what we
“hold” in our mind (Perner, 1991). Further, rather than having
relatively fixed and predetermined mental imagery of an ob-
ject, we recognize that our representations (designed artifacts)
are models of concepts, and that the designed artifact is a pro-
jection of concepts held in the mind (Gowlett, 2009). This
crucial part of human reasoning is made possible by metare-
presentation (Perner, 1991; Suddendorf, 1999). Because the
representation can be purely internal, we can manipulate the
internal representation based on new information and we
can manipulate the external representations by changing its
behavior to suit the internal representation (Perner & Doherty,
2005). In design, Schön (1983, p. 78) describes this type of
manipulation as having a “conversation with the materials of
the situation” to frame and reframe the design problem to be
solved.

Children do not immediately recognize that the same rep-
resentation can have multiple interpretations; the ability for
metarepresentation develops in children after about 4 years
of age, at which time they start to understand the representa-
tional mind and to realize that representation is a mental activ-
ity (Lillard, 1993). They begin to conceive of alternate inter-
pretations and engage in complex pretend play. All of this is
practice for a brain that will be ready to design. There is some
evidence of secondary representational skills in the great

apes, which partially accounts for their ability to make and
use tools, but this skill is generally lacking in other species
(Suddendorf & Whiten, 2001), and no species has yet been
found to have metarepresentation skills.

It has been recently discovered that symbolic reasoning is a
cognitive mechanism that may have specific genetic origins.
The loss of symbolic reasoning capability shows up in lan-
guage disorders and some forms of autism spectrum disor-
ders (ASDs) that are tied to mutations in specific genes. Per-
haps the most significant finding linking genes to the human
faculty of language is the discovery of the FOXP2 gene. This
gene encodes an evolutionarily conserved transcription factor
expressed in fetal and adult brain. This transcription factor is a
member of the forkhead/winged-helix (FOX) family of tran-
scription factors. Transcription factors are regulatory proteins
that control the copying of genes (Latchman, 1997). Mem-
bers of the FOX family of transcription factors are regulators
of embryogenesis. The product of this gene is thought to be
required for proper development of speech and language re-
gions of the brain during embryogenesis. Although a point
mutation in this gene has been associated with developmental
verbal dyspraxia, no association between mutations in this
gene and speech disorders associated with autism has been
found.

Mutations in the FOXP2 gene were first identified in the
KE family, the designation given to this family to protect their
privacy. The KE family first came to the attention of the sci-
entific community in 1990 with the publication of a report
that characterized the affected members’ speech and language
disorder as a developmental verbal dyspraxia (Vargha-Khadem
et al., 2005). The disorder was described as one that affected
the expression and articulation of language more than its
comprehension, and problems were noted with organizing
and coordinating the high-speed movements that are neces-
sary for the production of intelligible speech. Members of the
KE family had no hearing problems or neurological deficits
that affected limb movements, and there was no evidence of
difficulty with feeding or swallowing during infancy.

Functional neuroimaging studies have been carried out on
members of the KE family using two functional magnetic re-
sonance imaging language protocols (Liégeois et al., 2003).
The first protocol involved covert verb generation, thinking
of a verb but not saying it. The other protocol involved overt
verb generation and repetition, that is, thinking and saying the
verb. The findings for both the covert and overt protocols
showed that the affected KE family members had signifi-
cantly less activation in the language area of the brain, Bro-
ca’s region, as well as abnormally low activation in other
speech-related regions of the brain. Although it is premature
to state that the FOXP2 gene is the only gene associated with
language, its isolation suggests that symbolic behavior such
as language, although perhaps not language exclusively,
may have strong genetic determinism.

In addition, symbolic behavior can be lost because of other
genetic neurodevelopmental disorders. An important conse-
quence of symbolic behavior at a secondary level is to be
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able to “play” with symbols in an arbitrary manner, and this
is a clear advantage in terms of design. However, individu-
als with some forms of autism have inhibited ability to use
secondary representations in symbolic play (Baron-Cohen,
1987; Jarrold et al., 1993) and must be taught how to engage
in symbolic play (Stahmer, 1995). Symbolic play occurs
when individuals use objects (as symbols) as if the object
were another object (e.g., a box as a castle), as if the object
has attributes, that are normally associated with another ob-
ject, that it does not have (e.g., a plastic ice cream cone “tastes
delicious”), or refers to an object that is not present (e.g., act-
ing out an airplane flying). Children with some forms of ASD
exhibit an absence of spontaneous symbolic play regardless
of their mental age that cannot be explained as mental retar-
dation in general (Baron-Cohen, 1987). At least one gene,
SHANK3, has been associated with ASD (Moessner et al.,
2007). A further intriguing loss of symbolic behavior is pre-
sented in a disorder known as William’s syndrome. Those
with William’s syndrome exhibit the loss of an ability to ex-
ternally represent what they hold in their mind, or symbolic
reification (Adolphs, 2003; Meyer-Lindenberg et al., 2006)
despite often presenting an overxuberant linguistic ability.
Although we do not yet know which genes are associated
with the kinds of symbolic behaviors that humans enjoy,
the evidence from genetic neurodevelopmental disorders
of the brain clearly point to strong genetic factors in building
a brain with the capacity for symbolic representation and
reasoning.

However, as designers, we need for the meaning that we as-
sign to a symbol, in the form of a material artifact, to be recog-
nizable and understandable by the people who will use it. For
this, we rely on our ability to have a model of the mind, that is,
to reason about the actions of others as agents with objectives
similar to our own.

2.3. Capacity for theory of the mind

We design not generally for ourselves, but for others. We
guess, or hope, that the people who will use our designed ar-
tifacts have the same sensibilities as we do, especially that
people will apply background knowledge to understand a de-
sign concept in the same way as we would (Bloom, 1996). At
the least, they will likely have similar motor–cognitive abil-
ities or we will know what deficits they may have so that
we can design the artifact to accommodate. We embed our in-
tentions how an object is to be interpreted (Houkes et al.,
2002; Crilly et al., 2009). We try to use methods such as par-
ticipatory design or user-centered design to maintain a focus
on the user throughout the conception of the design artifact.
There are many intentions that guide the design of the artifact.
These intentions include the personal commitment and au-
tonomy of the designer, societal interests, client demands,
peer critique and acceptance, and schools of design, all of
which guide the “hand” of the designers. In industry, these in-
tentions are typically economically rationalized as “stake-
holder views” and “market needs.”

None of this would be possible if we could not embed our
intentionality into a material object, the design work itself,
and expect that the user could recognize those intentions.
That is, we assume that the user of the designed artifact can
know what our intention was for the object and that we
know the intentions of the users.

As much today as it has ever been, we are concerned with
what our objects say about us and what people “read” from
these objects. In evolution, this matter has been discussed
in relation to explaining the prolific number of hand axes
found in the archaeological record and their increasing de-
grees of symmetry. The arguments that have been forwarded
to explain the variety of hand axe design vary from the devel-
opment (evolutionary) of cognitive ability and motor control
to culture. Kohn and Mithen (1999) propose their own “sexy”
hand axe theory as an explanation. When it comes to the bi-
ological act of reproduction, females, unfortunately, have
been given the burden of work. Females expend much
more energy and require a much higher calorie intake for re-
production than males. Female mammals have a limited sup-
ply of eggs that is determined at the time of birth. Male mam-
mals have nearly unlimited supply of sperm that is limited
only by how much food they are able to consume. For this
reason, in terms of biology, females must be more prudent
in their selection of which males to copulate with if their
aim is to increase the likelihood of their offspring surviving
to pass on the female’s genetic material. Given this context,
Kohn and Mithen (1999, p. 519) claim that “hand axes were
products of sexual selection and as such were integral to the
processes of mate choice within socially complex and com-
petitive groups.”

Kohn and Mithen (1999) claimed that highly symmetrical
hand axes would be reliable indicators (for females) of the
male’s fitness along the dimensions of knowing where to
find good-quality raw resources, deep planning ability (which
we will cover in the next section), good health, and the ability
to monitor and maintain good social relations while the male
was engrossed in making a hand axe and thus unable to en-
gage in other activities crucial for survival. The ability to
make a finely symmetrical hand axe would have been a reli-
able indicator of cognitive, behavioral, and physiological
traits providing the potential for high reproductive success.
Hence, females would preferentially mate with those who
could make such tools. Although male–male competition
for females could exist in the absence of a theory of mind
to understand the intentions of other males, for example,
bower birds compete to construct nests to attract mating part-
ners but they certainly do not have a theory of mind (Wojcies-
zek et al., 2007), it is more likely that males would know this
if they had a theory of the mind. Therefore, they would have
made objects to catch the attention of potential mating part-
ners and impress them with the knowledge, skill, physical
strength, and mental characteristics required for the design
and manufacture of hand axes. Conversely, females would
have “read” through that object that only a clever male could
have envisioned and produced such an axe. All this commu-
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nication would have taken place through the object. Although
there is debate as to whether Kohn’s theory of sexual selection
for hand axes is true (Hodgson, 2009), a further complication
to Kohn’s theory is that an understanding of intentions would
have led to cultural ratcheting (Tomasello, 1999) and a much
faster rate of artifact progress than what is supported by the
archaeological evidence.

Nonetheless, theory of mind is deployed so extensively in
design that it is entwined in descriptions of designing. De-
signed objects are manifestations of knowledge (Gero, 1990)
and ideas (Youn-Kyung et al., 2008) that the designer tries
to communicate to the user (Buchanan, 1989). Architecture
has a semiotic structure (O’Toole, 1994) through which archi-
tects communicate how they want us to relate to the archi-
tecture. We try to read not only the function of the object
and how it achieves the function (Norman, 1998), which
we might be able to surmise through its affordance (Gibson,
1979), but also the thought that the designer is “persuasively
presenting and declaring” (Buchanan, 1989, p. 109). This
makes it possible for us to transmit culture through objects,
which some biologists call cultural niche construction (La-
land et al., 2001) and others called “ratcheting” (Tomasello,
1999). All of these behaviors are related to the theory of
mind, the ability to think of other beings as having similar be-
liefs and intentions to ours, but also including understanding
that others may have false beliefs.

Cognitive science aside, design is about making objects
that are self-explanatory. The user should be able to under-
stand the artifact’s use or the designer’s intention regarding
its use with the minimum amount of instruction. In short,
the designer relies on our capacity to “read” the designers’ in-
tention through the object; that is, we can construct a model of
the mind of the designer vis-à-vis the object. Conversely, the
designer is able to design for others because the designer can
know what others know and embed the intentions of the de-
signer and the user into the artifact (Crilly et al., 2009). At the
moment, only humans are known to have theory of mind.
Chimpanzees have a limited form of a model of the mind,
but not the form of “human-like belief–desire psychology”
(Call & Tomasello, 2008).

2.4. Capacity for curiosity-driven motivated behavior

It is unequivocal that humans have a biologically exceptional,
even excessive, capacity for creative outputs. The sheer vol-
ume and variety of designed artifacts produced would all
but rule out the possibility that any designed artifact is bio-
logically programmed into our brain. We make houses in
all sizes and shapes that far exceed the number that would
be expected for the house design (structure) to be suited for
certain environmental conditions.

One possible reason for this may be that the brain is predis-
posed “to seek and create novelty and change” (Mesulam,
1998, p. 1044), that is, creativity. Even if we could explain
brain processes associated with creativity as the integration
of stimuli into multiple abstract, conceptual representations

(Mesulam, 1998), this explanation does not account for
why we would want to have multiple representations. There
must be some additional mechanism at work. The evidence
in neuroscience is that the modulation of sensory input, as
it is converted into abstract, conceptual representations, is
driven in part by emotion (Mesulam, 1998; Burgdorf & Pank-
sepp, 2006). I propose that curiosity, an innate interest in that
which is novel and useful, must be a primary resource in this
emotional modulation. Neural programming for curiosity
underlies motivated behavior toward numerous alternative
representations from sensation.

Yet, the most “curious” part of curiosity is that we are cur-
ious at all and that our curiosity galvanizes “inventive” behav-
iors to make use of novel objects and situations to invent new
objects and situations. This behavior has not (yet) been re-
corded in other species. Primate research shows that monkeys
do exhibit curious behaviors, such as investigating novel ob-
jects (Mayeaux & Mason, 1998) and are more curious about
animate objects than inanimate objects (Jaenicke & Ehrlich,
1982). Innovation in animals is understood in a slightly dif-
ferent way than commonly understood in design research. In-
novation in animals is observed when they respond to envi-
ronmental stressors or ecological challenges by inventing a
new behavior or using existing behaviors in a novel context.
This is known as behavioral flexibility (Reader & Laland,
2003). However, there is no evidence to suggest that curiosity
toward an object motivates the invention of new behaviors as-
sociated with that object and directed toward an innovative
activity, not to mention using the novel object to make an-
other new object or objects.

In what is perhaps the most comprehensive study of curios-
ity in animals (Glickman & Sroges, 1966), zoo animals were
given novel objects in their cages. The animals included 207
from the Lincoln Park Zoo in Chicago and 35 primates from
the Bronx Zoo in New York. The novel objects were two
blocks of wood, two steel chains, two wooden dowels, two
pieces of rubber tubing, and a piece of crumpled paper. The
primates were the most “curious” in terms of the number of
responses to the novel objects, orienting themselves or con-
tacting the objects more often and for a longer duration of
time than the other animals. Yet, none of their interactions
with the objects could be considered “inventive.” Most cur-
ious interactions were rather similar to the sort of behaviors
associated with the consumption and manipulation of food.
The most “interactive” responses were by the baboons and
the macaque monkeys who physically manipulated the object
by rubbing or stretching it, possibly to investigate the material
potentials of the objects. Presumably, these materials were
not useful enough because none of the primates sponta-
neously used the materials to construct a nest. The study au-
thors conclude that both habitat and brain development are
predictors of curious behavior, suggesting that the type of
stimulation available to an animal and the available brain pro-
cesses are integral to curiosity driven behavior. In summary,
in addition to habitat, “the main contributions of a complex
brain will be to increase the variety of things that an animal
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does with an object, or to extract novelty from situations that
would not be apparent to a less complicated organism” (Glick-
man & Sroges, 1966, p. 182).

This is a finding that is entirely consistent with the research
on the sources of creativity in humans. For animals, it is their
habitat; for humans, it is the cultural vitality of their commu-
nity (Florida, 2002; Jackson et al., 2006). The incontroverti-
ble evidence is that humans tend to be more creative in soci-
eties that have a preference for novelty, or what Richard
Florida (2002) characterizes as tolerance, and where the cul-
tural stimulation is high.

If we abstract away the basic “needs” for survival and eco-
nomics as drivers for the proliferation of designed artifacts,
curiosity remains the key resource sine qua non for innovative
behaviors. The desire to invent something, perhaps some-
thing that the world has not witnessed before, an invention
that is likely to be judged by society as “novel to the whole
of human history” or what Margaret Boden (2004) termed
H-creativity, encapsulates a motivation to invent. In The
Clockwork Muse, Martindale (1990) presented an extensive
investigation into the role that individual novelty-seeking be-
havior played in literature, music, visual arts, and architecture.
He concluded that the search for novelty exerts a significant
force on the development of styles. Martindale illustrated
the influence of the search for novelty by individuals in a
thought experiment where he introduced “the law of novelty.”
The law of novelty forbids the repetition of word or deed and
punishes offenders by ostracizing them. Martindale argued
that the law of novelty was merely a magnification of the re-
ality in creative fields. Some of the consequences of the search
for novelty are that individuals who do not innovate appropri-
ately will be ignored in the long run and that the complexity of
any one style will increase over time to support the increasing
need for novelty, hence, “sexier” hand axes.

We need to think of curiosity in two ways: first, as the in-
stigator of action, and second, as a computational mechanism.
As a motivator, curiosity can activate actions in the brain to
form associative transformations of sensory input and prior
conceptual representations as new conceptions. As a compu-
tational mechanism, curiosity is a way for the brain to evalu-
ate perceptions, for instance of its own actions or of the
ambient reality encountered, to achieve particular goals. We
will take each of these functions in turn.

The drive toward voluntary action is essential to behavior.
The will to act, or volition, consists of a series of decisions re-
garding whether one should act, what action to perform, and
when to perform the action. Curiosity, an innate interest in
novelty, provides us with a reason or value to choose one ac-
tion over another, that is, to generate the internal signals to
perform the action.

The neurological evidence for brain signals associated with
a drive for novel behavior has been found in rats (Lee et al.,
1998). In one experiment, rats were placed in an opaque Plex-
iglas box and allowed to explore the box for a period of time
undisturbed, presumably to allow them to learn their sur-

roundings. The box was fitted with nosepoke holes so that
the rat could smell the fresh popcorn (food) that would be in-
troduced into the box. At the same time, nonfood items were
also placed into the box. The scientists found that the specific
firing behavior of certain neurons associated with novelty-
related stimuli could not be reduced to the motor activity of
nosepoking alone, and had to be attributed to the exploration
of novelty-related stimuli, in this case, the consumption of
novel food.

The second issue has to do with curiosity as a computa-
tional mechanism, a way for the brain to evaluate perceptions.
What would have been the evolutionary value of curiosity?
Curiosity may actually waste mental processing time. Once
I have figured out how to make the “optimal” house that suits
the local environment, why should I expend further mental
energy to design another type of domicile? We return to the
sexy hand axe theory to illustrate why curiosity is valuable
in such a context. The hand axe, as we discussed in the theory
of the mind section, is a particularly apt designed artifact to
discuss curiosity as a computational mechanism because
one could also make the similar case that once I have de-
signed the perfect hand axe for specific needs, what possible
motivation could there be to make other types of hand axes?
This is exactly what Kohn and Mithen (1999, p. 524) com-
mented. “Greater time and effort were invested in hand axe
manufacture than appears necessary for the adequate accom-
plishment of utilitarian tasks such as animal butchery, be-
cause hand axes also functioned in the social domain as indi-
cators of health and intelligence and as aesthetic displays.”
The design and manufacture of hand axes is not a trivial
task. One could have imagined as well that many unusable
and ultimately discarded prototypes would have also devel-
oped along the way to the ones that have been found in the
archaeological evidence.

Even if their sexual selection theory of the sexy hand axe
were wrong, for the male, having a heightened sense of curi-
osity on the potential design space of hand axes would none-
theless have been a valuable trait. The more curious the male
was, the more the society the male lived in was driven by
Martindale’s law of novelty, the more the male would have
been attuned to novelty. A curiosity driven motivation for a di-
versity of hand axes would have been an advantage to design
and produce even more novel and useful hand axes. Further, if
males had theory of mind to know that the other males were
producing novel and useful hand axes as a way to woo females
and not just as a “hobby,” then would have additional selective
advantage. Thus, sexual selection aside, curiosity and theory
of mind could account for the capacities and the drivers to de-
sign and produce the diversity of high quality hand axes.

If design were merely recombining sensory inputs into
multiple, abstract conceptual representations, this certainly
could not account for the design of very complex artifacts
that are not obvious given the material reality. Designing re-
quires a much more sophisticated level of recombination of
sensor inputs; it requires coordinated planning.
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2.5. Capacity for deep planning through mental time
travel (MTT)

Although the appearance of simplicity is an oft-lauded charac-
teristic of designed artifacts, the reality is that the simplest of
objects may have undergone the most complex set of manufac-
turing operations to obtain a particular curvature or material
finish. It is this capacity for depth of planning that is unique
to the type of inventiveness that is associated with design.

One of the most compelling theories why humans devel-
oped this degree of complex and deep planning is our progres-
sion toward bipedalism and upright walking. Walking upright
on two legs requires more mental complexity in coordinating
the multitude of muscles yet yielded benefits in terms of loco-
motor economy (Pontzer et al., 2009). The additional com-
plexity associated with bipedalism may have required a larger
brain size and a more “connected” brain; the emergence of bi-
pedalism, Aiello (1996) argued, provided an evolutionary en-
gine for the formation of language.

Although it might be a stretch that bipedalism alone was a
galvanizer for language, the growth of complexity in the brain
may have had a more important consequence, the emergence
of what cognitive scientists describe as MTT. Based on the
work by Tulving (1993) on episodic memory, Suddendorf
and Corballis (1997) define MTT as a general faculty that en-
ables humans to go back in time and to foresee, plan, and
shape events that happen at a specific future time. Suddendorf
and Corballis have further argued that behaviors providing
the ability to plan for the future based on past experience
would have a selective advantage. By being able to MTT to
the end state of a set of operations, each with a known out-
come, acting upon an object, we could imagine a desired
transformation. We could plan and rehearse the sequence of
operations to achieve the desired shape of a hand axe, for ex-
ample. We could imagine different sequences of operations to
imagine different outcomes, and then select from the most op-
timal transformations so that we could reduce the manual la-
bor involved making multiple hand axes. Thus, this ability
would have been a driver for the evolution of brain structures
responsible for human MTT and would have provided a
strong adaptive advantage over other species (Suddendorf
& Corballis, 2007).

Whether animals can plan for a specific event in the future
is still contested. Yet, there is at least one important recently
reported instance of planning by a chimpanzee in a zoo in
Sweden (Osvath, 2009). Santino, a 31-year-old male chim-
panzee at Furuvik Zoo in Sweden, may be the first animal
to exhibit an ability to plan for the future. He did not like large
crowds and would throw rocks at them. Santino did not
merely collect rocks at the time that he was throwing them.
At night, when the zoo was closed, he would collect rocks
as a supply. He would then use his stash of rocks during
the day. He would not use the rocks for any other purpose
than for throwing them at people, and he always located the
stones near the shoreline facing the visitors. Although this
was not a scientifically controlled study, but is instead a

very long-term observation over a decade, the zookeepers ar-
gue that the evidence could not be dismissed as merely coin-
cidental. In order for Santino to have forward planning, he
would have had to envisage future events and plan a way to
deal with them. In this case, his plan was to make a cache
of rocks specifically to throw at visitors during zoo visiting
hours. For instance, he would not collect rocks during winter
when the zoo was closed. Roberts and Feeney (2009) argued
that Santino may have only relied on semantic knowledge,
that is, knowing that humans appear at the zoo, rather than ep-
isodic knowledge that humans appear at the zoo at a specific
time. Thus, it is inconclusive whether Santino satisfies the se-
mantic and episodic knowledge requirement for MTT (Sud-
dendorf & Busby, 2003). At the moment, the consensus is
that only humans possess the capacity for MTT, given the
lack of evidence to the contrary. Tomasello and Call (1997)
made such a statement about theory of mind, but evidence
was eventually produced and they partially retracted the claim
(Call & Tomasello, 2008).

3. COMPUTATIONAL MODELS OF DESIGN
COMPETENCE

In the present context, the important consideration for compu-
tational design is to offer an explanatory theory of design
competence. To do so, computational design systems should
model or mimic these capabilities, apply these biological first
principles to study the evolution of works of design, and to
test the relative influence of biology (natural and sexual selec-
tion) and culture on the evolution of competency in design-
ing. In the following section, I propose computational models
of design competence and experiments that could shed light
on each of these aspects.

Starting with the first consideration, let us take the capabil-
ity to envision. What we would need is a computational
model of conception from sensation such that the system
can create alternative concepts of the sensory input in a non-
random manner. This is a problem that has been addressed in
various areas including the autonomous formation of shared
grounded communication systems (Steels & Kaplan, 2002;
Steels, 2003), linguistic structure (Kirby, 2001), and object
recognition (Hinton, 2010). Such a question was posed in
the context of design problem optimization. In the work by
Sarkar et al. (2009, 2010) the authors theorized that the co-oc-
currences of symbols across different design experiences em-
bed an implicit “meaning” about the design artifact that is not
explicitly evident from the formal mathematical problem
statements themselves. Using singular value decomposition,
the authors showed that a scaling of the variables, parameters,
and constraints as design concepts occurring in “context” of
each other could be used to construct new abstract variables
that were useful in identifying alternative constructions of
optimization problems that were solvable. This type of con-
sideration would allow us to answer questions such as the
“cold start” for design. In other words, starting from the
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“first” designed object, how could we computationally ex-
plain the “emergence” of subsequent objects? How were alter-
native concepts “seen” in the “first” works of design or in the
local materials available to early hominins? Were the instruc-
tions required to produce certain types of objects biologically
hardwired into our ancestors’ brains? Alternatively, did they
copy (mimic) other species and conspecifics as their brain de-
veloped the ability to understand the intentions of others (the-
ory of mind) and thereby understand what the objects they
observed were used for?

The second issue is to apply these cognitive mechanisms as a
“package” to study how they would have been useful in an evo-
lutionary sense (Dunbar & Barrett, 2007), that is, how they
provided a selective advantage. Let us take the notion of style
(Jupp & Gero, 2006). The emergence of design styles would
have been as useful as the emergence of different “languages”
as a way to unify and demarcate social groups. Similar work on
innate learning biases with cultural transmission has been used
to explain the emergence of variation of language in popula-
tions (Nettle, 1999; Kirby et al., 2007). We could computation-
ally simulate the emergence of design styles in artificial agents
that possess different capabilities and to increasing degrees.
Using these agents, we would need to identify which of the cog-
nitive mechanisms would be necessaryand sufficient to explain
how humans could have generated different styles of works of
design and how variations in the degree of ability in one of
those areas would have had the most significant influence on
the rate of production of novel styles.

The final consideration is to test assertions of stronger bio-
logical or cultural determinism in the development of design
performance, that is, ever increasing levels of sophisticated
“designerly” behaviors. For example, to what extent might
population density have been a factor in the emergence of
the cognitive package for design competence (Powell et al.,
2009) rather than evolution alone? Questions such as this one
could be tested computationally in an artificial setting. Sup-
pose we have an artificial creative society comprising artificial
agents that design new letter faces (i.e., fonts). Individual agents
can construct geometric forms by combining simple shape
elements such as lines and points (Hu & Hersch, 2001).
It may be possible to model this process through the use of
Bayesian model of cognition and computational curiosity.
Let us propose the following model of artificial agents that
generate and identify new letter faces. These agents would
autonomously generate many letter face prototypes, but should
only select novel prototypes from those generated so that new
styles could “emerge.” Let r denote the set of experiences of
styles; P(r) the distribution on the variation of experiences,
where a narrow distribution implies a strong prior bias and
vice versa; and a denotes the new, generated prototype. The
variation in experience after seeing the prototype P(rja) and
the belief that the prototype is consistent with the experience
P(rja) can be calculated using Bayes’ rule. Given the probabil-
ity calculations, the agents can, for example, identify a par-
ticular prototype as novel based on these degrees of belief.
The degree of belief can be modulated in turn by an agent’s

novelty-seeking behavior given its hedonistic preference and
the society’s average curiosity (Saunders, 2007). How does
the preferred novelty of the agent society influence individual
generation of new styles? Does inventiveness correlate with a
society’s average curiosity or is it more strongly dependent
on the agent’s hedonistic preference? Answering these types
of questions can help to understand the coupling between
innate cognitive mechanisms and cultural influences.

4. A COGNITIVE “PACKAGE” FOR DESIGN
COMPETENCE

The struggle to survive and pass on genetic code to the next
generation has been exerting pressure on animals to perform
behaviors that, at face value, look alarmingly similar to de-
sign, except that we have had a tendency to describe these be-
haviors as instinctive. When we see a beaver build a dam, we
describe the animal behavior as instinct. When we discovered
that humans started to make tools during the Middle Stone
Age, we did not describe this as instinct, but as the evolution
of modern behaviors. McBrearty and Brooks (2000, p. 495)
described blade production in the following way:

Blade production, whether by direct or indirect percussion,
requires the cognitive skills to perceive artifact forms not
preordained by the raw material and to visualize the man-
ufacturing process in three dimensions, in addition to the
dexterity to carry out a complex series of operations and
corrections as the process advances.

From this definition, it would appear that human design
competence appeared at least during the Middle Stone
Ages. By that time, humans had a capacity to imagine an ob-
ject with a specific purpose in mind; that is, they were design-
ing. We were shaping our environment in a deliberate way.

The aim of this article was to examine the biological evi-
dence for the cognitive package for design competence.
The resultant texture of understanding design has been to
show that triangulation of evidence from multiple fields could
become a template for the identification of biological first
principles for cognitive mechanisms underlying design com-
petence and the exploration of computational models of de-
sign based on these first principles.

Because computational models of design take as their start
some definition of design, these models of design are only as
satisfactory as those definitions. The hypothetical package
outlined in this paper is based on biological evidence. It
was based on the premise that humans evolved the biological
cognitive hardware for a sufficiently large and complex brain
due to an imperative to design. The future of H. sapiens be-
came unbounded as a consequence of design competence.

Yet, we know alarmingly little about how the human be-
came a species innately predisposed to seek a new world
that does not yet exist. Artists and musicians have often
been quoted as saying that they create new worlds through
their work because they do not care very much for the world
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in which they live. This concept of envisioning another world
and reifying that world such that this world can be shared and
communicated to others is a truly unique characteristic of lan-
guage, art, music, and design that has been underdeveloped
and is in need of further investigation. Although each of these
might have areas in the brains specifically devoted to them,
the explanation that I favor is that the ensemble of language,
music, art, and design are cascade effects of a brain system
predisposed to design its world. Computational studies in
the evolution of design competence may provide some unify-
ing evidence why human behaviors including tool making,
art, music, and language may have all been shaped by one for-
tuitous amalgamation.
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