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The Perils of Parity: Should Citizen 
Science and Traditional Research 
Follow the Same Ethical and Privacy 
Principles?
Barbara J. Evans

Introduction
Some observers have questioned whether ethical and 
privacy principles developed for traditional research 
contexts are appropriate in the starkly different set-
ting of citizen science. Rothstein et al. observed in 
2015 that some scholars question “whether unregu-
lated, citizen science health research containing few of 
the characteristics of the researcher-participant rela-
tionship would give rise to comparable ethical obli-
gations to disclose incidental findings.”1 Patrick-Lake 
and Goldsack more recently noted an alarming ethics 
gap for citizen science and called for tailored efforts to 
address the special ethical challenges it presents.2 

An alternative view is that ethical and privacy rights 
and duties are not, or should not be, context-depen-
dent. By this view, there should be parity between 
the rights people have, regardless of whether they are 
participating in traditional research at an academic 
medical center or in citizen science unregulated by 
the Common Rule,3 the FDA’s research regulations,4 
or the Health Insurance Portability and Accountabil-
ity Act (HIPAA)5 Privacy Rule.6 Thus, if people have 
a right of access to their data in traditional research 
contexts, they seemingly deserve that same right in 
citizen science. 

This article offers a cautionary example of why, in 
practice, parity might be hard to achieve. The chosen 
example involves privacy-related rights of access to 
one’s own data. These privacy-enabling access rights 
are frequently (and erroneously) conflated with the 
return of results, understood here as the sharing of 

interpreted results and incidental or secondary find-
ings with research participants. There is a superficial 
resemblance in that privacy-related access rights and 
return of results both move information into research 
participants’ hands. Yet they have distinct legal and 
ethical foundations and serve objectives that overlap 
somewhat but ultimately are distinct.7 This article 
is not about return of results, which Susan Wolf dis-
cusses in a separate article in this issue.8 

Privacy-related access rights have been a fixture 
of U.S. federal privacy laws dating back to the early 
1970s, as seen in the Fair Credit Reporting Act of 
19709 and the Privacy Act of 1974,10 the latter having 
inspired the individual access right11 that now adorns 
the HIPAA Privacy Rule. The congressional and reg-
ulatory purposes of privacy-related access rights are 
clearly enunciated and include, most prominently, 
enhancing privacy protections and enabling people to 
provide informed consent to secondary uses of their 
stored data.12 Unless people can find out how much 
data is stored about them, they have no way to assess 
the level of privacy risk to which they are exposed 
or how well their privacy is being protected.13 When 
designing the HIPAA Privacy Rule, the U.S. Depart-
ment of Health and Human Services (HHS) also 
noted that the “decision whether to disclose a record 
may depend on what the record says, and so access to 
the record is integral to making an informed choice 
to disclose [personal information].”14 This notion that 
individual data access is integral both to privacy and 
to informed consent is also recognized in European 
law15 and in the privacy laws of some U.S. states.16

Unregulated research that uses mobile health 
data raises major privacy concerns that Rothstein 
et al. highlight in a companion article in this issue.17 
A related concern is that mobile health devices and 
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research applications (hereinafter, “apps”) that process 
data from them, in many instances, are not subject to 
the HIPAA Privacy Rule. Consequently, individuals 
often lack HIPAA’s privacy-enabling right of access to 
their own data. Without access rights, privacy protec-
tions are inherently incomplete, and informed con-
sent is undermined by people’s ignorance about the 
types of data they are consenting to share. 

This article briefly describes the individual access 
right that exists in HIPAA-regulated research con-
texts. It then describes the spotty individual access 
rights in non-HIPAA-covered mobile health data envi-
ronments. Providing a HIPAA-equivalent individual 
access right in mobile health research is simple in the-
ory but raises thorny Food and Drug Administration 
(FDA) regulatory compliance issues that might chill 
citizen science. Individual access rights provide a cau-
tionary example of how efforts to achieve parity can 
invite unintended consequences. 

Parity of ethical and privacy rights and duties across 
research contexts sounds desirable. There is some-
thing in humans that yearns for our ethical principles 
to be universal and immune to vagaries of context, 
time, and place. Yet universality is hard to implement 
when contextual variations are real. Crafting context-
appropriate ethical and privacy solutions requires a 
willingness to revisit and possibly to adjust the basic 
principles that inform(ed) the ethical conduct of (yes-
terday’s) research. 

Scope of the Privacy Rule’s Individual Data 
Access Right
Section 164.524 of the Privacy Rule grants people a 
right to inspect and receive copies of data identifiable 
to themselves if the data are maintained by a HIPAA-
covered entity, such as a clinic, hospital, clinical labo-
ratory, and some but not all research laboratories. 
The “designated record set” (DRS) refers to the data 
to which an individual has access under HIPAA.18 
The DRS includes much of the data stored in a cov-

ered entity’s files that can be traced to the requesting 
individual.19 It includes all records “[u]sed, in whole 
or in part … to make decisions about individuals.”20 

HHS has emphasized that this includes data used in 
non-medical as well as medical decision-making, and 
the DRS includes data the covered entity uses to make 
decisions about any individuals, even if the data were 
not so used when making decisions about the person 
requesting the data.21 For example, if a hospital ever 
uses blood pressure data to make decisions about any 
of its patients, you could access your own blood pres-
sure data stored in your medical records, even if blood 
pressure was not relevant to any decisions the hospital 
made in the course of treating you. 

A person’s DRS is not limited to clinically significant 
information and might include, for example, specula-
tive notes included in a patient’s chart or individual 
research results stored in a person’s files at a HIPAA-
covered institution.22 Any information that is ascribed 

to a person carries potential privacy concerns and 
might lead to discrimination or stigmatization. Low-
quality data can be as stigmatizing as high-quality 
data, and sometimes even more so. Accordingly, the 
DRS for laboratory data “includes not only the labora-
tory test reports but also the underlying information 
generated as part of the test, as well as other infor-
mation concerning tests a laboratory runs on an indi-
vidual.”23 HHS has clarified that the DRS for genomic 
testing includes “the completed test report, the full 
gene variant information generated by the test, as well 
as any other information in the designated record set 
concerning the test.”24 

HIPAA’s access right is subject only to a few excep-
tions and they are narrow.25 For example, the Privacy 
Rule lets HIPAA-covered research institutions sus-
pend research participants’ access rights temporar-
ily during a clinical trial.26 However, this exception 
allows research data to be withheld only if the indi-
vidual consented to the access denial when consenting 
to the research,27 and access must resume as soon as 

Parity of ethical and privacy rights and duties across research contexts 
sounds desirable. There is something in humans that yearns for our ethical 

principles to be universal and immune to vagaries of context, time, and 
place. Yet universality is hard to implement when contextual variations are 

real. Crafting context-appropriate ethical and privacy solutions requires 
a willingness to revisit and possibly to adjust the basic principles that 

inform(ed) the ethical conduct of (yesterday’s) research. 

https://doi.org/10.1177/1073110520917031 Published online by Cambridge University Press

https://doi.org/10.1177/1073110520917031


76 journal of law, medicine & ethics

JLME SUPPLEMENT

The Journal of Law, Medicine & Ethics, 48 S1 (2020): 74-81. © 2020 The Author(s)

the trial is complete.28 The existence of this exception 
confirms HIPAA’s general rule, which is that research 
data raise privacy concerns, and people need access in 
order to understand and manage their privacy risks 
and to grant truly informed consents for secondary 
uses of the data. Moreover, HIPAA’s access right is an 
important lever people can use to free their data for 
use in other research projects. 

Individual Access Rights in Non-HIPAA 
Mobile Health Research Environments
This article adopts Wiggins’ and Wilbanks’ definition 
of citizen science as “a range of participatory mod-
els for involving non-professionals as collaborators 
in scientific research.”29 This concept is broad and 
encompasses the upper three of four tiers of participa-
tion that Bobe et al. recently described,30 drawing on 
Arnstein’s “ladder of participation.”31 The traditional 
20th-century research model for which regulations 
like the Common Rule were originally conceived pre-
sumed the lowest level of participation, rife with infor-
mational and power asymmetries, in which research 
was done to you.32 Citizen science, as described by 
Wiggins and Wilbanks, embraces three higher levels 
of participation, in which research is done for you (as 
when a patient advocacy or family group commis-
sions professional researchers to study a particular 
question or assembles data and tissue specimens to 
aid such research), or with you (as when a scientist or 
research app developer engages research participants 
as active partners in research), or even by you (as in 
a do-it-yourself project, where the participants are 
the researchers).33 Rothstein et al. explain why such 
research often escapes regulation under the Common 
Rule, the FDA’s research regulations, and the HIPAA 
Privacy Rule.34

Outside the HIPAA-regulated environment, indi-
viduals’ access to their personal health data grows 
dicey. Unless users happen to enjoy state-law protec-
tions that include access rights, the users must rely pri-
marily on the law of contract: privacy policies stated in 
companies’ end-user agreements and terms of use that 
many users click through without reading. 

Scott Peppet surveyed the privacy policies of twenty 
popular consumer sensor devices and found only four 
that addressed data ownership.35 Three of those four 
asserted that the sensor manufacturer/app developer 
(hereinafter, “mobile health company”), rather than 
the user, owns data that the sensor generates, with 
some asserting that the company has “sole and exclu-
sive” ownership. Such assertions are legally question-
able, but it is fair to say that mobile health companies 
that gather and store people’s data enjoy a level of con-
trol that is tantamount to ownership. The information 

they store is “out of circulation even though it is not, 
strictly speaking, owned”36 and many mobile health 
companies and app developers treat personal data “as 
if it were their private property.”37 

Professor Peppet notes the potential for “sensor 
fusion,” in which “information from two disconnected 
sensing devices can, when combined, create greater 
information than that of either device in isolation.”38 
For example, fitness tracker data on heart rate and 
respiration — each innocuous and hardly stigmatiz-
ing in itself — can, when combined, allow inferences 
about substance abuse.39 Linking sensor data that 
reflect lifestyle, exposures, and environment to tra-
ditional health and genomic data, as some mobile 
research apps seek to do, could compound these pri-
vacy concerns. 

To appreciate their privacy risks, users need access 
to the data that mobile health companies, including 
research app developers, gather and store. People also 
need to understand how their data might be shared 
with third parties. As for individual access, Profes-
sor Peppet’s survey found that policies announced in 
end-user agreements and terms of service were incon-
sistent concerning individual access to, and exporta-
tion of, one’s own raw sensor data.40 In contrast to the 
HIPAA-regulated space, users have limited individual 
access rights that, all too often, are badly described. 
For example, some companies’ policies allow user 
access to personally identifying information (PII) but 
not to non-PII,41 while failing to define either of these 
terms. Does PII only include the user’s name and other 
overt identifiers, or is sensor data considered PII if it is 
re-identifiable?42 

As in the HIPAA-regulated space, re-identification 
of mobile health data is a growing concern. Professor 
Peppet cites an intelligence source for the proposi-
tion that if a fitness tracker reveals the gait at which 
a person walks, unique individual identification may 
be feasible.43 Failure to define PII leaves the scope of 
a user’s access rights indefinite. Professor Peppet cites 
Debjanee Barua et al. for the proposition that users 
want to be able to obtain copies of their data: “This is 
the simplest level of control over one’s data—the abil-
ity to inspect, manipulate, and store your own infor-
mation. But it’s not usually possible.”44 

Mobile health companies often reserve the right 
to share or sell people’s non-personal information 
(non-PII) more broadly than their PII, but these same 
uncertainties leave users guessing which types of per-
sonal data might be shared with third-party research-
ers.45 Absent a clear policy to the contrary and absent 
relevant state privacy protections, users should assume 
that a company’s promise not to share PII amounts to 
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a promise to strip consumers’ data of overt identifiers 
before it is shared. 

In principle, these problems have a straightforward 
solution. Where the law of contract governs, problems 
can be resolved by agreement of the parties with-
out recourse to ponderous legislative and regulatory 
solutions. As a group, people who use mobile health 
devices — and, in particular, those who participate in 
citizen science projects — are an educated, empow-
ered lot.46 Mobile health companies face strong incen-
tives to be responsive to their users. If users demand 
HIPAA-equivalent individual access rights and boy-
cott mobile health companies that do not grant them, 
the problem seemingly can be solved. Unfortunately, 
this approach raises potential FDA compliance issues 
for developers of research apps that harness data from 
mobile health devices.

FDA Oversight of Software Used in Mobile 
Health Research
This section explores the impact of the FDA’s medi-
cal device and research regulations on a software 
developer that creates a research software platform to 
gather and study data from participants’ mobile health 
devices. Let us assume the mobile health devices are of 
a sort — for example, fitness trackers — that qualify 
as general wellness devices that the FDA does not 
regulate as medical devices. In 2013 and 2015 guid-
ance documents, the FDA indicated it would regulate 
such products only if they performed medical device 
functions that might pose a safety risk if the mobile 
product failed to function as intended.47 The 21st Cen-
tury Cures Act of 201648 confirmed that the FDA lacks 
authority to regulate software for encouraging well-
ness or a healthy lifestyle, unless the software crosses 
the line into “diagnosis, cure, mitigation, prevention, 
or treatment of a disease or condition.”49 In September 
2019, the FDA issued final guidance clarifying the line 
between regulated and non-regulated wellness soft-
ware after 21st Century Cures.50 

This discussion assumes the mobile health com-
pany that supplies the fitness tracker has positioned 
its product as a low-risk general wellness device by 
adhering to the FDA’s guidance regarding appropri-
ate claims for such devices. For example, the mobile 
health company markets its product as a fitness 
tracker for use by healthy people to log their maxi-
mum heart rate and aerobic fitness while exercising. 
With these claims, the fitness tracker is exempt from 
FDA oversight. 

The research app developer creates a new software 
platform that gathers data from people’s fitness track-
ers and conducts research using those data. The study 
participants are people who own the fitness tracker 

and agree to download their data into the research 
software, which mines the data to discover new asso-
ciations between people’s daily heart rate history and 
various medical conditions. For example, the research 
software might search for patterns of heart activity 
that diagnose or predict various health events, such as 
asthma attacks or strokes. 

The question is whether the FDA can regulate the 
research software platform as a medical device, or at 
least regulate the human-subject research that relies 
on the platform. In recent years, the FDA has asserted 
authority to regulate “software as a medical device” 
(SaMD), which is “software intended to be used for 
one or more medical purposes that perform these 
purposes without being part of a hardware medical 
device.”51 Such software “utilizes an algorithm (logic, 
set of rules, or model) that operates on data input (dig-
itized content) to produce an output for a medical use 
specified by the manufacturer.”52 

There are two ways to characterize the research app 
developer’s activities, and both carry a risk that the 
software developer might fall under the FDA’s medi-
cal device regulations unless the developer proceeds 
very carefully. The first characterization is that the 
research app developer is repurposing fitness trackers 
that are lawfully marketed as general wellness devices, 
altering their intended use and thereby transforming 
them into a new medical device capable of diagnos-
ing or predicting health conditions such as asthma 
attacks and strokes. The FDA’s intended use regula-
tion at 21 C.F.R. § 801.4 states that a party who alters 
the intended use of an existing device is responsible 
for demonstrating that the device is safe and effective 
in the new intended use. “If, for example, a packer, 
distributor, or seller [or software developer] intends 
an article [in this case, the fitness tracker] for dif-
ferent uses than those intended by the person [that 
manufactured the fitness tracker], such packer, dis-
tributor, or seller [or software developer] is required 
to supply adequate labeling in accordance with the 
new intended uses.”53 To supply adequate labeling, it 
would be necessary to prove to the FDA that the fit-
ness tracker is safe and effective in the new intended 
use — in other words, to seek a clearance or premar-
ket approval for that use. Note that the research app 
developer, rather than the mobile health company 
that makes the fitness tracker, is the party on the hook 
to prove that the fitness tracker is safe and effective, 
when used together with the new software, to diag-
nose and predict asthma attacks and strokes. To the 
extent this has not yet been proved, the suggested new 
use is experimental and potentially might be subject 
to the FDA’s research regulations, as discussed further 
below. 
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The second characterization is that the research 
software platform is SaMD, offered as a separate acces-
sory to people’s fitness trackers. A device accessory is 
potentially subject to regulation as a device in its own 
right. The definition of medical devices that the FDA 
can regulate includes “any component, part, or acces-
sory, which is … intended for use in the diagnosis of 
disease or other conditions, or in the cure, mitigation, 
treatment, or prevention of disease, in man or other 
animals… .”54 If the research app developer intends for 
its software to be used to diagnose or predict asthma 
attacks and strokes, then the research software is a 
medical device that the FDA can regulate. Once again, 
if the research software has not yet been shown safe 
and effective for that use, then it is an experimental 
device, and the FDA potentially can regulate human-
subject research that uses the software. 

How can the research app developer avoid these out-
comes? The FDA’s research regulations are described 
in a companion article in this same issue,55 and read-
ers are referred there for background. The key points 
here are that much depends on the app developer’s 
intent and on the risks posed by the citizen-science 
study. Does the software developer intend to submit 
data from the citizen-science study to the FDA to sup-
port clearance or premarket approval of the software 
for future use as a diagnostic or predictive product? If 
so, compliance with the FDA’s research regulations is 
required. 

Even if the answer to that first question is “no,” does 
the software developer intend for the research soft-
ware to be used “in the diagnosis of disease or other 
conditions, or in the cure, mitigation, treatment, or 
prevention of disease,”56 or does the developer instead 
merely intend to use the software to conduct basic sci-

entific “investigations to expand medical knowledge 
or conduct medical research”?57 The FDA’s investiga-
tional device exemption (IDE) regulations58 generally 
do not apply to basic scientific research that uses an 
experimental device, unless the research incorporates 
a device study — that is, a study that aims to prove 
the experimental device is safe and effective.59 Finally, 
does the research that uses the fitness tracker together 
with the new software pose significant risk to the 
research participants? If so, the FDA can nevertheless 
require an IDE. 

How the FDA answers these questions could 
depend on whether research participants will have 
access to individualized data and results generated 
by the research software platform. Sharing individ-
ual research findings — such as a finding that a par-
ticipant’s heart rate data, as analyzed by the research 

software, seem to indicate an elevated risk of a stroke 
— might cause the FDA to infer that the software 
developer does intend diagnostic uses of the research 
software. Moreover, sharing such information with 
participants might place them at significant risk if the 
inferences drawn by the research software turn out to 
be wrong. 

Individual data access policies are one of many fac-
tors the FDA can consider when determining whether 
research requires an IDE. This reasoning was appar-
ent in two draft guidances on laboratory-developed 
tests that the FDA published in 201460 but later aban-
doned.61 One of the draft guidances indicated that 
research laboratories would need an IDE if research 
participants would have access to experimental test 
results that had not been confirmed by a medically 
accepted diagnostic product or procedure.62 It did not 
seem coincidental that the FDA published this draft 

The fact that HIPAA’s regulations are mandatory for HIPAA-covered 
researchers may have helped persuade the agency not to read too much 

intent into the fact that a laboratory honors individuals’ access rights. In the 
non-HIPAA-covered space of mobile health research and research software 

developers, however, the FDA might view things differently. Creating a 
HIPAA-equivalent access right for participants in citizen-science projects 

would, in all likelihood, be done through policies reflected in software 
developers’ end-user agreements and terms of service. When no state or 

federal law makes individual access rights mandatory, the FDA might be more 
inclined to view a software developer’s decision to grant such rights as evidence 

that the developer intends diagnostic use of information from research.
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guidance three days before the compliance date of a 
HIPAA rule change that greatly expanded HIPAA’s 
access right to data held at HIPAA-covered labora-
tories.63 The timing suggests that the FDA viewed 
expanded HIPAA access as posing risks to research 
participants, or else regarded individual access as a 
factor suggesting intent for diagnostic use of research 
data. The fact that the FDA eventually withdrew this 
draft guidance is a hopeful sign that the agency real-
izes that providing HIPAA access does not imply any 
particular intent on the part of a HIPAA-covered labo-
ratory, other than an intent to comply with a manda-
tory federal privacy law. 

The fact that HIPAA’s regulations are mandatory 
for HIPAA-covered researchers may have helped per-
suade the agency not to read too much intent into 
the fact that a laboratory honors individuals’ access 
rights. In the non-HIPAA-covered space of mobile 
health research and research software developers, 
however, the FDA might view things differently. Cre-
ating a HIPAA-equivalent access right for participants 
in citizen-science projects would, in all likelihood, be 
done through policies reflected in software develop-
ers’ end-user agreements and terms of service. When 
no state or federal law makes individual access rights 
mandatory, the FDA might be more inclined to view 
a software developer’s decision to grant such rights as 
evidence that the developer intends diagnostic use of 
information from research. There is considerable evi-
dence that people’s willingness to enroll in a research 
project depends on whether they will find out infor-
mation about themselves.64 One survey found that 
“[t]he most influential factor affecting the respon-
dent’s willingness to participate in the study seemed 
to be the offer of individualized results.”65 Developers 
of research apps presumably are aware of these facts. 
Their voluntary choice to adopt policies allowing indi-
vidual access to research data could be seen as a way 
of marketing their software to users who, according 
to the evidence just cited, have every intent to make 
diagnostic use of the data they receive. 

The FDA’s intended use regulation provides that “if 
a manufacturer knows, or has knowledge of facts that 
would give him notice that a device introduced into 
interstate commerce by him is to be used for condi-
tions, purposes, or uses other than the ones for which 
he offers it, he is required to provide adequate labeling 
for such a device which accords with such other uses 
to which the article is to be put.”66 Even if a software 
developer intends for its software to be used only for 
basic scientific research, the fact that the developer is 
voluntarily granting individual access rights (when 
law does not require it to do so), together with the 
fact that participants plan to use their data for self-

diagnosis,67 might lead the FDA to infer that the soft-
ware developer intends the diagnostic use. If that hap-
pens, the research app becomes SaMD that the FDA 
can regulate, including by requiring an IDE for the 
research if the FDA deems it to pose significant risk to 
the participants. 

A typical application to the FDA for an IDE or IND 
(investigational new drug exemption) is thousands of 
pages long and requires many months and sometimes 
years to prepare.68 Imposing IDE requirements on the 
software platforms used in citizen-science projects 
thus could have a profoundly chilling effect on citizen 
science activity. Efforts to create HIPAA-equivalent 
individual access rights for persons participating in 
citizen science projects have a potential to create 
costly and burdensome FDA compliance obligations 
for research app developers. Despite the importance 
of individual access rights as a crucial privacy protec-
tion, the potential FDA compliance impacts of provid-
ing such rights in non-HIPAA-covered mobile health 
research may hinder attainment of privacy parity. 

Conclusion
It is distasteful to consider that some research contexts 
warrant different, lesser ethical and privacy protec-
tions than others. The United States has long tolerated 
a striking lack of parity between research that is or is 
not regulated by the Common Rule and between data 
environments that are or are not HIPAA-covered. As 
citizen science emerges as an important new mode of 
research activity, it seems timely to take steps to avoid 
having it become yet another sore spot of ethical and 
privacy disparities. Yet parity presents implementation 
challenges that are real and highly context-specific. 
This article has explored one aspect of the problem. 

If HIPAA-equivalent individual access rights can-
not be achieved in citizen science projects, privacy 
rights will remain inherently incomplete unless alter-
native solutions can be crafted. This challenge invites 
a deeper reconsideration of the ethical and privacy 
principles that should govern in this context. There 
are alternatives to placing citizen science under the 
same ethical and privacy norms that guided tradi-
tional research in the 20th century. Not all of these 
alternatives represent unpalatable moral compro-
mises or ethical derogations. 

For example, HIPAA’s individual access right was 
originally conceived as a quid pro quo for other pro-
visions of HIPAA, such as its waiver provision,69 that 
facilitate unconsented third-party access to people’s 
data.70 The thought was that if third parties have 
access to your personal information, then you need 
access, too, so that you can understand the privacy 
risks to which you are exposed as a result of the wide-
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spread, uncontrolled dissemination of your data that 
HIPAA allows.71 If providing HIPAA-equivalent indi-
vidual access rights proves infeasible in citizen science 
projects, an alternative (and very simple) way to pro-
tect participants’ privacy interests would be to provide 
strong commitments not to share their data without 
their express authorization. Such a solution might 
actually be superior to HIPAA’s protections, which are 
not without their flaws. 

A second alternative to consider is the reduced-
privacy research model that Bobe et al. recently 
described.72 This model proposes that some types of 
research should “selectively recruit individuals with 
fewer significant interests in personal privacy.”73 The 
idea sounds dreadful at first, until they explain that 
Harvard’s Personal Genome Project (PGP) and its affil-
iated international sites exemplify this model, recruit-
ing participants who are willing to embrace broad shar-
ing of their genomic data for research. Not all people 
value privacy as much as Institutional Review Boards 
and privacy advocates assume people do. People drawn 
to citizen science might, if surveyed, turn out to be a 
bunch of privacy risk-seekers, in which case replicating 
HIPAA’s privacy protections might not be something 
they even desire. Policymakers should ask them what 
they want, before presuming to tell them what is good 
for them. These are merely two examples, offered as 
an invitation to a wider dialogue about whether tradi-
tional and citizen science really can — or really should 
— follow the same ethical and privacy principles. 
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