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Considerations and Discriminatory Algorithms
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Introduction

The “big data” movement is forcing many fields to establish best practices
for the collection, analysis, and application of big data, and the field of
industrial-organizational (I-O) psychology is not exempt from this disrup-
tive influence. Over the last several years, I-O scientists and practitioners
have grappled with questions related to the definition, application, and in-
terpretation of big data (e.g., Doverspike, 2013; Maurath, 2014; Morrison &
Abraham, 2015; Poeppelman, Blacksmith, & Yang, 2013). The focal article by
Guzzo, Fink, King, Tonidandel, and Landis (2015) continues this discussion
and represents one of the first attempts to establish a formal set of recom-
mendations for working with big data in ways that are consistent with I-O
psychology’s professional guidelines and ethics requirements.

The big data issues discussed by Guzzo et al. are not unique to I-O psy-
chology. In fact, they overlap significantly with similar discussions occur-
ring among computer scientists, technologists, privacy advocates, and pol-
icymakers about the challenges of maintaining privacy, informed consent,
and analytical rigor in the big data era. That so many other fields are en-
gaged in a similar conversation provides a tremendous opportunity for I-O
psychology to draw on insights from this larger dialogue to shorten the big
data learning curve, ensure alignment with current thought in other fields,
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and enhance the development of its own professional practices and recom-
mendations. Therefore, the purpose of this commentary is to provide the
perspective of this larger community on two big data issues discussed by
Guzzo et al.: privacy considerations associated with the use of big data and
the potential for discriminatory algorithms derived from big data analyses.

Privacy Considerations: Data Collection Versus Usage

There is an active debate among technologists, privacy advocates, and pol-
icymakers about the best approach for protecting individual privacy in the
big data era. At one end of the continuum are those who argue for preserv-
ing privacy during the collection and storage of big data; this perspective
underlies almost all contemporary strategies for preserving data privacy and
is the cornerstone for current domestic and international privacy laws (Ex-
ecutive Office of the President, 2012). Guzzo et al. describe this approach
in their recommendations to establish data privacy plans and use informed
consent. Informed consent provides people with control of their personal in-
formation at the point of data collection, whereas data privacy plans describe
the aggregation of stored data, procedures for controlling data access, and
methods to anonymize or remove personal and sensitive information from
data.

However, managing personal information and data privacy with collec-
tion and storage strategies is difficult to implement in practice and may be
obsolete in its current form given recent developments in big data analytics
(Barocas & Nissenbaum, 2014; Kagal & Abelson, 2010). The use of informed
consent or “notice and consent” cannot possibly account for the myriad ways
in which a person’s original data will be used or the wide variety of “new data”
(e.g., inferences, attributes) that arises from the integration of multiple data
sets and their subsequent analysis (Mundie, 2014). Moreover, it would be
impossible for people to authorize every request to use their data, whether
collected voluntarily (e.g., agreeing to terms of use for web-based services),
passively (e.g., GPS location tracking, video footage in public spaces), or
through the recombinant analysis of integrated data sets, with one estimate
suggesting that it would take approximately one month each year for individ-
uals to review website privacy policies associated with their online activities
(Masnick, 2012). In addition, it is well known that anonymity, the defining
characteristic of most data privacy plans, can be and has been undermined
through the integration and fusion of multiple data sets, which inadvertently
reveals sensitive and personally identifying information that was otherwise
not available in any individual file.

For these reasons, it has been suggested that the focus of big data pri-
vacy should shift from a sole emphasis on maintaining privacy during the
collection and storage of big data to also mandating the responsible use of
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big data (e.g., Kagal & Abelson, 2010; Mayer-Schonberger & Cukier, 2013;
Mundie, 2014). The argument behind this approach is that data themselves
are not harmful but could result in harm, depending on the context of their
usage, when they are aggregated, analyzed, and interpreted for a specific pur-
pose. This means that notions of privacy and the mechanisms for protect-
ing privacy would transition from a model based on “privacy by consent”
from the public to one of “privacy through accountability” for data users
(Mayer-Schonberger & Cukier, 2013). Although proponents of this approach
are still discussing the legal and technological infrastructure that would sup-
port usage-based privacy for data users, it generally includes transparency;,
accountability, enforcement, and privacy-preserving technology to facilitate
the efficient sharing of data while at the same time maintaining security and
increasing the amount of control people have over how their data are used
(Kagal & Abelson, 2010; Lohr, 2015; Mayer-Schonberger & Cukier, 2013). It
is important to note that use-based methods for preserving big data privacy
are not intended to eliminate collection and storage controls; on the contrary,
the hope is that they will enhance and complement them in a way that is less
onerous for the public and data users.

There are several reasons why I-O psychology should consider use-
based privacy protections for big data when developing its big data practice
recommendations. First, this form of privacy protection has been endorsed
by the Obama Administration (Executive Office of the President, 2014; Pres-
ident’s Council of Advisors on Science and Technology, 2014) and the World
Economic Forum (2013) as the recommended method for handling big data
privacy in the future. An endorsement is a long way from codification in
public policies, regulations, and laws, but it does suggest that changes are
looming in the requirements for managing data privacy that could impact
I-O psychology’s responsibilities when handling big data. By maintaining
an awareness of the larger dialogue around data privacy, I-O psychology
can have a more informed discussion about data management practices and
proactively respond to potential changes in the privacy landscape.

Second, I-O psychologists are in a unique position as both the collectors
and users of big data, which is in direct contrast to professions that can be
clearly distinguished as either collectors (e.g., data aggregators) or users (e.g.,
data analysts). As a result, I-O psychologists are responsible for maintaining
privacy throughout the “data chain of custody.” Furthermore, responsibil-
ity for the usage part of the data chain is only going to grow in the coming
years as I-O psychologists increasingly rely on data mining and predictive
analytics to investigate and solve a wide range of talent management issues
(e.g., recruiting, selection, engagement, retention). These analyses will be
conducted on an ever-increasing number of disparate data sets containing
all manner of data (e.g., structured, unstructured), each with the potential
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to compromise individual or organizational privacy. Therefore, it is impor-
tant that any discussion of recommendations for handling big data privacy
include a consideration of data usage.

Finally, the rapid rise of big data and its resulting impact on the prac-
tice of I-O psychology may have exceeded the ability of existing professional
guidelines to account for its influence. For example, the responsibility for
privacy during data collection and use is implicitly covered by the American
Psychological Association’s (2010) ethical guidelines regarding confidential-
ity (Sections 4.01, 4.02) and the avoidance of harm to others (Section 3.01).
These guidelines are sufficient for traditional data collection and storage pri-
vacy strategies, but it is unclear whether they account for privacy needs re-
lated to big data usage. This is primarily due to an expansion of the tradi-
tional “schema-based” research model that involves the collection of data
to investigate specific a priori questions to the inclusion of “schema-less”
approaches where research questions are developed post hoc after a wide
range of data is collected or made available (e.g., Croll, 2012). In the future,
as the big data privacy debate continues and use-based privacy controls po-
tentially take hold, it may be necessary to more explicitly describe ethical
requirements and expectations associated with using big data in research and
applied practice.

Big Data Analyses: Potential for Discriminatory Algorithms
The utility of big data is not so much the data themselves but the identifi-
cation of previously unknown relationships, inferences, and predictions ob-
tained from the data through the use of data mining and algorithms. A re-
view of any field, including I-O psychology, will find numerous examples of
these big data analysis techniques solving previously intractable problems or
developing new, unanticipated insights into more contemporary issues. De-
spite the many benefits resulting from data mining and algorithms based on
big data, there is growing concern that these analysis tools may discriminate
against protected classes (e.g., Barocas & Selbst, in press; Croll, 2012; Rieke,
Robinson, & Yu, 2014; Schrage, 2014). Guzzo et al. briefly discuss several
risks associated with using big data algorithms in employment contexts, such
as more homogenous workplaces and reduced employment opportunities
for subsets of the applicant pool, but do not mention the very real potential
for these types of algorithms to violate employment antidiscrimination laws
(i.e., Title VII of the Civil Rights Act of 1964) or the need for I-O psychol-
ogy to establish practice recommendations specific to the development and
evaluation of big data algorithms.

The idea of discriminatory algorithms is somewhat counterintuitive be-
cause I-O psychology has a long history of relying on mechanical techniques
to increase the objectivity and utility of selection tools while at the same time
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considering their adverse impact (e.g., De Corte, Lievens, & Sackett, 2007;
Kuncel, Klieger, Connelly, & Ones, 2013). But an article by Barocas and Selbst
(in press) highlights the need for I-O psychologists to seriously consider
the discriminatory impact of big data algorithms on protected groups. The
article is organized into three parts that discuss (a) how bias may inadver-
tently be incorporated into the data mining process for developing big data
algorithms; (b) whether the data mining process and resulting algorithms
violate antidiscrimination employment law, specifically as it relates to dis-
parate treatment and disparate impact under Title VII of the Civil Rights
Act of 1964; and (c) the difficulties in modifying employment discrimina-
tion law to account for the discriminatory challenges posed by data mining
and its algorithms.

From their analysis, Barocas and Selbst reach two conclusions that are
critically important to I-O psychologists. First, they indicate that at every
point in the data mining process for supervised machine learning there are
multiple opportunities for the resulting algorithm to become biased and pro-
duce outcomes that discriminate against protected groups. This may occur
when defining the target variable of interest (e.g., potential for job success),
collecting the algorithm training data and classifying them into examples
of different groups (e.g., qualified vs. not qualified), and selecting the in-
put variables to be included in the analysis (e.g., background information,
assessment scores, job performance, training outcomes, social media data).
For example, an algorithm’s classification decisions could become biased if
the training data from different subgroups are not representative (e.g., un-
dersampling) or the data includes past instances of biased decision making
(e.g., interview scores). As a result, the algorithm may simply reproduce the
inherent bias in the data when evaluating and weighting relationships among
variables or making classification decisions.

Second, Barocas and Selbst determine that it may be challenging to find
liability under Title VII for the data mining process and resulting algorithms.
In terms of disparate treatment, unless a variable representing a protected
class is included as an input variable or there is evidence that decisions were
made during the data mining process to intentionally discriminate against
members of a protected class explicitly or through masking, it may be dif-
ficult to support a claim of disparate treatment given the nature of the data
mining process. However, there is a somewhat better chance of establishing
a claim of disparate impact because the data mining process and resulting al-
gorithm could be evaluated in ways similar to traditional assessments (e.g.,
cognitive measures, physical ability tests). This would involve questioning
the job-relatedness of the target variables included in the algorithm, evalu-
ating evidence of their validity, and assessing the consideration of alternative
variables that are potentially less discriminatory. Yet even in this situation it
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may be difficult to support a disparate impact claim given the large number
and type of variables that could be included in the analysis, many of which
are likely to be job-related traits, characteristics, or attributes (although this
must still be demonstrated), and the underlying goal of data mining to
find significant relationships and maximize their predictions. Under both
types of discrimination, it is difficult to establish liability because current
antidiscrimination laws were not written to account for the data mining pro-
cess and resulting algorithms.

The conclusions from Barocas and Selbst are compelling enough to sug-
gest that I-O psychology should establish practice recommendations regard-
ing the development and evaluation of big data algorithms. But there are
additional reasons for supporting this initiative as well. In the future, the
need for I-O psychologists to understand how the development of big data
algorithms can lead to discrimination against protected groups is only going
to increase as these types of algorithms are applied to every aspect of talent
selection and assessment. In the area of recruitment, for example, some or-
ganizations are beginning to move away from traditional, passive methods
of sourcing applicants to more proactive techniques that rely on big data al-
gorithms to scan social media websites such as Facebook, LinkedIn, or Twit-
ter and identify qualified applicants (e.g., Dormehl, 2014; Lam, 2015; Lohr,
2013; Miller, 2015; Preston, 2011; Richtel, 2013). As more organizations de-
ploy these algorithms to recruit, assess, and select potential employees, I-O
psychologists will find themselves responsible for developing and maintain-
ing big data algorithms and providing guidance about the implications and
risks of making employment decisions based on algorithmic results.

I-O psychologists will also have greater involvement in the evaluation
of big data algorithms used to make employment decisions. At a very ba-
sic level, this will involve auditing algorithms developed by organizations or
third-party vendors to ensure the data sources, analysis methods, results, and
interpretations are accurate and valid (e.g., Mayer-Schonberger & Cukier,
2013), with a particular emphasis on the search for bias during the develop-
ment process and consideration of discriminatory outcomes. More broadly,
however, I-O psychologists must also be able to explain how the algorithms
work. As the algorithms become more complex in terms of their data sources
and analyses, they could develop into “black boxes” whose contents are un-
known and operations are incomprehensible. In other applications of big
data algorithms it may be sufficient to accept that they work without un-
derstanding how (e.g., marketing, retail), but in I-O psychology any tool
used to make employment decisions must conform to specific guidelines
and standards related to its development, validation, and implementation.
If an employment outcome derived from a big data algorithm is challenged,
I-O psychologists will be responsible for explaining how that outcome was
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determined and what steps were taken to ensure the appropriateness of the
data sources and variables on which the outcome was based.

Summary

Guzzo et al. have taken the first steps to develop formal recommendations
regarding big data in I-O psychology. Although their efforts are important
for informing and standardizing the field’s approach to big data, there is an
opportunity to elaborate further on these recommendations with insights
from other fields engaged in a similar discussion. The experiences of these
other disciplines can serve as benchmarks for I-O psychology to critically
examine its own theoretical, analytical, and ethical approaches to big data
and, where appropriate, revise them to incorporate this new information or
address previously unknown shortcomings. This commentary attempted to
demonstrate the merits of this approach by describing how I-O psychology’s
current understanding and handling of two big data issues, privacy and dis-
criminatory algorithms, could be enhanced with input from other fields. The
hope is that this information has broadened Guzzo et al.’s recommendations
related to big data privacy and stimulated a new discussion about the rec-
ommendations that may be required as I-O psychologists become more in-
volved in the development and evaluation of big data algorithms.
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