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We investigate mechanisms governing the initial growth and nonlinear evolution
of interfacial waves in horizontal two-fluid plane Couette–Poiseuille flows. Nonlinear
coupling of the Kelvin–Helmholtz interfacial instability with resonant wave interactions
has been shown to be capable of rapidly generating long waves through the transfer of
energy from linearly unstable short waves to stable long-wave components within the
context of potential flow theory. The objective of this work is to determine whether
that coupled mechanism persists in laminar and turbulent viscous flows. Utilizing
both theoretical and computational methods, we analyse the initial Orr–Sommerfeld
instability to quantify the frequencies and growth/decay rates of each wave mode
for two-fluid laminar and turbulent channel flows. The obtained dispersion relation
allows for the identification of resonant and/or near-resonant triads among (unstable
and damped) wave components in an interfacial wave spectrum. We perform direct
numerical simulations (DNS) of the two-phase Navier–Stokes equations with a fully
nonlinear interface to formally establish the validity of our theoretical predictions for
viscous flows. DNS results show the existence of a nonlinear energy cascade from
unstable short- to damped long-wavelength waves due to resonant subharmonic and/or
triadic interactions in both laminar Couette and turbulent Poiseuille flows. Spectral
analysis of the interfacial evolution confirms that the combined instability–resonance
mechanism persists in the presence of viscosity despite being derived under the
assumption of potential flow theory. Finally, we perform a detailed examination of
experimentally measured wave power spectra from Jurman et al. (J. Fluid Mech.,
vol. 238, 1992, pp. 187–219) and carry out a numerical sensitivity study of the flow
conditions to demonstrate and verify the existence of the coupled instability–resonance
mechanism in physical systems. Our analysis accurately predicts the initial instability
and the resulting nonlinear energy cascade through subharmonic and triadic interfacial
wave resonances.
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1. Introduction

The work by Campbell & Liu (2013, 2014) considered a two-layer density-stratified
flow through a horizontal channel and identified a process that was able to rapidly
generate long waves through the nonlinear coupling of an interfacial instability with
a triad of resonantly interacting waves. Using a multiple-scale perturbation expansion,
they derived a set of nonlinear interaction equations that govern the time evolution of
the amplitudes of the interacting waves, including both the effects of the interfacial
instability and the wave–wave interactions. Analysis of the solution of the evolution
equations demonstrated that, depending on the flow conditions, the (linearly stable)
long wave can achieve up to bi-exponential growth through resonant interaction
with the linearly unstable wave. Their analysis of the coupled instability–resonance
mechanism was derived under the assumption of potential flow theory. In this work,
we show that such a mechanism exists within viscous (laminar or turbulent) two-phase
channel flows and can be considered as a generic wave generation mechanism that
works for a wide variety of instabilities (or energy sources).

The motivation for this work is the desire to understand the large-wave generation
process that is known to occur in two-phase flows through horizontal channels and
pipes. For a certain range of flow conditions, small-amplitude short-wavelength waves
form at the interface and grow into large-amplitude long waves that eventually contact
the top of the channel/pipe, creating long bubbles of one fluid within the other. This
flow regime, referred to as slug flow, has been studied both experimentally and
theoretically; however, the fundamental mechanism(s) leading to slug formation are
yet to be clearly identified.

A wide range of high-quality experiments, such as those by Andritsos, Williams
& Hanratty (1989), Fan, Lusseyran & Hanratty (1993), Woods & Hanratty (1999),
Hurlburt & Hanratty (2002), Ujang et al. (2006), Woods, Fan & Hanratty (2006),
exist in the literature. These studies document quantities such as slug length and slug
frequency, and provide general insights into the transition process. Jurman, Deutsch
& McCready (1992) carried out experiments of shear-generated interfacial waves
formed by air blowing over a glycerine–water solution in a horizontal channel. Their
work considered a range of values for the fluid densities, viscosities, liquid depth
and mean velocities, and demonstrated that, depending on the parameter space, a
wide range of nonlinear interfacial wave spectrum behaviours could be observed.
They used the bicoherence spectra of the wave probe measurements to identify the
presence of nonlinear wave–wave interactions in interface development. In several
of the trials, they also observed energy transfer from the fundamental mode to
a half-frequency component. Further work by King & McCready (2000) used an
eigenfunction expansion method to extend the classic Stuart–Landau theories to
account for quadratic and cubic interactions of a spectrum of interfacial modes.
Numerical integration of the weakly nonlinear amplitude equations resulted in better
qualitative and quantitative agreement with experiments than the Stuart–Landau theory,
and showed that the system behaviour could be predicted in terms of the spectrum
of nonlinear coefficients.

Direct numerical simulation (DNS) is a useful tool for examining the detailed flow
physics anywhere within the domain, and can provide important insights into the
characterization of the interfacial dynamics. Valluri et al. (2008) carried out DNS
of stratified pressure-driven channel flow for the purpose of observing the nonlinear
growth of unstable (Orr–Sommerfeld) interfacial waves; however, this work was
focused on a single wave component and was limited to laminar flows.
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440 B. K. Campbell, K. Hendrickson and Y. Liu

Outside of the slug flow community, there exists a large body of work that is
focused on examining the influence of near-interface turbulence on coupled gas–liquid
flows. Early works carried out direct numerical simulations of turbulent air–water
flows through a channel (e.g. Liu et al. 1996; Lombardi, Angellis & Banerjee
1996). These simulations utilized a flat interface with exact velocity and shear stress
boundary conditions. These works quantified the significant differences between the
boundary layers at the interface for each fluid. Namely, the mean-velocity profile,
turbulence intensities, and other statistical quantities deviated significantly from
standard channel wall behaviour. The liquid side showed larger velocity fluctuations
near the interface, while the gas-side presented streak-like behaviours similar to that
of classical wall-bounded shear flows. Also, analysis of the turbulent energy showed
that the production and dissipation rates near the interface are similar in the liquid
and gas layers.

Fulgosi et al. (2003) generalized the problem and carried out numerical simulations
of turbulence in pressure-driven counter-current sheared air–water flow with a
deformable interface. They used a boundary fitting method to allow fully nonlinear
coupling of the interfacial stresses, but restricted the flows to be with mild
interfaces. The waves considered in this study were primarily capillary waves with
wave steepness of ak ∼ O(0.01). The interfacial motion strongly influenced the
time-averaged turbulent statistics in the near-interface region, damped the turbulent
fluctuations, and caused the Reynolds stresses to be more isotropic in the vicinity of
the interface. However, their analysis did not focus on examining the mechanics of
wave generation and the resulting nonlinear growth.

More recently, Zonta, Soldati & Onorato (2015) used numerical simulations of
counter-current flows to study the effect of Froude and Weber number (for a constant
Reynolds number) on the transient growth of the interface and the resulting wave
spectra evolution. They found that, during the initial stage of the wave generation
process, the root mean square of the interface grows in time as O(t2/5), while the
wavenumber spectrum was in good agreement with wave turbulence theory. Hunt,
Stretch & Belcher (2011) considered the interactions between a shear-free turbulence
across a nearly horizontal interface. They identified several mechanisms that controlled
the interfacial evolution, and found their dependency on the density/viscosity ratio
and the ratio of the interfacial root mean square (r.m.s.) turbulent velocities.

There are similarities between these flows and that of the field of wind–wave
generation that we can draw upon. Lin et al. (2008) examined cases of low wind
speed, and confirmed experimental and theoretical studies that showed wave growth
occurring in two distinct phases: one of linear growth that transitions into exponential
growth. Their DNS simulations demonstrated that the energy transfer from the wind
to the waves was primarily due to the turbulent pressure forcing during the linear
growth stage and by slope coherent pressure fluctuations during the exponential
growth phase. Due to the linearization of the interfacial boundary conditions in their
numerical method, they were only able to capture waves with a maximum wave slope
of ak∼O(0.01).

Additionally, there exists a large body of work, referred to as weak (or wave)
turbulence theory, that has been developed to describe the powerlike cascade of energy
from surface gravity waves to capillary waves and the eventual viscous dissipation
scales. Works, such as that of Pan & Yue (2014), have utilized direct numerical
simulations to validate the theoretical isotropic surface elevation spectrum in the
inertial range. While this is certainly an active process in interfacial channel/pipe
flows, it does not appear to describe the reverse process of energy cascading from
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short waves to progressively longer-wavelength components (as is observed in slug
formation).

Due to the complexity of these problems and limitations of the used numerical
methods, these numerical simulations are often focused on producing a statistical
description of the turbulent interface evolution, but often lack a clear theoretical
mechanism that explains the physical process leading to the resulting interfacial
behaviour. In this work, we focus on the investigation of the mechanisms of nonlinear
resonant wave interactions coupled with an interfacial instability on the formation and
growth of interfacial waves in horizontal two-phase (laminar and turbulent) viscous
channel flows. We first summarize the formulation and numerical solution scheme
of the classical Orr–Sommerfeld instability for viscous flows and briefly discuss
the condition of nonlinear wave resonances (§ 2). We then outline the formulation
and implementation of the numerical method for direct numerical simulations of
the Navier–Stokes equations and the conservative volume-of-fluid method for fully
nonlinear interface tracking (§ 3). In the analysis and simulations, we begin by
considering a laminar two-fluid Couette flow in which one mode is linearly unstable
to the Orr–Sommerfeld instability while simultaneously being resonantly coupled to
two linearly damped waves (§ 4). We show that through resonant coupling, energy is
transferred from the linearly unstable wave to the two linearly damped components,
allowing for rapid wave growth to occur. We then consider a more complex viscous
flow involving a turbulent gas blowing over a laminar liquid layer and show that a
similar instability–resonance mechanism can be observed in the interfacial evolution
(§ 5). Finally, in order to demonstrate that this mechanism is not simply an artefact of
well-controlled theoretical and numerical investigations, experimentally measured wave
power spectra (reported by Jurman et al. (1992)) are examined (§ 6). The analysis,
based on the coupled instability–resonance mechanism, correctly predicts the linear
instability and the resulting nonlinear energy cascades observed in the experiments.
Conclusions and discussions are given in § 7.

2. Theoretical formulation

In this section, the linearized governing equations that describe the evolution of
interfacial waves propagating through a stratified viscous two-fluid horizontal channel
are presented. Using this analysis, the wave dispersion relationship can be obtained
for the purpose of identifying the presence and possible distribution of nonlinear wave
resonances.

A fixed Cartesian coordinate system (o-xyz) is established, with the origin located at
the undisturbed interface between the two fluids, with the x-axis extending horizontally
to the right and the z-axis being directed vertically upwards, as is shown in figure 1.

The fluids have equilibrium depths of d1 and d2, with the upper and lower fluids
being denoted by the subscripts 1 and 2, respectively. The vertical displacement of the
interface away from its undisturbed position is defined by the function z= η(x, y, t),
where t denotes time. The two fluids, which are assumed to be immiscible, are of
density ρ1 and ρ2 (with ρ1 < ρ2) and dynamic viscosities µ1 and µ2. The effects of
gravity g and surface tension γ are also taken into account. The velocity fields are
denoted by traditional Cartesian velocity components, denoted as uj= (uj, vj,wj), j= 1
and 2. This problem is made dimensionless using the upper fluid properties d1, ρ1,
and a scaling velocity U , which is defined uniquely for each problem examined in
this paper.
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x
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FIGURE 1. (Colour online) Definition sketch showing the fluid interface separating a
turbulent gas blowing over a laminar/turbulent liquid layer within a horizontal channel
flow, where U points to the direction of two-phase mean flows.

2.1. Linear stability analysis
Before considering the evolution of nonlinear wave interactions at the interface of a
two-layer plane Couette–Poiseuille flow, it is instructive to briefly review the relevant
linear theory.

2.1.1. Laminar linear stability analysis
Following the classical two-dimensional linear analysis of Yih (1967), the velocity

and pressure variables are decomposed into as

uj = ûj(x, z, t)+Uj(z)
wj = ŵj(x, z, t)

pj = p̂j(x, z, t)+ P(x)

 (2.1)

for j = 1 and 2, where Uj(z) is the steady-state mean-velocity profile and P(x)
is the applied mean pressure across the channel. The fluctuating terms are then
expanded in terms of the small variable ε (defined as the interfacial wave steepness),
{ûj, ŵj, p̂j} = ε{ũj, w̃j, p̃j}, and are substituted into the Navier–Stokes equations and
interfacial and wall boundary conditions, which at leading order produce linearized
equations of motion. The two-dimensional continuity equation permits the use of a
stream function formulation, for which {ũj, w̃j} = {ψj,z, −ψj,x}, with the subscripts
following the comma denoting partial differentiation. Assuming a travelling wave
disturbance for all perturbation terms allows the flow variables to be expressed as
{ψj, p̃j, η̃} = {φj(z), fj(z), ηo}eik(x−ct), for which c= cr + ici is a complex number. This
analysis produces the well-known Orr–Sommerfeld equations for each fluid

L1{φ1} ≡ [(D2 − k2)2 − ik Re{(U1 − c)(D2 − k2)−U′′1 }]φ1(z)= 0 (2.2a)

L2{φ2} ≡
[
(D2 − k2)2 − ikr Re

n
{(U2 − c)(D2 − k2)−U′′2 }

]
φ2(z)= 0, (2.2b)

where D denotes differentiation with respect to the z-variable, r = ρ2/ρ1, n= µ2/µ1,
h = d2/d1, Re = ρ1Ud1/µ1 is the Reynolds number and with L1 being defined over
z ∈ (0, 1) and L2 being defined over z ∈ (−h, 0). This problem is made complete
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with the accompanying wall (no-slip and no-flux) and interfacial boundary conditions
(continuity of u, w and the normal and tangential stresses)

d
dz
φ1(1)= 0 (2.3a)

d
dz
φ2(−h)= 0 (2.3b)

φ1(1)= 0 (2.3c)
φ2(−h)= 0 (2.3d)

φ1(0)= φ2(0)≡ φ(0) (2.3e)
(c−U1(0))φ′1(0)+U′1(0)φ1(0)= (c−U2(0))φ′2(0)+U′2(0)φ2(0) (2.3f )

φ′′1 (0)+ k2φ1(0)= n(φ′′2 (0)+ k2φ2(0)) (2.3g)

ik Reφ(0)
c−U1(0)

[k2S+F ]
= n(D3φ2 − 3k2φ′2)+ ikr Re[(c−U2(0))φ′2 +U′2(0)φ2]
− (D3φ1 − 3k2φ′1)− ik Re[(c−U1(0))φ′1 +U′1φ1], (2.3h)

where F ≡ ((r− 1)/Fr2) (with Fr2 ≡ (U 2/gd1) being the traditional square of the
Froude number), S ≡ (γ /ρ1d1U 2) being the dimensionless surface tension coefficient
(and is equivalent to the reciprocal of the standard Weber number), and the ( )′

denoting differentiation with respect to z. Together, equations (2.2) and (2.3) define
an eigenvalue problem for the eigenfunctions φj(z) and eigenvalue (wave speed)
c. This eigenvalue problem is solved using a modified form of the Chebyshev
collocation (pseudospectral) method developed by Boomkamp & Miesen (1996). A
detailed discussion of the numerical method is described in appendix A.

2.1.2. Turbulent linear stability analysis
Naraigh et al. (2011) carried out a similar analysis for a turbulent gas flowing over

a laminar (or turbulent) liquid layer. It was found that the turbulent linearized
governing equations closely resembled the laminar Orr–Sommerfeld equations,
with only an additional term representing the perturbation of the Reynolds stress.
Similarly, the only modification to the boundary conditions occurred in the balance
of normal stresses. Their paper implemented several closure models for the different
Reynolds stress perturbations; however, it was found that the dominant effects of the
turbulence are conveyed through the time-averaged turbulent velocity profile. This
observation constitutes what they referred to as the quasilaminar hypothesis. Using
several different closure models, they demonstrated that this proposition captured
the dominant turbulent physics, allowing for the perturbed Reynolds stresses to be
ignored. Numerical studies showed that the deviations between the stability predictions
made with turbulent closure models and the predictions made using the quasilaminar
hypothesis agreed with differences of less than 10 %.

Boomkamp & Miesen (1996) commented that this conclusion is supported by
experiments for liquid films that can have a perfectly smooth surface in the presence
of turbulent gas flows if the mean air velocity is below a certain critical gas velocity.
They suggested that the time scale associated with the turbulent fluctuations is in
general much smaller than the time scale for the growth of disturbances of the
time-averaged flow.
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Based on these observations, the quasilaminar hypothesis is utilized in this
work in the stability analysis involving turbulent flows. The resulting governing
equations are of identical structure to the laminar Orr–Sommerfeld equations and
boundary conditions, given by (2.2)–(2.3). The only modification is that the original
laminar velocity profile is replaced with a time-averaged turbulent velocity profile. A
convenient consequence of the quasilaminar hypothesis is that the validated numerical
method for the laminar Orr–Sommerfeld problem can be applied for the corresponding
turbulent problem. No additional validation or code development is necessary for the
turbulent stability analysis.

2.2. Nonlinear wave–wave resonances
A well-known property of linear systems is that waves of different wavelengths
(frequencies) travel independently in space/time; however, when nonlinear wave
interactions are accounted for, higher-order locked waves are generated. If the
frequency and wavenumber of this locked wave satisfy the dispersion relationship,
it becomes a free wave and undergoes what is referred to as resonant interactions.
Under these conditions, the free wave component may grow significantly larger than
when it is a locked wave, and can become of comparable amplitude to that of the
primary waves. Studies, such as that of Phillips (1960), have shown that resonant
wave interactions have an important role in the evolution of ocean surface waves, and
can result in significant energy transfer across the wave spectrum.

In this work, we examine the wave dynamics that occurs when a triad of resonantly
interacting waves propagate on the interface of a two-fluid flow while at least one
of the wave components is unstable to the linear Orr–Sommerfeld instability. For
linearly stable systems, the amplitude of the interacting waves is usually bounded by
the energy of their initial conditions; however, we will show that a triad of waves
with one mode being linearly unstable can exhibit significantly larger long-term wave
growth. Throughout the majority of this paper, we will focus on a triad composed of
three wavenumbers with k1> k2 (with k1 being the linearly unstable wave component).
These three resonant waves must have wavenumbers and frequencies that satisfy

k1 − k2 − k3 = 0
Re{ω1 −ω2 −ω3} = σ ,

}
(2.4)

with σ representing the frequency detuning and Re denoting the real part of the
expression. Note that the triad resonance condition is satisfied exactly when σ = 0. A
special case of the triad resonance occurs when k3→ k2. This case, referred to as a
subharmonic resonance, has the corresponding resonance condition expressed as

k1 − 2k2 = 0
Re{ω1 − 2ω2} = σ .

}
(2.5)

This class of resonances allows energy from the k1 mode to be transferred to a second
component with half the wavenumber (twice the wavelength). While this is merely a
special case of the triad resonance, clear and pronounced subharmonic resonances are
known to occur in nature, and are worth special consideration.

3. Direct numerical simulation formulation
In order to accurately examine the fully nonlinear time evolution of these interfacial

instabilities and resonant wave–wave interactions, high-resolution direct numerical
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simulations of the two-phase Navier–Stokes equations with a fully nonlinear interface
are carried out. To identify and track the motion of each fluid within our numerical
scheme, the conservative volume-of-fluid (VOF) method of Weymouth & Yue (2010)
is implemented. This method allows the fluid interface to be described in terms of
a discrete volume fraction denoted by f (x, t). As is standard practice when using
VOF algorithms, a single-fluid formulation of the three-dimensional incompressible
Navier–Stokes equation and continuity equation given by

∂u
∂t
+∇ · (uu) = − 1

ρ̄
∇p+ 1

ρ̄ Re
∇ · (2µ̄D)+ êz

Fr2
+ S
ρ̄
κδn̂ (3.1a)

∇ · u = 0 (3.1b)
∂f
∂t
+ u · ∇f = 0 (3.1c)

are used where D≡ (∂iuj+ ∂jui)/2 is the deformation tensor, êz is a unit vector in the
z-direction, δ is the interfacial Dirac delta function, Re is the Reynolds number, Fr2

is the square of the Froude number, S is the dimensionless surface tension coefficient,
ρ̄ is the density normalized by ρ1, and µ̄ is the viscosity normalized by µ1. Both ρ̄
and µ̄ are functions of the VOF volume fraction f (x, t).

A second-order finite-volume method is utilized for the spatial discretization,
along with a second-order two-stage Runge–Kutta scheme for the time integration
of the Navier–Stokes equations and VOF advection equation. A staggered scheme
is implemented which stores the velocities at the centre of the momentum control
volumes with the momentum fluxes specified at the control volume boundaries.
The momentum fluxes are approximated through a second-order linear interpolation
scheme. A second-order (centred) scheme is used to approximate the diffusion terms.
The normal viscous stresses are calculated using the standard linear interpolation
method, while the shear stress components utilize a harmonic average approximation
for the viscosity. Theoretical support for this approximation of the viscosity is
well documented in Tryggvason, Scardovelli & Zaleski (2011, § 3.4). The effect of
surface tension is calculated using a standard second-order height function method
described by Popinet (2009). A pressure projection method is used to identify a
pressure solution that yields a divergence-free velocity field. This results in a variable
coefficient Poisson equation that is discretized through standard centred differences
and is solved iteratively using the Hypre multigrid library, developed by Falgout
& Yang (2002) and Falgout, Jones & Yang (2006), subject to periodic boundary
conditions in the x- and y-directions and Neumann boundary conditions at the walls.
A more detailed description of the formulation and validation of the numerical method
is available in Campbell (2015).

4. Laminar flow case
The work by Campbell & Liu (2013, 2014) utilized an inviscid irrotational

formulation in demonstrating the effectiveness of their nonlinear mechanism at
generating large-amplitude long-wavelength waves from linearly unstable short waves.
To investigate the generality of this mechanism, it is important to remove some of
these limiting assumptions. Therefore, we begin by examining the effects of viscosity
through the relatively simple case of nonlinear interfacial wave resonances within
laminar channel flows. In order to maximize the accuracy of the numerical solution,
we focus our attention on a wall-driven Couette flow.
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4.1. Initial condition
The Chebyshev spectral solution of the two-fluid Orr–Sommerfeld problem discussed
in appendix A provides accurate approximations for the eigensolution (stream
functions and wave speeds) and is used to develop the initial conditions for our
numerical simulations.

The Orr–Sommerfeld analysis is derived by utilizing Taylor series expansions of the
solution around the interface, allowing for the functions to be evaluated at z= 0 rather
than z = η(x, t), and results in the upper and lower eigenfunctions being calculated
within the domain z ∈ [0, 1] and z ∈ [−h, 0], respectively. The initial condition
used by the Navier–Stokes solver contains a deformed interface corresponding to
z = η(x, t). Therefore, the eigensolution is modified to produce an initial velocity
field that accurately conforms to the deformed interfacial position by utilizing an
algebraic mapping that transforms a rectangular domain to one with a wavy interface.
The advantage of this algebraic mapping is that it preserves the velocity divergence
condition while preserving the continuity of the normal velocity of the interface.

Consider the lower fluid in the Orr–Sommerfeld problem. The Chebyshev solution
is defined on the domain of (x̂, ẑ)∈ [0,Lx]× [−h, 0], while the physical wavy solution
has a domain defined on (x, z)∈ [0,Lx]× [−h, η(x, z)]. The coordinate transformation

x̂ = x (4.1a)

ẑ = h
z− η(x, t)
η(x, t)+ h

(4.1b)

provides a unique mapping between the two domains. The initial perturbed velocity
field is obtained by calculating derivatives of the stream function

u1(x, z)= ∂ψ
∂z
, u2(x, z)=−∂ψ

∂x
. (4.2a,b)

For a given Chebyshev approximation of the stream function ψ(x̂, ẑ), the transforma-
tion given by (4.1) allows the eigenfunctions within the wavy domain to be obtained
through the derivative transformations, resulting in the perturbed velocity fields of the
form

u1(x, z) = h
h+ η

∂ψ

∂ ẑ
(4.3a)

u2(x, z) = −
[
∂ψ

∂ x̂
+ h(h+ z)
(η+ h)2

∂η

∂x
∂ψ

∂ ẑ

]
. (4.3b)

By analogy, a similar mapping is implemented for the upper fluid, having the form

x̂ = x (4.4a)

ẑ = z− η(x, t)
1− η(x, t)

, (4.4b)

which produces the mapped perturbed velocity fields

u1(x, z) = 1
1− η

∂ψ

∂ ẑ
(4.5a)

u2(x, z) = −
[
∂ψ

∂ x̂
− (1− z)
(η− 1)2

∂η

∂x
∂ψ

∂ ẑ

]
. (4.5b)
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Through this method, it is found that, for a sufficiently fine grid resolution, the
initial velocity field would produce results that are consistent with the theoretical
Orr–Sommerfeld theory. This domain mapping routine is found to be equivalent to
the one used by Coward et al. (1997).

4.2. Direct numerical simulation of Couette flow wave resonances
In this section, unstable triad resonant interactions in a Couette flow are considered.
The two-layer wall-driven Couette flow (scaled by the dimensional interface velocity)
has an initial (unperturbed) time-averaged mean-velocity profile

U(z)=
{

nz/h+ 1, z ∈ [0, 1]
z/h+ 1, z ∈ [−h, 0]. (4.6)

The simplicity of this problem, combined with the harmonic averaging method for
the interfacial shear stress model employed by the numerical algorithm, allows the
mean-velocity profile to be simulated exactly.

Without carrying out the complete multiscale perturbation analysis, it is hard
to know in advance how strong the nonlinear interactions will be. For this case,
a grid search was carried out over the parameter space to identify the flow
conditions for which there would be a strong interfacial instability and a strong triad
resonance (indicated by |σ | � 1). Using the flow conditions, r = 100, n = 0.1818
and h = 0.15, along with Re = 300, F = 1, S = 3.5731 × 10−5, analysis of
linear Orr–Sommerfeld frequency spectrum identifies a resonant triad composed
of {k1, k2, k3 = k1 − k2} = {5, 4, 1} with wave frequencies ω1 = 0.8283 + 0.0747i,
ω2 = 0.7767 − 0.2962i, ω3 = 0.0697 − 0.0319i. These three frequencies produce a
resonant detuning parameter σ =Re{ω1 −ω2 −ω3} ≈−0.0181.

Two-dimensional direct numerical simulations of these three resonantly interacting
waves are carried out on the domain (x, z) ∈ [0, 2π] × [−h, 1] with Nx × Nz = 10242

grid points. Using the mapped eigenfunction method described in § 4.1, an initial
condition is constructed through superposition of the three modal solutions. For
the first set of simulations, the initial amplitudes are semi-arbitrarily chosen to be
a1≡ ak1 = 10−3, a2≡ ak2 = 5× 10−4, and a3≡ ak3 = 10−5. The only imposed constraints
are that a3 needs to have a small enough initial amplitude in order to accentuate this
mechanism’s efficiency at long-wave generation, and a1 needs to be small enough to
have a sufficiently long period of clear linearly unstable growth.

The location of the interface is estimated from the VOF volume fraction by utilizing
the mean value theorem of calculus. For a fixed (x, y)-position, summing f (x, y, z)1z
over the range of z provides a measure of the depth of the upper fluid (which is
indicated by f = 1), while summing [1− f (x, y, z)]1z over the range of z estimates the
depth of the lower fluid (which is indicated by f = 0). Therefore, after shifting this
quantity by the equilibrium liquid depth h, we obtain a second-order approximation of
the interfacial elevation, which is denoted by η(xi, yj, t)=Σk[1− f (xi, yj, zk)]1z− h.

The time evolution of the nonlinearly interacting wave modes is shown in figure 2.
Initially, all modes show excellent agreement with linear theory (depicted with the
dashed lines), with a1 growing due to the Orr–Sommerfeld instability and a2, a3
being linearly damped. Due to the small amplitude of the a3-mode, it is most quickly
impacted by the resonant interaction between the other two modes. As a1 grows,
it begins to transfer energy to the lightly damped a3 mode, causing it to depart
from linear theory at t∼O(3) and grow. Simultaneously, energy is transferred to the
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FIGURE 2. Time evolution of the amplitudes of three resonantly interacting wave
components. The plotted curves represent the simulation results for a1 (- - - -), a2
( ), a3 (— · —), and the linear theory prediction (——).

damped a2 mode; however, no significant deviation from linear theory is observed,
due to the strong damping rate. As a1 and a3 grow, they eventually reach an amplitude
for which the nonlinear energy transfer to a2 is able to overcome the linear damping.
This causes it to depart from the theoretical linear solution and begin to grow around
t ∼ O(15). As all three modes continue to grow, the nonlinear interactions cause
energy to be transferred among the interacting components. With a1 being strongly
unstable, it is not strongly impacted, but eventually the energy transfer from a1 and
a3 allows a2 to grow rapidly and overtake a3. However, after this occurs at t∼O(25),
the growth rate of a3 increases and will likely cause it to overtake a2 again. This
exchange of energy is expected to continue until all three modes are of comparable
order, at which point strong oscillations would likely occur among all three modes (as
is typically the case in stable resonant interaction theory). For the current simulation,
|σ | ∼ O(0.01), and has been shown to present with strong nonlinear interactions. In
the limit of σ → 0, the strength of the nonlinear interactions increases, causing the
rate of energy transfer to increase and generate even more rapid wave growth.

It is important to confirm that, during the initial stage of the simulation when a2 and
a3 are decaying, the resulting departure from linear theory is indeed due to nonlinear
interactions and not from a loss of numerical accuracy at these small scales. To
confirm our findings, a second simulation is carried out with larger initial amplitudes,
with a1= 10−2, a2= 5× 10−3 and a3= 10−4. The resulting time evolution of the modal
amplitudes is shown in figure 3. The nonlinear interactions between the three modes
cause the results to be amplitude dependent and the larger initial amplitudes result in
stronger nonlinear forcing in this new case. As a result, similar characteristic features
are observed, but the stronger nonlinear resonant forcing causes the modal growth of
a2 and a3 to occur over a shorter time interval. The lightly damped a3 mode is once
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FIGURE 3. Time evolution of the amplitudes of three resonantly interacting wave
components with larger initial amplitudes. The plotted curves represent the simulation
results for a1 (- - - -), a2 ( ), a3 (— · —) and the linear theory prediction (——).

again the first to depart from linear theory, followed by the strongly damped a2 mode.
All three modes then continue to grow and resonantly exchange energy amongst each
other. It is important to note that in this case with the larger initial amplitude, the
minimum value of a2 is larger than in the previous case. This indicates that the
behaviour change is due to the interaction and not due to numerical inaccuracy. This
point is further exemplified in figure 4, which shows separate simulations of each
individual wave component without any resonant exchange. All three components
are plotted in the same figure to simplify the comparison with the resonant trial in
figure 2. Each mode is in excellent agreement with the theoretical solution. Without
the nonlinear resonant forcing, a2 and a3 only present with steady exponential decay,
and are well represented by linear theory.

In figures 2 and 3, the resonant modes present with weak oscillations around their
theoretical solutions. These oscillations may occur for two different reasons. The first
reason has to do with resolving the very small amplitude wave motions. Consider the
a2 mode shown in figure 2 for t∼O(7–15). The initial amplitude of the a2 component
was O(10−4). During the initial phase of the simulation, its amplitude reduces by
nearly two orders of magnitude and becomes very small. This small amplitude may
cause minor numerical errors in the phase relationship between the interfacial waves
and the velocity fluctuations. These discrepancies can result in small deviations in the
linear growth rate and produce the weak oscillations around the theoretical solution.
Second, previous studies by Campbell (2009) used numerical simulations to show
that, for linearly stable triads, resonant detuning and higher-order nonlinear wave
interactions can lead to weak higher-frequency oscillations of the resonant modes
around their theoretical amplitudes. These effects are generally weak (as shown by
the a1 mode in figure 3 for t>O(3)) and are overcome once the other resonant triad
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FIGURE 4. Time evolution of the individual (k1, k2, k3) Orr–Sommerfeld wave component
(without resonant interaction with other wave components). The plotted curves represent
the simulation results for a1 (- - - -), a2 ( ), a3 (— · —), and the linear theory
prediction (——).

components become sufficiently large and the resonant energy exchange dominates
the modal behaviour.

5. Turbulent flow case
The work in § 4 demonstrates that the nonlinear mechanism consisting of a coupled

linear instability with nonlinear resonant interactions, identified by Campbell & Liu
(2013, 2014) in the context of potential flow formulation, still exists in viscous laminar
flows. This section further examines the nonlinear mechanism under more complex
turbulent flows, in order to highlight the wide range of flow conditions for which this
mechanism can exist. It is important to note that this study focuses on the nonlinear
process that transfers energy from the linearly unstable waves to progressively longer
waves, and is distinctly different from the weak wave turbulence process that examines
the turbulent cascade of energy to the small capillary/dissipation scales (as described
in works such as Pan & Yue (2014)).

5.1. Problem description
The experiments carried out by Jurman et al. (1992) consist of shear-generated
interfacial waves in a co-current gas–liquid flow propagating through a small
rectangular channel. In each case, the flow consists of a turbulent gas, with a mean
gas Re ∼ O(4000–6300), flowing over a laminar liquid layer, with a mean liquid
Re ∼ O(5–70). Several experiments are carried out over a range of flow conditions,
and the resulting wave spectra show a wide range of interesting and distinct spectral
behaviours.
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Our original intention is to carry out direct numerical simulations at these
experimental operating conditions due to the low (numerically resolvable) Reynolds
numbers. Since these experiments are designed to capture marginally unstable wave
growth, excessive computational run times are required to simulate these cases. To
overcome this limitation, we use flow conditions similar to those reported in the
experiments of Jurman et al. (1992) (i.e. figure 7), but instead adjust the operating
conditions (Reynolds numbers and liquid depths) to generate waves with stronger
linear instabilities.

Therefore, in this work, we consider a turbulent (incompressible) gas flowing over a
shallow laminar liquid layer. Scaling by the gas density, viscosity, equilibrium depth,
and U = √(dg/ρg)|(dP/dx)| results in a dimensionless applied pressure gradient
of minus one and a Reynolds number of Re ≡ ρ1Ud1/µ1 = 533.21, along with
the remaining dimensionless governing parameters h ≡ d2/d1 = 0.26, Fr2 = 0.57,
r ≡ ρ2/ρ1 = 833.33, n ≡ µ2/µ1 = 555.55 and S = 0. The effects of surface tension
are ignored in this simulation in order to achieve larger linear growth rates. The
initially flat interface separating the two fluids is allowed to freely evolve under the
influence of the turbulent forcing from a naturally occurring interfacial instability. In
order to capture the nonlinear interfacial evolution under the influence of a turbulent
gas blowing over a laminar liquid layer, an accurate turbulent gas field must be
generated as the initial condition to this problem. Therefore, the simulations carried
out in this section are broken into two separate phases. The first set of simulations
is dedicated to developing accurate initial conditions of a statistically steady (fully
developed) turbulent gas field which blows over a laminar liquid layer. The second
set of simulations takes this initial condition and examine the fully nonlinear freely
deforming interface between the two fluids.

5.2. Generation of initial turbulent flow
The first phase of the simulation is dedicated to developing an accurate turbulent
initial condition that is used later during the second stage that carries out the
nonlinear evolving interface trials. The strategy for developing this initial condition
is constrained by several requirements. First, given that one of the primary objectives
of this work is to observe which wavelengths become unstable under the influence of
turbulent forcing, it is necessary for the interface to remain flat (η(x, t) = 0) during
the initial turbulent development phase. Second, since the liquid flow is laminar,
with ReL ∼ O(10), special attention is paid to the generation of the initial turbulent
gas field such that it does not corrupt the liquid layer and result in its transition to
turbulence.

Therefore, to generate a fully developed turbulent gas field while preserving the
interface and laminar liquid properties, the following numerical strategy is developed.
The initial condition is first set to the two-fluid laminar Poiseuille velocity and
pressure profiles given by

u =


Re
2n

dp̄
dx

z2 +C1z+C2, z ∈ [−h, 0]
Re
2

dp̄
dx

z2 +C3z+C4, z ∈ [0, 1]
(5.1a)

p =


− r

Fr2
(z+ h), z ∈ [−h, 0]

− 1
Fr2

(z+ rh), z ∈ [0, 1],
(5.1b)
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Re Fr2 r≡ ρ2

ρ1
n≡ µ2

µ1
Lx Ly h Mesh(Nx,Ny,Nz) (1x+i , 1y+i , 1z+i )

533.21 0.57 833.3 555.5 6 4 0.26 2562 × 128 (8.81, 5.87, 2.94)

TABLE 1. Computational parameters used in the direct numerical simulations where the
(1x, 1y, 1z)+ = (1x, 1y, 1z)u∗i/νu.

with

C1 =−dp̄
dx

Re(n− h2)

2n(n+ h)
, C3 = nC1

C2 =−dp̄
dx

Reh(1+ h)
2(n+ h)

, C4 =C2,

 (5.2)

where h≡ d2/d1, r≡ ρ2/ρ1, and n≡µ2/µ1. In order to prevent the turbulent transition
of the liquid layer, the problem is adjusted to that of a single-phase pressure-driven
Couette flow between two rigid walls. The upper wall remains stationary, while the
lower wall moves horizontally (in the positive x-direction) at the interface velocity
of the two fluids given by (5.1a). Reformulating the problem from a two-phase to
a single-phase flow reduces the computational cost and ensures that the interface
remains flat while the gas layer reaches a fully developed state. By requiring that
the lower wall moves at the interface velocity, this method implicitly enforces that
the liquid layer is laminar and will therefore be well conditioned for the next stage
of two-phase simulations. Comparisons against the turbulent velocity profiles from
Naraigh et al. (2011) show this to be a good approximation. Converting the initial
turbulence generation problem to that of a single-phase flow also has the added
benefit of not requiring that the initial round of simulations complies with the small
two-fluid VOF time-step constraint (Weymouth & Yue 2010, (21)) and allows the
simulations to run with a larger time step based off of a single-fluid formulation.

In order to force the velocity field to transition to turbulence, a random divergence-
free velocity field (whose magnitude is O(10 %) of the maximum velocity of the
laminar mean flow) is superposed on the initial laminar velocity field. Initially, this
random velocity field is not representative of the proper turbulent statistics. However,
by allowing the numerical algorithm to have a ‘warm-up’ period to evolve, the velocity
field forces the transition to turbulence, and allows the turbulent fluctuations to recover
physically realistic statistical distributions.

The length of the computational domain in the x-direction and y-direction is chosen
to be large enough such that the two-point correlation of the energy spectra would
decay to zero for large separation values. Once an accurate fully developed turbulent
velocity field was generated, a linear stability analysis was used to confirm that all
unstable wavenumbers are resolved within the domain. Additionally, a resonance
analysis was also carried out to identify the longest resonant mode and ensure that
the domain is sufficiently long to capture it. For all cases, the grid spacing in the
z-direction is selected such that there are a few points within the viscous sublayer.
For the structured uniform grid used by this numerical method, the first point is
located at a distance of z+ =1z+/2 from the interface and wall. A summary of the
relevant computational parameters used in this simulation is listed in table 1.

To generate an accurate initial turbulent field, the initial solution is integrated
forward in time until the velocity field reaches a statistically steady state (identified
by a linear profile of the total stress). Once this condition is satisfied, the velocity
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FIGURE 5. Mean-velocity profile for (a) interfacial region and (b) wall region: numerical
simulation (E) and asymptotic approximation (- - -) for viscous sublayer and log layers.
Note that in (a) the mean velocity approaches the interface velocity as z+i → 0, while in
(b) the mean velocity approaches zero (due to the stationary wall boundary condition) as
z+w → 0.

field is integrated further in time in order for a time average of various statistical
quantities to be determined. Based on the viscous length scale δ∗ = νu/u∗i and the
interfacial friction velocity u∗i=√τi/ρu, a dimensionless time scale t∗= (δ∗/d1)(U/u∗i)
is used to guide the selection of the sample rate for the time averaging. In this paper,
a sampling rate of 1t = 0.01 is used. To improve the volume of statistical samples,
all quantities are averaged over the horizontal planes (x and y). Therefore, for the
remainder of this section, all ( ) refer to quantities that are averaged over x, y and t,
while ( )′ refers to turbulent fluctuations.

Using this numerical treatment, the resulting profiles of the turbulent mean flow,
made dimensionless by the interfacial- and wall-shear velocities, are shown in
figures 5(a) and 5(b), respectively. The dashed line represents the law of the wall
and the log-law profiles. Within the interfacial and wall (denoted by the subscripts
i and w respectively) viscous sublayers, z+i , z+w < 5, the numerical results follow
the linear law of the wall profiles given by u+i = U(0)U/u∗i + z+ and u+w = z+,
where u∗i = (τi/ρu)

1/2. Excellent agreement is observed. In the log-law region, the
computational results are in agreement with the logarithmic velocity profile with
u+i/w = (1/κ) log z+ + Bi/w, with κ = 0.41 being the von Kármán constant and the
constants Bi = 6.5 and Bw = 6, respectively. The mean of the v- and w-velocity
components, denoted as V and W, respectively, are calculated and averaged, resulting
in max |V| ∼O(0.01) and max |W| ∼O(10−14). While V� 1, as expected, its non-zero
magnitude is a numerical artefact due to the sampling frequency used for the time
averaging.

Additional mean flow parameters are computed to assess the quality of the mean-
velocity profile. The wall stress, normalized by the interfacial stress, is of the form

−τw

τi
= 1+ dP̄

dx
d1

τi
= 1−

(
Re

Re∗i

)2

. (5.3)

Numerically evaluating the interfacial and wall stress along with the Reynolds number
based on the interfacial friction velocity Re∗i produces the effective Reynolds number
Ree = 532.11, which is in close agreement with the prescribed Reynolds number of
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Ree Remean Remax Umean/uτ ,i Umax/uτ ,i Umax/Umean uτ ,i/uτ ,w

533.21 6117.43 7054.76 16.27 18.76 1.15 0.99

TABLE 2. Characterization of the time-averaged streamwise velocity profile.

Re = 533.21. The small error in the computed interfacial and wall stresses results
in approximately 0.2 % error in the Reynolds number. Additionally, the bulk mean
velocity, defined as

Umean = 1
d1

∫ d1

0
Ū dz (5.4)

is calculated as well as the maximum velocity (Umax). A summary of the resulting
computed parameters is reported in table 2. Additional validation and examination of
the initial turbulent solution is well documented in Campbell (2015).

5.3. Nonlinear interfacial evolution of turbulent gas–laminar liquid flow
The turbulent velocity field developed in the previous section is used as an initial
condition to the two-fluid nonlinear evolving interface problem. For this second stage
of the simulation, the solution is adjusted to run on a domain spanning (x, y, z) ∈
[0, Lx] × [0, Ly] × [−h, 1] and grid spacing (1x, 1y, 1z)= (Lx/Nx, Ly/Ny, (1+ h)/Nz),
with (Lx, Ly, h) being defined in table 1. With this numerical grid, the turbulent field
and fluid interface are sufficiently well resolved to observe the formation and evolution
of the instability–resonance mechanism. This is confirmed in several different ways.
First, the theoretical growth-rate spectrum, which is presented in § 5.3.2, shows that
the dominant unstable energy of the spectrum is contained among the wavenumbers
kx < 15. Even if we conservatively consider resonant wavenumbers up to kx = 30, the
numerical mesh has a horizontal resolution that resolves this small wavelength with
approximately nine grid points per wavelength. Second, the initial condition discussed
in § 5.2 was calculated on a mesh which resolved the fields well into the viscous
sublayer, and the mean-velocity profile is in excellent agreement with the asymptotic
viscous sublayer and log-layer models. Furthermore, the results that are presented in
the following sections are shown to be in close agreement with the linear stability
analysis, and present with interfacial features that are consistent with those observed
in physical experiments.

The initial velocity and pressure fields are defined such that the liquid layer is
governed by the laminar fields given by (5.1), while the gas layer is given by
the direct numerical simulations’ turbulent velocity and pressure field. Trilinear
interpolation is used to transfer the turbulent solution from the single-phase domain
to this new two-phase domain. The manner in which the initial single-phase turbulent
gas field is generated ensures that the current interpolated initial condition satisfies
the proper velocity and pressure continuities at the interface.

5.3.1. Nonlinear wave-field evolution
Using these flow conditions, the nonlinear time evolution of the interface is

examined and the presence of resonant wave interactions is identified. The interfacial
position is calculated every 1t = 0.02 from the VOF volume fraction distribution
using a second-order approximation given by η(xi, yj, t)=Σk[1− f (xi, yj, zk)]1z− h.
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FIGURE 6. Time evolution of the interfacial elevation at (a) t = 0.2209, (b) t = 23.253,
(c) t = 44.9588, (d) t = 71.7444, (e) t = 100.3539, and ( f ) t = 127.0727. Note that (a,b)
share a common colour-bar range while (c–f ) share a different common colour-bar range.

Figure 6 shows the time evolution of the interface under the influence of the
turbulent gas blowing over a laminar liquid layer. At t= 0, the interface is perfectly
flat with η(x, y, t= 0)= 0. As the simulation begins, the turbulent fluctuations interact
with the interface, generating small-amplitude high-wavenumber streamwise and
cross-stream perturbations, as shown in figure 6(a). Continued interaction between gas
turbulence and fluid interface causes the perturbations to slowly turn into long streaks
with strong cross-stream variations which propagate in the streamwise direction, as
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FIGURE 7. Linear wave frequency and growth-rate spectrum computed using the
quasilaminar hypothesis and with the mean-velocity profile obtained through direct
numerical simulation.

shown in figure 6(b). Eventually, the natural interfacial instability(ies) cause the
interface to transition from small-amplitude noise to a spectrum of two-dimensional
wave disturbances, as shown in figure 6(c). This transition from noise to the
two-dimensional fluctuations results in these two-dimensional perturbations being
the dominant interfacial wave features, as shown in figure 6(d). Despite the strong
growth and dominance of these two-dimensional wave components, the presence of
weak cross-stream fluctuations prevents the interface from developing into purely
monochromatic wave trains.

As the unstable wave components become steep, the interface eventually becomes
bounded by nonlinearity, which results in the transition from the high-wavenumber
interfacial modes to longer-wave components. This process is highlighted in
figure 6(e). This transition to longer-wavelength disturbances culminates in the
formation of a single large-amplitude pulse on an otherwise gently sloped interface.
Eventually, this pulse becomes fully developed, as shown in figure 6( f ), and
continues to propagate in the streamwise direction with nearly uniform amplitude
in the y-direction. This type of wave formation is similar to those observed in the
experimental measurements of Bruno & McCready (1988) and Jurman & McCready
(1989), in which they showed that for a flow (with similar fluid properties) with a
sufficiently high gas Reynolds number and a liquid Reynolds number of O(1–100),
steady solitary waves (or thin-film roll waves) would form on the interface and
propagate downstream with nearly constant shape.

5.3.2. Comparison against linear stability analysis
To understand the dynamics of these unstable two-dimensional waves observed

in the numerical simulations, comparisons against linear stability predications are
made. Using the time-averaged velocity profile, analysed in § 5.2, and utilizing the
quasilaminar hypothesis described in § 2.1.2, the theoretical wave frequency and
growth-rate spectrum is calculated. Figure 7(a) shows that the linear wave frequency
experiences a nearly linear dependence on the wavenumber. The growth-rate spectrum,
shown in figure 7(b), presents an unstable band of wavenumbers within the range
k ∈ [3.26, 7.70], with the peak growth rate occurring at k= 5.63.
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FIGURE 8. Time evolution of the linearly unstable two-dimensional Fourier interfacial
modes obtained from direct numerical simulation of turbulent wave growth for (a) k4,
(b) k5, (c) k6, and (d) k7.

Using a standard Fourier analysis of the interfacial elevation

η(x, y, t)=
Nx/2−1∑
−Nx/2

Ny/2−1∑
−Ny/2

η̂(kx, ky, t)e2πi(kxx+kyy), (5.5)

the two-dimensional Fourier interfacial modes, denoted by aj(t)= η̂(kx = j, ky = 0, t),
are examined to confirm the predictions made by the turbulent linear stability analysis,
and the discrete Fourier modes are scaled as kj = j(2π/Lx).

The phase-resolved modal amplitudes, defined as 2Re{aj(t)}, allow for the dominant
interfacial wave frequencies to be obtained. Figure 8 shows the magnitude of the
modal evolution, |2Re{aj(t)}|, of the integer interfacial wavenumbers predicted to be
unstable by the linear stability analysis. For the initial growth phase, the behaviour
of the unstable wavenumbers is consistent with the predictions of the linear stability
analysis. The a4(t) mode, shown in figure 8(a), experiences weak exponential growth
which is consistent with the linear stability analysis identifying the neutral point in
the vicinity of k = 3.26. The a5(t) mode initially shows slow exponential growth,
but experiences a slight disruption in its growth around t ∼ 50. The linear stability
analysis identifies that the maximum growth occurs at kpeak = 5.63. The a6(t) mode,
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kj = j(2π/Lx) k1 k2 k3 k4 k5 k6 k7 k8 k9 k10

ωR(OS) 0.7381 1.4393 2.0738 2.6452 3.1610 3.6312 4.0657 4.4726 4.8582 5.2269
ωR(FFT) 0.6122 1.2627 2.0279 2.6018 3.1758 3.7497 4.3236 4.9741 5.5863 6.2368
ωR(HWP) 0.5714 1.1821 1.7580 2.4782 3.0506 3.5387 4.0550 4.5661 5.1306 5.7089

TABLE 3. Comparison of Orr–Sommerfeld theory to two-dimensional modal frequencies
obtained from surface reconstruction from direct numerical simulations of turbulent wave
growth identified through fast Fourier transform (FFT) and half-wave period (HWP)
analysis of |2Re{aj(t)}|.

shown in figure 8(c), experiences the strongest exponential growth, with a7(t) also
showing steady exponential growth. At a time around t∼O(70–80), the modes begin
to become nonlinearly bounded, and some Fourier modes experience a rapid reduction
in amplitude. This time corresponds to the transition from a wavy regime, shown in
figure 6(d), to a regime dominated by the solitary wave, shown in figure 6(e). For
such a disturbance, the wave profile can no longer be adequately described by a few
Fourier modes, but requires a spectrum of modes. The detailed time histories of only
a few modes are presented in figure 8 to highlight the instability, but the evolution of
the wavenumber spectrum is discussed later in § 5.3.3 (figure 10).

Figure 8 shows clear harmonic oscillations in the time history, permitting a
temporal Fourier transform to be calculated to determine the dominant frequency
content of each interfacial mode. The length of the time history yields a temporal
Fourier transform with a frequency spacing of 1ω ≈ 0.0383. Since this constant
1ω may lead to inaccurate estimates of the resonance strengths and distribution
(discussed in § 5.3.3), a second alternative estimate of the wave frequency is used.
Due to the regular sinusoidal behaviour of the phase-resolved modal amplitudes
(2Re{aj(t)}), the time between successive zero-crossings (half of a wave period)
could be calculated and used to measure the wave frequency. A comparison of the
theoretical and numerically estimated mean wave frequencies is presented in table 3
for the first ten two-dimensional wavenumbers. Both numerical estimates exhibit a
regular increase in frequency with wavenumber. Overall, good agreement is observed
between the theoretical and simulation frequency spectrum. Some deviation between
the theoretical and numerical estimates is expected due to the nonlinear departure
away from exponential growth, nonlinear adjustments to the dispersion relationship,
and limitations inherent in the quasilaminar hypothesis.

5.3.3. Resonant mode identification
Section 2.2 describes the resonance conditions which must be satisfied in order

for energy exchange to occur through nonlinear wave–wave interactions. Namely, the
wavenumbers must satisfy k3 = k1 − k2 and the frequencies must obey ω1 − ω2 =
ω3+σ , with |σ |� 1. Using the wave frequencies calculated in § 5.3.2, the distribution
and resonance strength (measured by the magnitude of the detuning parameter |σ |) is
examined in order to provide an understanding of the resulting long-term nonlinear
interfacial behaviour.

A wavenumber grid was made with k1, k2 ∈ [1, 10]. For each (k1, k2) combination,
the local difference wavenumber (k3) was evaluated. For each wavenumber triad
{k1, k2, k3}, the average wave frequency ωj(kj)( j = 1, 2, 3) was obtained using the
frequency estimates obtained in § 5.3.2, and then used to evaluate the resonant
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FIGURE 9. Distribution of two-dimensional triad resonance (k1, k2, k3 = k1 − k2 > 0)
strength measured by the frequency detuning parameter σ ≡ω1 −ω2 −ω3.

detuning σ = ω1 − ω2 − ω3. The discrete Fourier transform of the wave amplitude
histories produces a frequency spectrum with constant 1ω increments. Since this
regular spacing of the frequency spectrum can lead to artificial zeros when evaluating
σ , the half-period wave frequency estimate, described in § 5.3.2, is used for the
evaluation of σ . The resulting distribution of σ over the (k1, k2)-space (with k1 > k2)
is shown in figure 9.

Over the range of wavenumbers considered, σ ∼ O(0.001–0.4), indicating that
there are both strong and weak triad resonances within the wavenumber spectrum.
According to our estimate of the Orr–Sommerfeld (O.S.) growth-rate spectrum, shown
in figure 7(b), the linearly unstable (integer wavenumber) OS modes are predicted
to fall within k ∈ [4, 7]. Within that range, there are two strong resonances. The
first is a strong subharmonic resonance between (k1, k2, k3) = (6, 3, 3). This is not
very surprising, given that the mean flow conditions of this simulation are similar to
those in Jurman et al. (1992, figure 7), which presents with a prominent subharmonic
resonance. The second strong resonance occurs among (k1, k2, k3) = (5, 4, 1) (along
with (k1, k2, k3) = (5, 1, 4), which is an equivalent triad combination). In both of
these resonances, k = 5 and k = 6 are wavenumbers near the peak of the theoretical
growth-rate spectrum, and are shown in figures 8(b) and 8(c) to be experiencing
strong regular growth early on in the simulation. This set of triad and subharmonic
resonances takes energy from the linearly unstable components (k = 5, 6) and feed
energy to the linearly damped portion of the wavenumber spectrum (the k= 4, 1 and
k= 3 components). Additional near resonances are observed in figure 9, such as those
for k1 ∈ [6, 8] with k2 = 1 − 2 and k1 = 6 with k2 ∈ [2, 4]; however, the magnitude
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FIGURE 10. Time evolution of two-dimensional wavenumber modal amplitudes |aj(t)| =
|η̂(kx = j, ky = 0, t)| for j= 1, 2, . . . , 15.

of the detuning parameter is likely to cause these to have a slightly weaker effect
compared to the other strong resonances. There are also strong resonances among the
long-wave components (k1, k2 < 3); however, their being linearly stable causes them
to redistribute the energy (supplied by the strong triad and subharmonic resonances)
among the other long-wave components.

The impact of these resonant interactions can be more clearly observed in figure 10,
which presents the time history of the amplitudes for the two-dimensional interfacial
Fourier modes. From t ∈ [0, 40], the modal amplitudes (of the two-dimensional
Fourier components) are nearly zero. Starting around t∼ 40, a band of wavenumbers
ranging from k = 5–7 appears to start growing. These initially growing components
are consistent with those predicted by the linear OS growth-rate spectrum shown
in figure 7(b). A few long-wave components near k ≈ 1 also experience some
small growth, but quickly decay by t ≈ 60, while the OS band of wavenumbers
maintain regular growth. Beginning around t ≈ 70, the unstable OS waves appear to
become nonlinearly bounded, at which point, around t ≈ 75–80, the strong growth
is observed in a2(t), a3(t) and a4(t). This growth is due to the strong subharmonic
resonance between the k1 = 6 and k2 = 3 and the weaker triad interactions between
(k1, k2, k3) = (6, 4, 2), and an assortment of other weaker resonance coupled to the
large-amplitude a7 component. This interaction period, ranging from t ∈ [65, 90],
transfers energy to the linearly stable intermediate range wavenumbers (k = 2–5).
The strong triad resonance among the long-wave components, identified in figure 9,
causes this energy to be passed to even longer scales, and eventually concentrates
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around k = 1, resulting in the large-amplitude (nearly monochromatic wave) shown
in figure 6( f ). This process is consistent with the characteristic behaviours of the
coupled instability–resonance mechanism.

In summary, this section analyses the results of direct numerical simulations of a
turbulent gas blowing over a laminar liquid layer. Over the course of the nonlinear
interfacial evolution, distinct changes are observed in the interfacial deformation, as
shown in figure 6. Decomposing the interface into its spatial Fourier components
allows for the dominant wave frequencies to be observed and compared against
a turbulent Orr–Sommerfeld model of the dispersion relationship. Good agreement
is obtained. Examination of the frequency spectrum presents a number of strong
triad/subharmonic resonances which involve both the fastest growing and other
marginally stable modes. Examination of the time evolution of two-dimensional
wavenumber modal amplitudes shows that the evolution of the interface is clearly
dominated by the coupling of the interfacial instability and nonlinear resonances.
Together, these results give strong support to the existence and strength of the
coupled instability–resonance mechanism. In the following section, this analysis is
extended to experimental data, and similar findings will be observed.

6. Direct observation of coupled instability–resonance mechanism in experimental
measurements
In this section, we consider the experiments of Jurman et al. (1992), which consist

of air blowing over different glycerine–water solutions (with the liquid viscosity
ranging between 8–20 cP) within a 30 cm wide, 2.54 cm high and 9 m long
horizontal rectangular channel. Wave probes stationed along the channel are used
to measure the interfacial wave elevation and determine the frequency spectrum
as a function of fetch (distance from the inlet). From these measurements, the
initially unstable wave modes are identified along with the resulting nonlinear
spectral evolution. Measurements of the wave field exhibit strong dependencies on the
flow conditions, and present with a wide range of spectral features. A bicoherence
spectrum is used to identify possible nonlinear coupling in Jurman et al. (1992). Using
these measurements, we demonstrate the presence of a coupled instability–resonance
mechanism that controls the interfacial wave evolution. For brevity, we consider only
a few representative cases in the experiments of Jurman et al. (1992) which show
the prominent spectral features.

For each case, an approximation of the mean-velocity profile in each fluid is used
in conjunction with the turbulent Orr–Sommerfeld stability analysis (while invoking
the quasilaminar hypothesis described in § 2.1.2) to produce an estimate of the linear
wave frequency and growth-rate spectrum. This theoretical dispersion relationship is
compared against the experimentally measured wave spectrum. Analysis of the wave
frequency spectrum is used to identify any strong subharmonic or triad resonant wave
interactions. It is found that there is a clear overlap between the band of linearly
unstable wavenumbers (frequencies) and the range of wavenumbers (frequencies) that
are components of strong subharmonic/triad resonances. This wavenumber overlap
supports the existence of a coupled instability–resonance mechanism that plays a
dominant role in the formation and growth of linearly stable long waves in physical
systems.

6.1. Method for turbulent mean flow estimation
For each of the experimental trials, Jurman et al. (1992) reported liquid and gas
Reynolds numbers, liquid depth, average gas velocity, and the liquid’s dynamic
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Case Re(E)l Re(E)g h(E)l (cm) U(E)
air (m s−1)

dp̄
dx

(N)

(N m−3) Re(N)l F (N)

1 14 5150 0.45 3.7 −6.73 9.13 1453.38
2 5 6300 0.36 4.3 −8.03 7.13 1198.48
3 35 4200 0.55 3.2 −5.62 11.40 1724.91

TABLE 4. Selected case conditions from Jurman et al. (1992) for a 2.54 cm deep channel
with dp̄/dx being found using the analytic models developed by Naraigh et al. (2011)
(equation 14). Experimental and numerically defined values are denoted by superscript
(E) and (N). Liquid viscosity and surface tension are set to be µL = 10 cP and γ =
0.06 N m−1.

viscosity. In order to carry out a linear stability analysis, a pressure-driven velocity
profile must be generated which closely satisfies the experimental operating conditions.
Direct numerical simulations of the flow can be used to produce the mean-velocity
profile; however, due to the number of experimental cases and the requisite high
computational expense, this approach is too expensive and inefficient. Instead, the
work by Naraigh et al. (2011) (equation 14) provides a model for the time-averaged
mean-velocity profile for a two-fluid turbulent gas-laminar liquid (or turbulent
gas-turbulent liquid) flow of the form

U(z)=



1
2µL

dp
dx
(z2 − h2

L)+
τi

µL
(z+ hL), −hL 6 z 6 0

U(0)+ τihG

∫ z/hG

0

1+ hG

τi

dp
dx

s

µG + κρGhGU∗i√|R| G(s)ψi(s)ψw(1− s)
ds, 0 6 z 6 hG,

(6.1)
where R = τi/τw is the ratio of the interfacial to wall shear stresses, U∗i is the
interfacial friction velocity in the gas layer, κ = 0.4 is the von Kármán constant,
G is an interpolation function designed to reproduce the ‘law of the wall’ near
the interface and the upper wall, and ψi,w are the interfacial and wall functions
respectively. Comparisons of this model with direct numerical simulations show this
method to be accurate for flows with moderate to high Reynolds numbers. Utilizing
the turbulent velocity profile given by (6.1), and specifying the mean velocity of
the gas as an input, a unique pressure gradient can be calculated for a turbulent
gas-laminar liquid flow. This solution strategy is applied to several of the flow
conditions in Jurman et al. (1992), and the resulting pressure gradient, numerical
liquid Reynolds number (based on the mean velocity), and the density-weighted
reciprocal of the Froude number (F ≡ gd1(r − 1)/U 2) are given in the last three
columns of table 4.

In each case, the gas Reynolds number is satisfied by definition of the solution
strategy, while the experimentally reported values of the liquid flow conditions are
reproduced to within a reasonable level of accuracy. This discrepancy is attributed to
a few features. First, it is unlikely that the experimental apparatus is able to achieve
a perfect fully developed turbulent profile in the entrance region of the channel.
Therefore, some small deviation from the modelled velocity profile is expected.
Second, the experimental wave probe measurements exhibit oscillations in the mean
liquid depth. Such variations can perturb the velocity profile and result in a small
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FIGURE 11. Numerically computed (a) wave frequency and (b) growth rate in Case 1
with the gas Re being increased by (0, 10, 20, 30, 40)% with hL = 0.44 cm (——) and
hL = 0.48 cm (– – –). (Note that in (a), all of the curves for a given liquid depth (but
different values of Re) are graphically indistinguishable from each other.)

departure from the model profile. However, this level of accuracy shown in table 4
will be shown to be sufficient, and present with accurate comparisons against the
experimental measurements. Additionally, a turbulent linear stability analysis of the
experimental flow conditions listed in table 4 is found to be marginally stable (as
shown in figures 11b, 14b and 17b). This is not surprising, in light of the reasons
listed earlier in this paragraph. In order to examine the interfacial stability, while
acknowledging the effect of these weak inconsistencies between the experimental and
modelled flow conditions, a sensitivity analysis is carried out to show the robustness
of our reported findings. For each test, the flow conditions based on table 4 are used
along with flow conditions based on slightly perturbed gas Reynolds numbers. An
additional set of tests are carried out using a perturbed liquid depth. Such a study
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shows the consistency of our predicted behaviour and validates that our conclusions
are true within the neighbourhood of the experimental parameter space.

6.2. Method for resonance identification
Using the modelled velocity profile described in § 6.1, a turbulent Orr–Sommerfeld
analysis is carried out for the determination of the interfacial wave frequency and
growth rates. Using this calculated spectrum, a grid search is conducted to identify
all possible modes that satisfy the subharmonic and triad resonance conditions, stated
as {k2 − k1/2 = 0, ω2 − ω1/2 = σsub} and {k2 − k1 − k3 = 0, ω2 − ω1 − ω3 = σtriad},
respectively. As in § 2.2, σsub/triad denotes the resonance detuning parameter. Values of
this parameter closest to zero indicate the strongest resonant modes in the spectrum.

Due to the large volume of frequencies associated with each wavenumber in the
discrete Orr–Sommerfeld spectrum, a large number of possible resonant combinations
may exist. However, many of these modes may present with strong linear decay rates
which are O(−103). Given these high damping rates, it is not expected that these
modes would play a significant role in energy transfer and result in long-wave growth.
Therefore, a filter is imposed to the resonance analysis, which only allows modes
where ωi >−0.2 be considered. Sensitivity studies are carried out to demonstrate that
this value of min{ωi} does not alter the robustness of the resulting trends.

6.3. Strong subharmonic resonance case
Case 1 from table 4 corresponds to the experimental results shown in Jurman et al.
(1992, figure 7). The experimental wave spectra show that, during the initial phase
of evolution, a fundamental mode with a frequency of approximately 7–9 Hz forms
due to a linear instability. Wave probe measurements of the wave speed provide
an estimate of 2.3 cm for the wavelength of this fundamental mode. As the wave
propagates down the length of the channel, the wave spectrum evolves, adjusting
the fundamental wave frequency to be centred at ffund ≈ 9–10 Hz. Eventually, as the
waves become steeper, the interface develops a strong subharmonic component with a
frequency that is approximately half the frequency of the unstable fundamental mode
( fsub = 1/2ffund).

In order to demonstrate that this experimentally observed spectral evolution is due
to the coupled instability–resonance mechanism, it is necessary to show that: (i)
the fundamental mode is linearly unstable while the subharmonic is linearly stable
(or damped), (ii) the frequencies of the unstable modes are consistent with the
experimental measurements, and (iii) the unstable fundamental and the subharmonic
frequencies and wavelengths (wavenumbers) satisfy the subharmonic resonance
conditions.

Figures 11(a) and 11(b) show respectively the wave frequency and growth-rate
spectra predicted by the turbulent Orr–Sommerfeld stability analysis with the flow
conditions of Case 1. To show the sensitivity of these curves to the flow conditions,
the results at two liquid depths of hL= 0.44 cm and 0.48 cm with five perturbed gas
Reynolds numbers (for each hL), Re=Re(E)G,mean(1+ ( j/100)), with j= 0, 10, 20, 30, 40,
are displayed and compared. The frequency exhibits only a weak dependence on gas
Reynolds number Re and hL, while the growth rate (ωI) shows a regularly increasing
trend with Re and hL. As Re is increased, the wavelength corresponding to the
peak growth rate, λ(ωI,max), experiences a small, but consistent, downshift to smaller
values. For clarity, ωI,max, λ(ωI,max) and f (ωI,max) for each of these perturbed cases
are documented in table 5. In the experimental measurement, the frequency of the
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hL 1{Re} ωI,max {λ, f ;ωI,max} f (ωi = 0) {λ, f ; σmin}ωI>0 |σ( fpeak)|
0 −0.53 2.78, 7.87 — — —

10 −0.36 2.51, 8.74 — — —
0.44 20 −0.21 2.32, 9.53 — — —

30 −0.06 2.17, 10.22 — — —
40 0.08 2.05, 10.88 8.24, 12.96 2.54, 8.58; O(10−4) O(0.3)

0 −0.37 2.67, 8.44 — — —
10 −0.20 2.45, 9.21 — — —

0.48 20 −0.05 2.29, 9.91 — — —
30 0.09 2.15, 10.56 7.93, 12.79 2.30, 9.76; O(10−4) O(0.1)
40 0.22 2.04, 11.16 6.80, 14.75 1.98, 11.38; O(10−4) O(0.03)

TABLE 5. Peak growth rate (ωI,max) and corresponding wavelength (λ(ωI,max)) and
frequency ( f (ωI,max)) as a function of gas Reynolds number perturbation (1Re) and liquid
equilibrium depth (hL) in Case 1. 1{Re} = Re(E)G,mean(1 + (∆/100)). The fifth column
represents the frequency band of linearly unstable waves (with a line indicating a stable
spectrum). The sixth column represents the wavelength (λ) and frequency ( f ) of the
unstable fundamental mode corresponding to the strongest subharmonic resonance (shown
in figure 12 for which σmin ≡ min |σ |). The last column represents the magnitude of the
subharmonic resonance detuning parameter (σ ) for the fundamental mode of peak growth
rate. (hL, λ: cm; f : Hz; ωI,max, σ : rad s−1.)

initial unstable disturbance is centred around 7–9 Hz, and drifts towards 9–10 Hz
with increasing fetch. The frequencies of unstable waves predicted by linear theory
are in good agreement with those measurements. The range of λ(ωI,max) is within
O(10 %) of the experimentally measured value.

The series of growth-rate curves, shown in figure 11(b), demonstrate that, for a
sufficiently large perturbation, only a small band of wavelengths centred around the
fundamental mode become linearly unstable. For small fetch, the experiments indicate
that there is no wave growth near the subharmonic frequency. The theoretical spectrum
is consistent with this observation, and shows that in the vicinity of subharmonic
mode, denoted as fsub = 1/2ffund, λsub = 2λfund, all of the modes are linearly damped.
Therefore, any observed growth of the subharmonic mode should not be due to the
Orr–Sommerfeld instability, and is expected to be attributed to the nonlinearity of the
flow.

Figure 12 shows the magnitude of the subharmonic resonance detuning parameter
as a function of fundamental wave frequency, σ( f ), for the unperturbed liquid depth
(hL = 0.44 cm) and perturbed depth (hL = 0.48 cm). (Note that each symbol shown
in figure 12 denotes a single subharmonic resonant pair. There is no requirement
for the σ( f ) curves to be continuous, and isolated resonant pairs are permitted
to exist.) For both liquid depths, when Re is unperturbed, there are no strong
subharmonic resonances in the spectrum, since min{σ } = O(0.07–0.1). However, as
Re is increased, strong subharmonic resonances are formed. For a 40 % perturbation
of Re at hL = 0.44 cm, a strong subharmonic resonance is identified with |σ | ≈ 0 at
f (σ ≈ 0)= 8.58 Hz. Analogously, for hL= 0.48 cm, strong resonances are identified at
f (σ ≈ 0)= 9.76 Hz and 11.38 Hz for 30 % and 40 % perturbations of Re, respectively.
Significantly, the fundamental wave modes at these f (σ ≈ 0) values under the
associated flow conditions are linearly unstable, since these f (σ ≈ 0) values fall
in the bands of unstable wave frequencies, as shown in table 5. Together, these show

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

01
6.

63
6 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2016.636


466 B. K. Campbell, K. Hendrickson and Y. Liu

0 5 10 15

0 5 10 15

0.10

0.05

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.10

0.05

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

f (Hz)

(a)

(b)

FIGURE 12. Computed value of σ = |ω2 − ω1/2| for Case 1 from table 4 with gas Re
being increased by 0 % (E), 10 % (6), 20 % (∗), 30 % (@), and 40 % (‹) for (a) hL =
0.44 cm and (b) hL = 0.48 cm.

the existence of the coupled instability–resonance mechanism in a laboratory setting,
which can cause the growth of the linearly stable subharmonic mode through energy
transfer from the linearly unstable fundamental mode. Moreover, the shape of these
σ( f ) curves in the vicinity of σ ≈ 0 indicates that this region of strong resonance is
narrow banded, with only a small frequency range presenting with |σ |6O(10−2). This
is consistent with the experimental observation that only a narrow band of frequencies
centred around ffund and fsub achieves significant wave growth in the channel. We note
that a second set of subharmonic resonances in the lower frequency range, such as
those of f ∼ 3.7 Hz in figure 12(a) and f ∼ 3.4 Hz in figure 12(b), are irrelevant,
since the associated fundamental modes are predicted to be linearly stable/damped.

Figure 12 shows that the increase in Re and hL shifts f (σ ≈ 0) to higher wave
frequencies (and smaller wavelengths). Table 5 lists the frequency f (σ ≈ 0) and the
corresponding wavelength λ(σ ≈ 0) under the perturbed flow conditions. It is seen
from table 5 that, as Re is increased, both λ(ωI,max) and λ(σ ≈ 0) decrease (while the
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FIGURE 13. Computed value of σtriad = |ω1 − ω2 − ω3| for Case 1 from table 4 with a
40 % perturbation of Re and hL = 0.44 cm. Shown is (k1, k2)-space with k1 > k2, with the
space reduced to include only linearly unstable k1 or k2 modes.

corresponding wave frequencies increase). As the perturbation increases and finally
destabilizes the interface (causing max{ωI} > 0), λ(ωI,max) and λ(σ ≈ 0) quickly
approach each other, indicating the presence of a strong coupled instability–resonance
process. For the unperturbed liquid depth case (hL = 0.44 cm), the interface becomes
unstable with a 40 % increase in Re, at which the difference between λ(ωI,max) and
λ(σ ≈ 0) is O(20 %). For the perturbed liquid depth case (hL= 0.48 cm), the interface
becomes unstable with 30–40 % perturbations of Re, the resulting deviation between
λ(ωI,max) and λ(σ ≈ 0) is O(7 %) and O(2 %), respectively. This trend indicates that
the effects of the coupled instability–resonance mechanism on the growth of linearly
stable subharmonic waves become stronger as Re and hL are increased. This is also
reflected by the value of |σ | for the fundamental mode of peak growth rate, which
is closer to zero as Re and hL are increased, as shown in table 5.

The analysis for subharmonic resonant interactions can be extended to account for
triad wave interactions that satisfy the conditions k1 − k2 − k3 = 0 and ω1 − ω2 −
ω3= σtriad. Due to the additional wavenumber component in this analysis, the resonant
detuning results across the entire perturbed Re range cannot be collapsed onto one
plot. Therefore, only a representative case is shown. Figure 13 shows the variation of
the minimum σtriad across the (k1, k2)-space (for k1 > k2). Since our interest is in the
combined instability–resonance mechanism, figure 13 reduces (k1, k2)-space to only
those wavenumbers for which one or both of the (k1, k2) modes are linearly unstable.
The horizontal and vertical black lines contain the linearly unstable wavenumbers,
while the dashed line indicates the wavenumber corresponding to the peak growth rate.
The strongest resonances are found to be in the vicinity of k1 ≈ 2.5 cm−1 (consistent
with the unstable mode identified from the experiments). Along this k1 wavenumber,
σtriad is near its minimum at approximately k2≈ k1/2, verifying the presence of strong
subharmonic resonance. By accounting for triad resonances, it becomes apparent that
this band of k2 wavenumbers centred around k1/2 works to strengthen the resonant
energy transfer to the subharmonic mode, and explains the broadening of the 5 Hz
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FIGURE 14. Numerically computed (a) wave frequency and (b) growth rate corresponding
to Case 2 with gas Re being increased by (0, 5, 10, 15, 20)% with hL = 0.36 cm (——)
and hL = 0.38 cm (– – –). (Note that in (a), all of the curves for a given liquid depth but
different values of Re are graphically indistinguishable from each other.)

spectral peak observed in the original measurements Jurman et al. (1992, figure 7).
Additionally, following the diagonal along k1 ' k2, another band of strong resonances
appear, for which k3 = k2 − k1 → 0. The value of σtriad is not as small as in the
subharmonic region, but explains the eventual formation of the low-frequency peak
∼O(1) Hz shown in the experimental measurement.

6.4. Weaker subharmonic resonance case
This section examines Case 2 from table 4, which corresponds to the experimental
results shown in Jurman et al. (1992, figure 8). This trial is selected to demonstrate
the impact of a larger value of the detuning parameter on the spectral evolution.
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hL 1{Re} ωI,max {λ, f ;ωI,max} f (ωi = 0) {λ, f ; σmin}ωI>0 |σ( fpeak)|
0 −0.51 2.42, 8.31 — — —
5 −0.38 2.28, 8.86 — — —

0.36 10 −0.12 2.07, 9.84 — — —
15 0.27 1.83, 11.21 6.63, 15.50 2.94, 6.63; O(0.3) O(2.0)
20 0.82 1.59, 12.93 4.24, 15.35 3.13, 6.25; O(0.0005) O(2.0)

0 −0.32 2.34, 8.88 — — —
5 −0.20 2.22, 9.38 — — —

0.38 10 0.05 2.03, 10.30 8.41, 12.13 2.43, 8.41; O(0.6) O(1.8)
15 0.44 1.81, 11.59 5.70, 16.20 3.50, 5.70; O(0.06) O(1.8)
20 0.97 1.59, 13.24 3.55, 15.83 2.73, 7.42; O(0.0006) O(1.7)

TABLE 6. Peak growth rate (ωI,max) and corresponding wavelength (λ(ωI,max)) and
frequency ( f (ωI,max)) as a function of gas Reynolds number perturbation (1Re) and liquid
equilibrium depth (hL) in Case 2. 1{Re} = Re(E)G,mean(1 + (∆/100)). The fifth column
represents the frequency band of linearly unstable waves (with a line indicating a stable
spectrum). The sixth column represents the wavelength (λ) and frequency ( f ) of the
unstable fundamental mode corresponding to the strongest subharmonic resonance (shown
in figure 15 for which σmin ≡ min |σ |). The last column indicates the magnitude of the
subharmonic resonance detuning parameter (σ ) for the fundamental mode of peak growth
rate. (hL, λ: cm; f : Hz; ωI,max, σ : rad s−1.)

The wave spectra for this experiment present with an initial instability, with unstable
modes distributed between approximately 7–13 Hz centred around ∼ O(9) Hz. As
the waves propagate down the channel, the wave spectrum evolves and develops
a small subharmonic peak centred around 4–5 Hz; however, the amount of energy
transfer is significantly smaller than that in Case 1. It will be shown that these flow
conditions still satisfy those of the coupled instability–resonance mechanism, but
are composed of weaker subharmonic resonances (indicated by larger values of |σ |).
These weaker resonances lead to slower growth of the linearly stable subharmonic
wave components.

Using these flow conditions reported in table 4, the turbulent Orr–Sommerfeld
growth rate and frequency spectra are calculated, as shown in figure 14. As in
the previous case, a sensitivity analysis is conducted, which generates additional
spectral curves for perturbed Reynolds number, Re = Re(E)G,mean(1 + ( j/100)), with
j = 0, 5, 10, 15, 20, at the reported liquid depth of hL = 0.36 cm and at slightly
deeper liquid depth of hL = 0.38 cm. The maximum growth rate and corresponding
wavelength and frequency for each test are tabulated in table 6.

The frequency curves show a weak dependency on the Re and hL perturbations,
while the growth rate exhibits a stronger dependency. As Re increases, the growth
rate increases and the peak experiences a weak downshift to shorter wavelengths. As
the spectrum becomes unstable, the bandwidth of unstable modes increases rapidly.
Despite this large band of unstable modes, the majority have weak growth rates,
with the strongest instabilities being concentrated among the shorter waves with
λ ∼ O(1.5–2) cm. This increase in the bandwidth of the unstable wavelength is
consistent with the experimental spectra.

The resonance identification scheme shows that there are a large number of wave
modes that approximately satisfy the resonance condition, as is shown in figure 15.
For both liquid depth cases, as Re increases, a strong subharmonic resonance forms.
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FIGURE 15. Computed value of σ = |ω2 − ω1/2| for Case 2 from table 4 with the
Reynolds number being increased by 0 % (E), 5 % (6), 10 % (∗), 15 % (@), and 20 %
(‹) for (a) hL = 0.36 cm and (b) hL = 0.38 cm.

Although f (σ ≈ 0) falls in the unstable band, it is well away from the peak growth, as
indicated in table 6. Since the fundamental mode is marginally unstable (with a small
growth rate), the resulting energy transfer due to the subharmonic resonance is weak.
In each test the subharmonic detuning parameter associated with the peak growth
wave mode is found to be σ( fpeak)= O(2), indicating weak subharmonic resonances
associated with wave modes near the peak growth. These together show that, in this
case, the combined instability and subharmonic resonance mechanism plays a role,
but with much weaker energy transfer rate than in Case 1, which is consistent with
experimental observation.

As in the previous case, the analysis for subharmonic resonance can be extended
to account for the role of triad resonance on the spectral evolution. Figure 16
shows the minimum value of the resonant detuning parameter across the linearly
unstable portion of the (k1, k2)-plane (for k1 > k2). As in the previous case, along
k1 ≈ 2.25 cm−1 there is a band of wavenumber k2 ∈ [0.5, 2] cm−1 which all form
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FIGURE 16. Computed value of σtriad = |ω1 − ω2 − ω3| for Case 2 from table 4 with a
15 % perturbation of Re and hL= 0.36 cm. The shown is (k1, k2)-space with k1 > k2, with
the space reduced to include only linearly unstable k1 or k2 modes.

weak triad resonance and strengthen the previously identified weak subharmonic
resonance. Based on the magnitude of the detuning parameter, these resonances are
significantly weaker than those described in Case 1. The strongest unstable triad
resonances occur for k1 ' k2, which allows for some of the unstable energy to be
passed to a long-wavelength (difference wavenumber) component, allowing energy to
accumulate at the low-frequency range of the spectrum. This prediction is consistent
with the reported experimental findings.

6.5. Non-resonant case
This final example considers Case 3 from table 4, which corresponds to the test results
shown in Jurman et al. (1992, figure 6). This trial is selected to demonstrate a limiting
case for which the value of the detuning parameter is so large that there is effectively
no resonant energy transfer or subharmonic formation.

The wave spectrum for this experiment shows a strong initial instability that
is distributed between approximately 7–13 Hz and is centred around ∼10 Hz. As
the disturbance propagates down the length of the channel, the interface rapidly
grows and then becomes nonlinearly bounded. The bandwidth of the unstable modes
remains nearly constant throughout the whole experiment, with only a weak second
harmonic developing at approximately 20 Hz. Due to the regularity of this behaviour,
this 20 Hz peak is associated the second-order locked-wave component. Using the
resonance analysis, it is shown that there are no strong resonant interactions in the
spectrum which are simultaneously coupled to the instability. This observation is
consistent with the experimental findings, and demonstrates that the proposed coupled
instability–resonance mechanism is not strong in this case.

The turbulent Orr–Sommerfeld spectrum is calculated, using the flow conditions
reported in table 4 (and the same type of Reynolds number/liquid depth perturbation
method used in the previous sections), and are presented in figure 17. As in the
previous two cases, the wave frequency shows only a weak dependence on the
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FIGURE 17. Numerically computed (a) wave frequency and (b) growth rate corresponding
to Case 3 with the Reynolds numbers being increased by (0, 5, 10, 15, 20)% for hL =
0.55 cm (——) and hL = 0.59 cm (- - -). Note that in (a), all of the curves for a given
liquid depth are graphically indistinguishable from each other.

Reynolds number and liquid depth, while the growth rate exhibits a much clearer
dependency. The peak growth rate and corresponding frequency and wavelength are
reported in table 7.

It is observed, for both liquid depth trials, that once the flow becomes unstable
(with a 20 % perturbation of Re), the frequency of the peak growth rate is found
to be consistent with the centre of the unstable band of frequencies reported by the
experiment.

The results of the subharmonic resonance analysis are shown in figure 18. For the
hL = 0.55 cm trial, a number of strong subharmonic resonances are observed. When
Re is fixed at the experimental value, a subharmonic resonance is observed around
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hL 1{Re} ωI,max {λ, f ;ωI,max} f (ωi = 0) {λ, f ; σmin}ωI>0 |σ( fpeak)|
0 −0.51 3.22, 7.31 — — —
5 −0.45 3.06, 7.70 — — —

0.55 10 −0.33 2.81, 8.36 — — —
15 −0.16 2.52, 9.27 — — —
20 0.07 2.23, 10.42 8.06, 12.56 2.92, 8.06; O(0.8) O(1.2)

0 −0.37 3.10, 7.83 — — —
5 −0.31 2.97, 8.15 — — —

0.59 10 −0.20 2.77, 8.74 — — —
15 −0.04 2.51, 9.58 — — —
20 0.17 2.24, 10.70 6.75, 14.13 3.74, 6.75; O(0.73) O(1.6)

TABLE 7. Peak growth rate (ωI,max) and corresponding wavelength (λ(ωI,max)) and
frequency as a function of gas Reynolds number perturbation (1Re) and liquid equilibrium
depth (hL) in Case 3. 1{Re} = Re(E)G,mean(1 + (∆/100)). The fifth column represents the
frequency band of linearly unstable waves (with a line indicating a stable spectrum). The
sixth column represents the wavelength (λ) and frequency ( f ) of the unstable fundamental
mode corresponding to the strongest subharmonic resonance (shown in figure 18 for which
σmin ≡ min |σ |). The last column indicates the magnitude of the subharmonic resonance
detuning parameter (σ ) for the fundamental mode of peak growth rate. (hL, λ: cm; f : Hz;
ωI,max, σ : rad s−1.)

f (σ ≈ 0) = 7 Hz. However, table 7 shows that this flow is strongly damped. As Re
increases, f (σ ≈ 0) moves to higher wave frequencies. Once the interface transitions
and becomes unstable, f (σ ≈ 0) has moved up to approximately 17 Hz and is well
away from the band of unstable frequencies. Over the frequency band of unstable
waves, the subharmonic detuning parameter |σ | is determined to be O(1) or larger,
as shown in table 7. With such large values of the detuning parameter, the resulting
energy transfer would be so inefficient that it is unlikely to register on the resulting
wave spectrum. This finding is consistent with the experimental observations.

Figure 19 shows that over the linearly unstable portion of the (k1, k2)-plane,
the resonance detuning parameter is ∼O(1) or larger, indicating very weak triad
interactions. Figure 19 shows that, within the bandwidth of linearly unstable modes,
the only regions that contain strong triad resonances are k1 ' k2 or k2 ≈ 0. The
experimental measurement supports these theoretical predictions, and shows only the
unstable waves achieve a significant wave height and a small spectral peak at the low
end of the spectrum near f ∼O(1) Hz.

In §§ 6.3–6.5, three experimental cases are examined which present with distinct
nonlinear spectral behaviours. In each trial, given only the mean operational flow
conditions, a linear stability analysis coupled with a resonance search algorithm is
able to identify the presence of a possible coupled instability–resonance mechanism. In
each case, the theoretical predictions are in agreement with the frequency of the wave
spectrum peak and location of any possible nonlinear subharmonics. Furthermore,
parameter sensitivity trials demonstrate that this behaviour is not coincidental, but is
clearly a solution valid in the neighbourhood of the experimental parameter space.
This agreement between the theory and experiments strongly supports the existence
of a coupled instability–resonance mechanism, and demonstrates the ability of this
phenomenon to rapidly transfer energy from linearly unstable short waves to linearly
stable (or damped) long waves.
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FIGURE 18. Computed value of σ = |ω2 − ω1/2| for Case 3 from table 4 with the
Reynolds number being increased by 0 % (E), 5 % (6), 10 % (∗), 15 % (@), and 20 %
(‹) for (a) hL = 0.55 cm and (b) hL = 0.59 cm.

7. Conclusions

This work theoretically and numerically investigates the effects of subharmonic
and triadic wave interactions coupled with an interfacial instability on the formation
and growth of long waves in horizontal two-phase viscous (laminar or turbulent)
channel flows. The combination of theoretical predictions, direct numerical simulations
and comparisons with available experimental measurements show that this coupled
instability–resonance mechanism for long-wave generation, first identified with a
potential flow formulation, still exists within viscous flows.

Triadic resonant wave interactions on the interface of a laminar two-fluid Couette
flow are analysed first. In the triad, one mode is linearly unstable to the classical
Orr–Sommerfeld instability, while the remaining two modes are linearly damped. It is
shown by direct numerical simulations that the instability–resonance coupling permits
the energy generated by the interfacial instability to be transferred to the linearly
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FIGURE 19. Computed value of σtriad = |ω1 − ω2 − ω3| for Case 3 from table 4 with a
20 % perturbation of Re and hL= 0.55 cm. The shown is (k1, k2)-space with k1 > k2, with
the space reduced to include only linearly unstable k1 or k2 modes.

damped long waves. This strong energy cascade forces the waves to overcome the
stabilizing influence of viscosity and permits damped wave components to rapidly
grow by several orders of magnitude.

The wave generation and resulting nonlinear interfacial evolution due to a
turbulent gas blowing over a laminar liquid layer is then addressed. Direct numerical
simulations confirm the instability prediction by a turbulent Orr–Sommerfeld analysis
(based on the quasilaminar hypothesis) and show the existence of strong wave
resonances among linearly unstable and stable/damped waves components (as in the
laminar viscous flow case) leading to significant growth of linearly stable subharmonic
and long-wave components.

Examination of experimentally measured wave power spectra (reported by Jurman
et al. (1992)) indicates that, depending on the flow conditions, a wide range of wave
spectrum behaviours could be observed. By combining a turbulent Orr–Sommerfeld
analysis and a nonlinear wave resonance analysis with a sensitivity study of gas
Reynolds number and liquid depth, we are able to predict the dominant instabilities
and resulting nonlinear spectral behaviours. This gives experimental support for the
existence and strength of the instability–resonance mechanism.

Together, these three stages of analysis demonstrate that the mechanism associated
with nonlinear coupling of an interfacial instability with resonant wave interactions
exists within viscous flows and maintains the ability to efficiently generate large wave
components in parts of the spectrum previously predicted to be linearly stable. The
results described in this work have demonstrated that proper understanding of this
mechanism may allow for the estimation of the direction of the energy transfer across
the spectrum and provide insights into the dominant wave components in that process.
On the basis of the characteristics of this nonlinear mechanism, it is expected that
this process may play an important role in slug formation in multiphase pipe/channel
flows.

Future studies should be carried out to develop weakly nonlinear interaction
equations governing the dynamics of the resonantly interacting wave modes. Obtaining
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the nonlinear interaction coefficients should provide important insights into the
strength of the resonant coupling, give estimates of the long-term interfacial evolution,
and provide guidance for developing physics-based interfacial stress closure models.
Additionally, further analysis of wave interactions with cross-stream modes should be
carried out, as they may become important and play a significant role in interfacial
evolution in more violent and developed flows.
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Appendix A. Numerical solution of two-fluid Orr–Sommerfeld problem
To solve the eigenvalue problem given by (2.2) and (2.3), the Chebyshev collocation

(pseudospectral) method is utilized. The z-space for each fluid is transformed through
the linear mapping

z̃1 = 2z
h1
− 1, z̃2 =−2z

h2
− 1 (A 1a,b)

to the traditional Chebyshev domain of z̃ ∈ [−1, 1]. For both mappings, the interface
between the two fluids is located at z̃ = −1. Mapped eigenfunctions are denoted by
φ(z̃1) = ϕ1(z), ψ(z̃2) = ϕ2(z), Ū1(z̃1) = U1(z) and Ū2(z̃2) = U2(z). The eigenfunctions,
φ(z̃1) and ψ(z̃2), are approximated by Chebyshev expansions of the form

φ(z̃1) =
N1∑

n=0

φnTn(z̃1) (A 2a)

ψ(z̃2) =
N2∑

n=0

ψnTn(z̃2), (A 2b)

where Tn(z̃) denotes the nth Chebyshev polynomial of the first kind and φn and ψn
are the expansion coefficients. The derivative of the eigenfunctions are obtained by
differentiating (A 2) directly, producing

D(k)φ(z̃1) =
N1∑

n=0

φnT (k)n (z̃1) (A 3a)

D(k)ψ(z̃2) =
N2∑

n=0

ψnT (k)n (z̃2), (A 3b)

where k > 1 denotes the order of the derivative.
Applying (A 3) to (2.2) produces

N1∑
n=0

{
16
h4

1
T (4)n −

4
h2

1
(2k2 − ik ReU1)T (2)n +

(
k4 + ik Re

[
k2U1 − 4

h2
1
U′′1

])
Tn

}

=−ikc Re
N∑

n=0

φn

{
4
h2

1
T (2)n − k2Tn

}
(A 4a)
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N2∑

n=0

{
16
h4

2
T (4)n −

4
h2

2

(
2k2 − ikr Re

n
U2

)
T (2)n +

(
k4 + ikr Re

n

[
k2U2 − 4

h2
2
U′′2

])
Tn

}

=−c
ikr Re

n

N∑
n=0

φn

{
4
h2

2
T (2)n − k2Tn

}
. (A 4b)

Equations (A 4) are required to be satisfied on the standard Chebyshev grid that has
points located at the Gauss–Lobatto grid points defined by

z̃m,j = cos
(

jπ
Mm

)
, j= 1, . . . ,Mm − 1 and m= 1, 2, (A 5)

where Mm=Nm− 2 and Nm (m= 1, 2) are equal to the number of polynomials in the
expansion. This yields N1 − 3 equations in the upper fluid and N2 − 3 equations in
the lower fluid for the expansion coefficients φn and ψn, respectively. The remaining
equations come from the four interfacial and four wall boundary conditions (2.3),
which are re-written in the mapped Chebyshev variables as

φ(1)= 0 (A 6a)
dφ
dz̃1
(1)= 0 (A 6b)

ψ(1)= 0 (A 6c)
dψ
dz̃2
(1)= 0 (A 6d)

φ(−1)−ψ(−1)= 0 (A 6e)

U(0)
[

1
h1
φ′ + 1

h2
ψ ′
]
+ 1

2
[U′2(0)ψ −U′1(0)φ] = c

(
1
h1
φ′ + 1

h2
ψ ′
)

(A 6f )

k2φ + 4
h2

1
φ′′ = n

(
k2ψ + 4

h2
2
ψ ′′
)

(A 6g)

ik Re(F + k2S)
U′2(0)−U′1(0)

[
φ′

h1
+ ψ

′

h2

]
− n

(
3k2

h2
ψ ′ − 4

h3
2
ψ ′′′
)
+
(

4
h3

1
φ′′′ − 3k2

h1
φ′
)

− ikr Re
[

1
2

U′2ψ +
1
h2

U2ψ
′
]
+ ik Re

[
1
2

U′1φ −
1
h1

U1φ
′
]

=−ikc Re
[

r
h2
ψ ′ + 1

h1
φ′
]
, (A 6h)

where (A 6e–h) are evaluated at z̃1 = z̃2 = −1 and the primes denote differentiation
with respect to their variable (z̃1 or z̃2). With the enforcement of the boundary
conditions given by (A 4)–(A 6), the discretized expansions are written as a generalized
eigenvalue problem

[A]{Φ} = c[B]{Φ}, (A 7)

where Φ={φ0, . . . , φN1+2, ψ0, . . . , ψN2+2}T and A,B are [(N1+ 2)+ (N2+ 2)]× [(N1+
2)+ (N2 + 2)]. Since only (A 6a–e), (A 6g) are independent of the eigenvalue c, the
resulting B-matrix is singular and can be solved using the QZ-algorithm developed by
Moler & Stewart (1972).
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The number of Chebyshev modes (N1, N2) required to achieve an accurate
eigensolution was found to be strongly problem dependent. Typically laminar
solutions required N1, N2 ∼ O(20–50), while turbulent gas problems usually required
N1 ∼O(50–100).
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