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Abstract

We study a renewal theory approach to perpetual two-state switching problems with
infinite value functions. Since the corresponding value functions are infinite, the prob-
lems fall outside the standard class of problems which can be analyzed using dynamic
programming. Instead, we propose an alternative formulation of optimal switching the-
ory in which optimality of a strategy is defined in terms of its long-term mean return,
which can be determined using renewal theory. The approach is illustrated by examples
in connection with trend-following strategies in finance.
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1. Introduction

Optimal switching theory treats the problem of finding an optimal sequence of switching
times for a stochastic process with different regimes. In the classical formulation of optimal
switching theory, the performance of a switching strategy is calculated as the expected value
of the sum of its future (discounted) revenues, and a strategy is optimal if no other strategy
performs (strictly) better. Most studies of Markovian stochastic optimization problems rely on
the dynamic programming principle, so that the value function is expected to satisfy the cor-
responding Hamilton–Jacobi–Bellman equation. However, use of the dynamic programming
principle requires a finite value function, which is not always the case for optimal switching
problems exhibiting mean reversion. One way to guarantee a finite value function is to impose a
finite time horizon; see, e.g., [9] and [8] for studies of trend-following strategies in this setting.
While a finite horizon is justifiable in many applications, the assumption leads to (coupled)
parabolic variational inequalities which lack explicit solutions. Another common approach is
to impose large discount rates as in, e.g., [3], [6], and [10]. One should note here that, from a
financial point of view, these large discount rates do not necessarily represent the loss of value
due to depreciation of one unit of currency, but should rather be viewed as a way to model the
opportunity cost of an investment, or, alternatively, to model the utility of the optimizer.
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In the present paper we propose a scheme based on renewal theory to study optimal strate-
gies in two-state switching problems with infinite value. Since the value is infinite, optimality
of a strategy cannot be defined in terms of the value function. Instead, we define optimality
in terms of the growth rate of the expected value of the corresponding value function. The
scheme is suitable for perpetual problems which exhibit time homogeneity, thereby allowing
the search for optimal strategies to take place in the subclass consisting of time-homogeneous
strategies. Given such a time-homogeneous strategy, renewal theory allows us to calculate the
limiting growth rate, as the horizon tends to infinity, of the value function in the finite horizon
problem. A strategy is then referred to as optimal if it yields the maximal limiting growth rate.

The maximization of long-term growth rates has been studied in various stochastic opti-
mization problems. In the seminal paper, Kelly [13] introduced the exponential rate of growth
of capital as a measure of the performance of a gambler’s strategy. The fraction of wealth that
should be bet in order to maximize the exponential rate of growth is now known as the Kelly
strategy or the Kelly criterion. In [7], the long-term growth rate of a portfolio choice problem
under incomplete information about the underlying model is optimized, and in [1] a portfolio
problem with transaction costs is studied with a similar performance criterion. In [4] and [12],
stationary versions of the stochastic control problem to track a Brownian motion by a process
of finite variation were considered. An optimal switching problem arising in connection with
pairs trading has been studied in [16], where renewal theory was used to determine optimal
stationary strategies.

In the current paper we consider the maximization of long-term growth rates of two-state
switching problems; here it is natural to distinguish between two different quantities. Firstly,
we consider switching problems in which the objective is to maximize the growth rate of
the expected value of the underlying strategy; these are connected with a problem in two-
dimensional multiplicative renewal theory. To the best of our knowledge, the renewal theory
approach to such problems has not been used before. One contribution of the current paper
is to show that the growth rate for a given strategy can be determined using exponential
martingale theory. Secondly, we also consider switching problems in which the objective is
to maximize the expected growth rate generated by the underlying strategy as in [16]; these
are closely connected with classical additive renewal theory, in which the long-term expected
growth rate is simply given as the quotient of the expected performance over one cycle and the
expected length of a cycle. This additive version of these switching problems is typically more
explicit than the multiplicative version; moreover, the additive version serves as a bound for
the multiplicative case.

The paper is organized as follows. In Section 2 we introduce ideas by discussing a switching
problem in connection with a trading problem in the presence of a mean-reverting exchange
rate. In Section 3 we describe the general procedure of our scheme from a renewal theory point
of view. In Section 4 we return to the example with a mean-reverting exchange rate, and in
Section 5 we study switching problems appearing in trend-following models under incomplete
information. Finally, in Section 6 we make a few concluding remarks about the renewal theory
approach to optimal switching.

2. A motivating example: trading in a mean-reverting exchange rate

In this section we introduce and discuss a motivating example of an agent trying to maxi-
mize her profits from trading in a mean-reverting exchange rate. This example naturally leads
to a multiplicative and an additive version of a problem in two-dimensional renewal theory,
which are studied in Section 3.
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Two-state switching problems with infinite value 3

2.1. A switching problem in connection with mean-reverting exchange rates

Assume that the exchange rate between domestic currency and foreign currency is given by
U(t) = eX(t), so that the cost of buying one unit of foreign currency at time t is U(t). Here, X is
a mean-reverting Ornstein–Uhlenbeck process satisfying

dX(t) = −βX(t) dt + σdW(t)

for some constants β > 0 and σ > 0 and a standard Brownian motion W. Moreover, assume that
a multiplicative transaction cost (slippage cost) ε ∈ (0, 1) is paid each time foreign currency is
bought, whereas domestic currency can be bought free of charge.

Remark 1. The assumption that the level of mean reversion of X is 0 is made without loss of
generality. Indeed, if instead U(t) = eX(t) with

dX(t) = (α − βX(t)) dt + σdW(t),

then the cost Ũ(t) := e−α/βU(t) of buying e−α/β units of foreign currency is of the form spec-
ified above. Consequently, this more general setup is included in the analysis after a simple
scaling argument. Similarly, the assumption of asymmetric slippage costs is imposed only for
notational simplicity and can easily be relaxed.

We consider an agent who has an initial wealth 1 in the domestic currency, and who wishes
to maximize her profit by trading in the foreign currency. The agent follows a trading strat-
egy given by a sequence 0 =: γ0 ≤ τ1 ≤ γ1 ≤ τ2 ≤ γ2 ≤ · · · of stopping times (with respect
to X), with the interpretation that the agent has all her capital invested in domestic currency
between γk−1 and τk, and all her capital in foreign currency between τk and γk. Denoting by
n(T) = max{k : γk ≤ T} the number of completed cycles before time T , the expected outcome,
measured in domestic currency, of this strategy is

J({(τk, γk)}∞k=1, T) = E

[
1{τn(T)+1>T}(1 − ε)n(T)

n(T)∏
k=1

U(γk)

U(τk)

+ 1{τn(T)+1≤T}(1 − ε)n(T)+1 U(T)

U(τn(T)+1)

n(T)∏
k=1

U(γk)

U(τk)

]
.

Here, the first term in the expected value corresponds to the situation in which the agent has
her capital in domestic currency at T , and the second term corresponds to the case when all
capital is in foreign currency.

Using standard methods involving dynamic programming, the problem of finding an opti-
mal strategy can be reduced to the study of a related system of coupled variational inequalities.
Since the only time dependence is through the time left to T , one expects switching boundaries
that flatten out as the time horizon T increases. Due to the parabolic nature of these variational
inequalities, however, there is little hope of finding an explicit solution, and one has to resort
to numerical methods to determine these boundaries and their limits (if they exist). Also note
that a perpetual version of the above switching problem would have an infinite value. Indeed,
for any pair (a, b) with a < b and b − a > ln 1

1−ε
, the strategy given recursively by

γ0 = 0,

τ ab
k := inf{t ≥ γ ab

k−1 : X(t) ≤ a}, (1)

γ ab
k := inf{t ≥ τ ab

k : X(t) ≥ b}, (2)
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k ≥ 1, gives a multiplicative reward (1 − ε)eb−a > 1 over a cycle of the process X from a to
b and back to a, and since the number of such cycles is infinite, the value of the perpetual
problem would be infinite.

As a remedy to the problem with an infinite value function, we instead suggest looking for a
strategy that maximizes the growth rate of the expected value. Utilizing the time-homogeneous
nature of the problem, it suffices to optimize over time-homogeneous strategies of the form
{(τ ab

k , γ ab
k )}∞k=1, where τ ab

k and γ ab
k are defined as in (1) and (2). For such a strategy, define the

corresponding value Vab(T) of the switching problem with horizon T by

Vab(T) := E

[
1{τ ab

nab(T)+1
>T}(1 − ε)nab(T)

nab(T)∏
k=1

U(γ ab
k )

U(τ ab
k )

]

+ E

[
1{τ ab

nab(T)+1
≤T}(1 − ε)nab(T)+1 U(T)

U(τ ab
nab(T)+1

)

nab(T)∏
k=1

U(γ ab
k )

U(τ ab
k )

]

= E
[
1{τ ab

nab(T)+1
>T}((1 − ε)eb−a)nab(T)

]
+ E

[
1{τ ab

nab(T)+1
≤T}((1 − ε)eb−a)nab(T)(1 − ε)eX(T)−a

]
,

where nab(T) = max{k : γ ab
k ≤ T}. Due to the multiplicative nature of the problem, it is rea-

sonable to believe that the value Vab(T) grows exponentially in T , and we define �ab :=
limT→∞ ln Vab(T)

T to be the asymptotic growth rate (if it exists). The optimal growth rate of
the expected value is then defined as � := supa<b �ab, and solving the switching problem
amounts to finding both � and a pair (a, b) such that � = �ab.

2.2. The expected growth rate

As a related problem, one may also consider the problem of maximizing the expected growth
rate. In the exchange rate example, the expected growth rate of a time-homogeneous strategy
{(τ ab

k , γ ab
k )}∞k=1 is

λab(T) := 1

T
E

[ nab(T)∑
k=1

( ln (1 − ε) + X(γ ab
k ) − X(τ ab

k ))

+ 1{τ ab
nab(T)+1

≤T}( ln (1 − ε) + X(T) − X(τ ab
nab(T)+1))

]

= ln (1 − ε) + b − a

T
E

[
nab(T)

]
+ 1

T
E
[
1{τ ab

nab(T)+1
≤T} (ln (1 − ε) + X(T) − a)

]
, (3)

and we define λab := limT→∞ λab(T) (again, if it exists). To solve the problem of maximizing
the expected growth rate, we need to determine both λ := supa<b λab and a pair (a, b) such that
λ = λab.

In both problems described above, if the difference b − a is large, each cycle of the process
X yields a large reward (a multiplicative reward (1 − ε)eb−a in the first case, and an additive
reward ln (1 − ε) + b − a in the second case), but, on the other hand, it will take a long time
to complete each cycle. Hence, the agent faces a trade-off between size of rewards and time
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between them when constructing an optimal strategy. In the sections below we give the solution
of the above problems using renewal theory.

Remark 2. We assume that all money at each time point is either in domestic currency or
in foreign currency. This assumption is no restriction in the first problem described above
(maximization of the growth rate of the expected value) since an optimal strategy would auto-
matically be of this type. However, in the second problem (maximization of the expected
growth rate) this is a simplifying assumption and a full treatment of the problem, allowing
for any fraction of the wealth being invested in the two currencies, would yield a different (and
larger) expected growth rate.

3. Some background on renewal theory

In this section we provide details of two problems in two-dimensional renewal theory. For
the multiplicative version, we have not been able to find appropriate references in the existing
literature, and we thus provide a full proof of the main result, Theorem 1, based on martingale
theory. We also discuss the additive version, which is well understood (see [11] or [2]), but for
the convenience of the reader we state the result that we need in Theorem 2.

3.1. The multiplicative version

Assume that {(
k, Yk)}∞k=1 forms an independent and identically distributed (i.i.d.) sequence
of two-dimensional random variables (we allow for dependence within a pair (
k, Yk)) with

k > 0 and Yk > 0 almost surely, E[
k] < ∞ and 1 < E[Yk] < ∞, and set T0 = 0 and Tk :=∑k

i=1 
i. With the interpretation that Yk represents a multiplicative reward between Tk−1 and
Tk, the number n(T) = max{k : Tk ≤ T} represents the number of rewards received until time
T , and

∏n(T)
k=1 Yk represents the total (multiplicative) reward until time T . Moreover, the growth

rate of the expected reward up to time T is defined by

�(T) = ln
(
E
[ ∏n(T)

k=1 Yk
])

T
.

To determine � := limT→∞ �(T), i.e. the long-term growth rate of the expected reward, define
r > 0 as the unique value such that

E[Yke−r
k ] = 1. (4)

Note that the existence of a positive r satisfying (4) is clear since we assume that E[Yk] > 1
and 
k > 0. Also note that the process M defined by M0 = 1 and

Mn = e−rTn

n∏
k=1

Yk, n ≥ 1,

is a discrete-time martingale.

Theorem 1. The long-term growth rate of the expected reward, � := limT→∞ �(T), exists and
satisfies � = r, where r is defined in (4).

Proof . We first claim that

lim
T→∞

E
[ ∏n(T)

k=1 Yk
]

eaT
=

{
0 if a > r,
∞ if a < r.

(5)
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To prove (5), approximate (
k, Yk) by (
C
k , YC

k ) := (
k ∧ C, Yk ∨ 1
C ), where C > 0 is a large

constant (to be further specified below), and define rC ≥ 0 so that E
[
YC

k e−rC
C
k
] = 1. Then rC

is non-increasing in C, rC ≥ r, and rC → r as C → ∞. Consider the martingale MC defined by
MC

0 = 1 and

MC
n = e−rCTC

n

n∏
k=1

YC
k , n ≥ 1,

where TC
n = ∑n

k=1 
C
k , n ≥ 1. For a given constant a > r, choose C large enough so that a >

rC ≥ r. Then, with τ (T) := n(T) + 1,

E
[ n(T)∏

k=1

Yk

]
≤ E

[ n(T)∏
k=1

YC
k

]

≤ CE
[ τ (T)∏

k=1

YC
k

]

= CE
[
MC

τ (T)e
rCTC

τ (T)
]

≤ CE
[
MC

τ (T)e
rC(T+C)]

≤ CerC(T+C),

where the last inequality follows by optional sampling (τ (T) = min{k : Tk > T} is a stop-
ping time and MC is a lower-bounded martingale, hence a supermartingale if time n = ∞ is
included). Since a > rC, this proves the first part of (5).

To prove the second part of (5), let D > 1 be a large constant, and define YD
k := Yk ∧ D. Let

rD be the constant defined by E
[
YD

1 e−rD
1
] = 1, and note that rD ≤ r. Let the martingale MD

be defined by MD
0 = 1 and

MD
n = e−rDTn

n∏
k=1

YD
k , n ≥ 1.

For a given a < r, we take D large enough so that a < rD ≤ r. Then, again considering the
stopping time τ (T) := n(T) + 1,

E
[ n(T)∏

k=1

Yk

]
≥ E

[ n(T)∏
k=1

YD
k

]

≥ 1

D
E
[ τ (T)∏

k=1

YD
k

]

≥ erDT

D
E
[
MD

τ (T)

] = erDT

D
,

where the equality comes from an appropriate version of the optional sampling theorem (see,
e.g., [2, page 362, Corollary 4.1]). Since rD > a, this finishes the proof of (5).

Finally, we check that (5) implies

lim
T→∞ �(T) = r. (6)
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To do that, let a > r and note that (5) implies that

E
[ n(T)∏

k=1

Yk

]
≤ eaT

for T ≥ T0 for some T0. Consequently, for large T ,

ln E
[ n(T)∏

k=1

Yk

]
≤ aT,

which implies

lim sup
T→∞

ln E
[∏n(T)

k=1 Yk

]
T

≤ a.

Since a > r was arbitrary, we find that

lim sup
T→∞

ln E
[∏n(T)

k=1 Yk

]
T

≤ r. (7)

A similar argument gives

lim inf
T→∞

ln E
[∏n(T)

k=1 Yk

]
T

≥ r,

which together with (7) proves (6). This completes the proof. �

3.2. The additive version

Assume that {(
k, Zk)}∞k=1 forms an i.i.d. sequence of two-dimensional random variables
such that 
k > 0 almost surely, E[
k] < ∞, and E[|Zk|] < ∞. Setting T0 = 0 and Tk :=∑k

i=1 
i, and with the interpretation that Zk represents an additive reward between time Tk−1
and Tk, the number n(T) = max{k : Tk ≤ T} represents the number of rewards that have been
received until time T , and

∑n(T)
k=1 Zk represents the total reward until time T . We denote by

λ(T) := 1

T
E
[ n(T)∑

k=1

Zk

]

the growth rate of the expected reward up to time T .
The following result is the so-called renewal reward theorem (see, e.g., [15, Theorem

3.6.1]).

Theorem 2. The long-term growth rate of the expected reward λ := limT→∞ λ(T) exists and
is given by

λ = E[Zk]

E[
k]
.

Remark 3. Note that Theorems 1 and 2 also hold if the first pair (
1, Y1) ((
1, Z1), respec-
tively) has a distribution different from, but independent of, the one common for (
k, Yk)
((
k, Zk)), where k ≥ 2. This situation arises, for example, if we start observing the process at
a time different from a renewal time, and results in a so-called delayed renewal reward process.

https://doi.org/10.1017/jpr.2019.74 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2019.74


8 E. EKSTRÖM ET AL.

3.3. Comparison between the additive version and the multiplicative version

In the examples in Sections 2, 4, and 5 we consider both the additive versions and the mul-
tiplicative versions of two trend-following problems. In these examples, we have the relation
Yk = eZk , where Zk represents the additive reward and Yk represents the multiplicative reward
during the kth period.

Proposition 1. Assume that Yk = eZk . Then the additive growth rate λ and the multiplicative
growth rate � satisfy λ ≤ �.

Proof . It is immediate from Jensen’s inequality that

λ(T) = 1

T
E
[ n(T)∑

k=1

Zk

]
≤ ln

(
E
[
�

n(T)
k=1Yk

])
T

= �(T)

for all T , and hence λ ≤ �. �

4. Optimal currency trading

In this section we continue to study the motivating example of Section 2. Thus we
assume that an exchange rate is given by U(t) = eX(t), where X is a mean-reverting Ornstein–
Uhlenbeck process satisfying dX(t) = −βX(t) dt + σdW(t) for some constants β > 0 and
σ > 0, and that a multiplicative transaction cost ε ∈ (0, 1) is paid each time foreign currency
is bought. Moreover, a trader following the strategy (a, b) makes the multiplicative profit
Yab = (1 − ε)eb−a for each cycle of X from a to b and back to a again.

4.1. Maximizing the growth rate of the expected value

We first continue the study of the multiplicative version introduced in Section 2.1 above.
As before, denote by 
ab the cycle time from a to b and back to a again. By Theorem 1 and
the remark following Theorem 2, the growth rate of the expected value for the strategy (a, b) is
given by �ab, which is implicitly defined by the relation

Ea
[
e−�ab
ab] = 1

1 − ε
e−(b−a). (8)

The optimal growth rate is then obtained by optimizing �ab over strategies (a, b), i.e. � :=
sup(a,b) �ab. We also introduce the maximal symmetric growth rate as �sym := supb �−b,b,

and note that � ≥ �sym.
In Lemma 1 below we provide conditions under which, for a given distance k = b − a and

L > 0, the function
f (a) := Ea

[
e−L
a,a+k]

(9)

attains its maximum for a = −k/2, i.e. for a symmetric strategy (−b, b).

Lemma 1. For any L ≥ β, the function f in (9) attains its maximum for a = −k/2.

Proof . For a given L > 0 (we will restrict to L ≥ β below), let � : R→ [0, ∞) be the
increasing fundamental solution of

σ 2

2
� ′′ − βx� ′ − L� = 0,

see [5, pages 18–19]. The function � is then unique if we also let �(0) = 1. Moreover, the
corresponding decreasing fundamental solution is given by (x) = �( − x).
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By independence,

Ea
[
e−L
a,a+k] = Ea

[
e−Lτa+k

]
Ea+k

[
e−Lτa

]
,

where τa and τa+k are the first hitting times of the levels a and a + k, respectively. Therefore,

f (a) = �(a)

�(a + k)

(a + k)

(a)
= �(a)�( − a − k)

�(a + k)�( − a)
.

Introducing v(x) := ln �(x), we thus want to prove that

v(a + k) − v(a) + v( − a) − v( − a − k) ≥ 2(v(k/2) − v( − k/2)); (10)

by symmetry, it suffices to prove (10) for all a ≥ −k/2.
However, by Lemma 2 below, the function v′ is convex provided L ≥ β. Therefore,

v′(x + a + k/2) + v′(x − a − k/2) ≥ 2v′(x). (11)

Integrating (11) over the region −k/2 ≤ x ≤ k/2 gives (10), completing the proof. �
Lemma 2. Assume that L ≥ β. Then the function v′ is convex.

The proof of Lemma 2 is given in the Appendix.
A consequence of Lemma 1 is that if there exists at least one strategy (a, b) for which �ab ≥

β, then � = �sym. In particular, if �sym > β, then � = �sym. In view of this, we now restrict
our attention to symmetric strategies of the form ( − b, b). Whether the equality � = �sym

holds or not for � < β is left for future studies.
Consider now the function f (L, b) defined by

f (L, b) =
∫ ∞

0 uδ−1 exp{−αbu − u2/2} du∫ ∞
0 uδ−1 exp{αbu − u2/2} du

−
√

1

1 − ε
e−b,

where α = √
2β/σ and δ = L/β.

Theorem 3. Given b > 1
2 ln 1

1−ε
, there is a unique L = L(b) such that f (L, b) = 0, and L(b)

has a maximum at some point in
( 1

2 ln 1
1−ε

, ∞)
. Denote the point at which L(b) is maximal

by b∗. Then the strategy ( − b∗, b∗) is the optimal symmetric strategy, and �sym = L(b∗) is
the corresponding optimal symmetric growth rate. Moreover, if L(b∗) ≥ β, then � = �sym =
L(b∗).

Proof . Denoting by τb the first hitting time of b, it is well known (see, e.g., [5, pages
18–19]) that

Ex
[
e−Lτb

] =
{�(x)

�(b) x ≤ b,

�(−x)
�(−b) x ≥ b,

where

�(x) =
∫ ∞

0 uδ−1 exp{αxu − u2/2} du∫ ∞
0 uδ−1e−u2/2 u.

.
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FIGURE 1: A plot of �−b,b (left) and λ−b,b (right) for ε = [0, 0.01, 0.05, 0.10]. The parameters are
β = 0.5 and σ = 2. Note that �sym ≥ β in this setting and hence � = �sym.

By independence,

E−b
[
e−L
−b,b] = E−b

[
e−Lτb

]
Eb

[
e−Lτ−b

]
and relation (8), which implicitly defines the growth rate �−b,b associated with a strategy
( − b, b), therefore simplifies to f (�−b,b, b) = 0. Since

f (L, b) = E−b
[
e−Lτb

] −
√

1

1 − ε
e−b,

f is strictly decreasing in L. Since f (0, b) > 0 and f (∞, b) < 0 for b > 1
2 ln 1

1−ε
, there exists a

unique L = L(b) such that f (L(b), b) = 0.
Also note that L(b) is strictly positive on

( 1
2 ln 1

1−ε
, ∞)

. It is straightforward to check that

f
(
0, 1

2 ln 1
1−ε

) = 0 and that L
( 1

2 ln 1
1−ε

) = 0. Moreover, for any L > 0,

ebE−b
[
e−Lτb

] = eb �( − b)

�(b)
≤ eb �(0)

�(b)

=
∫ ∞

0 uδ−1e−u2/2 du

e−b
∫ ∞

0 uδ−1 exp{αbu − u2/2} du

≤
∫ ∞

0 uδ−1e−u2/2 du

e−b
∫ ∞

2α−1 uδ−1 exp{αbu − u2/2} du

≤
∫ ∞

0 uδ−1e−u2/2 du

eb
∫ ∞

2α−1 uδ−1e−u2/2du
→ 0

as b → ∞, which implies that L(b) → 0 as b → ∞. Hence, by continuity, L(b) attains its
maximum at some point b∗ ∈ ( 1

2 ln 1
1−ε

, ∞)
, which finishes the proof of the first part.

Finally, the last statement is an immediate consequence of Lemma 1, which completes the
proof. �

For a graphical illustration of how the symmetrical growth rate �−b,b varies with b for
different transaction costs, see Figure 1 (left). Figures 2 (left) and 3 (left) show how the optimal
threshold b∗ and the optimal growth rate � vary with the slippage cost ε, respectively.

https://doi.org/10.1017/jpr.2019.74 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2019.74


Two-state switching problems with infinite value 11

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0

0.5

1

1.5

0

b* b*

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

FIGURE 2: The optimal threshold b∗ for the multiplicative version (left) and for the additive version
(right) as a function of the slippage cost ε. The remaining parameters are as in Figure 1.
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FIGURE 3: The optimal growth rate � (left) and the optimal expected growth rate λ (right) as a function
of the slippage cost ε. The remaining parameters are as in Figure 1. The graphs support the findings of

Proposition 1.

4.2. Maximizing the expected growth rate

We now continue the study of the additive version suggested in Section 2.2. Denote by

ab the time it takes for the process X, started at a, to reach b and then return to a. Then
E[
ab] = Ea[τb] + Eb[τa]. Next, let

u(x) := 2

σ 2

∫ b

x

∫ y

−∞
ϕ(y)

ϕ(z)
dz dy,

where ϕ(y) = exp
{
βy2/σ 2

}
, and note that

{
σ 2

2 u′′ − βxu′ + 1 = 0, x < b,

u(b) = 0.

It is then straightforward to check that u(x) = Ex[τb] (with a similar result for Ex[τa]).
Consequently,

E[
ab] = 2

σ 2

∫ b

a

∫ y

−∞
ϕ(y)

ϕ(z)
dz dy + 2

σ 2

∫ b

a

∫ ∞

y

ϕ(y)

ϕ(z)
dz dy (12)

= 2

σ 2

∫ b

a

∫ ∞

−∞
ϕ(y)

ϕ(z)
dz dy = 2

√
π

σ
√

β

∫ b

a
ϕ(y) dy,
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12 E. EKSTRÖM ET AL.

where we used that ∫ ∞

−∞
e−x2

dx = √
π .

By (3) and Theorem 2, the long-term expected growth rate of a strategy (a, b) is given by

λab = ln ((1 − ε)eb−a)

E[
ab]
= ln (1 − ε) + b − a

E[
ab]
. (13)

Theorem 4. Let b∗ be the unique positive solution of

2
∫ b

0
ϕ(y) dy = (2b + ln (1 − ε))ϕ(b), (14)

and set

λ := σ
√

β

2
√

πϕ(b∗)
.

Then the strategy (a, b) := ( − b∗, b∗) is optimal in (13), and λ is the corresponding optimal
expected growth rate.

Proof . It is clear from (12) that for a given distance k > 0 between a and b the mean
cycle time 
ab = 
b−k,b is minimized at b = k/2. Consequently, the quotient λab in (13) is
maximized for a = −b, and we are thus left to maximize

λ(b) := λ−b,b = σ
√

β(2b + ln (1 − ε))

4
√

π
∫ b

0 ϕ(y) dy

over b ≥ 0. Note that λ(0 + ) = −∞, λ(∞) = 0, and λ(b) > 0 for all b > 1
2 ln 1

1−ε
, so by con-

tinuity, λ(b) has a maximum. Moreover, the first-order condition λ′(b) = 0 gives the equation
(14). Equation (14) has a unique positive solution since the function

f (b) := 2
∫ b

0
ϕ(y) dy − (2b + ln (1 − ε))ϕ(b)

satisfies f (0) > 0, f ′(b) ≥ 0 for b ∈ (
0, 1

2 ln 1
1−ε

)
and f ′(b) < 0 for b ∈ ( 1

2 ln 1
1−ε

, ∞)
with

f ′(b) → −∞ as b → ∞. Hence the solution of (14) gives the maximal expected growth rate.

Finally, the maximal expected growth rate is given by

λ(b∗) = σ
√

β(2b∗ + ln (1 − ε))

4
√

π
∫ b∗

0 ϕ(y) dy
= σ

√
β

2
√

πϕ(b∗)
,

where (14) is used for the second equality. �

Remark 4. As ε ↓ 0 we have b∗ ↓ 0, and the maximal expected growth rate tends to λ = σ
√

β

2
√

π
.

In the limit, switching will thus happen infintely many times in any finite time interval when
the underlying process is at 0, and the obtained expected growth rate is closely connected with
the concept of local time.

For a graphical illustration of how the expected growth rate λ−b,b varies with b for different
slippage costs, see Figure 1 (right). For the dependence in the optimal strategy on the slippage

https://doi.org/10.1017/jpr.2019.74 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2019.74


Two-state switching problems with infinite value 13

cost, see Figure 2 (right), and for an illustration of how the maximal expected growth rate
decays, see Figure 3 (right).

5. Trend-following trading

In this section we apply our scheme to a more involved problem with an asset price which
exhibits trends. More precisely, we model the asset price by the stochastic differential equation
dS(t) = μ(t)S(t) dt + σS(t) dW(t), where σ > 0 is a constant, W is a Brownian motion, and the
drift μ(t) is a continuous-time Markov chain, independent of W and taking values in {μ1, μ2},
where μ1 < 0 < μ2. We denote by λi > 0 the intensity with which the Markov chain μ jumps
from state μi to μ3−i, i = 1, 2, and denote by π = P(μ(0) = μ2) the initial probability that μ

starts in the second state.
Following [9] and [8], we assume that the model, including the value of all parameters σ ,

μ1, μ2, λ1, λ2, and π , is known to the agent, but the current state μ(t) is not directly observable.
However, through continuous observations of the asset price S, information about the drift μ

may be inferred. In fact, by filtering theory, see [14, Theorem 9.1], the conditional probability
�t := P[μ(t) = μ2 |FS

t ] and the asset price satisfy

d�(t) = (λ1(1 − �t) − λ2�t) dt + ω�t(1 − �t) dŴt

and dS(t) = μ̂(t)S(t) dt + σS(t) dŴ(t), where ω := (μ2 − μ1)/σ , μ̂(t) := μ1 + (μ2 − μ1)�t,
and the innovation process

Ŵ(t) := 1

σ

∫ t

0
(μ(s) − μ̂(s)) ds + W(t)

is a standard Brownian motion. Thus, in terms of the innovation process, we have

S(t) = S(0) exp

{∫ t

0
μ̂(s) ds − σ 2

2
t + σ Ŵ(t)

}

= S(0) exp

{∫ t

0
μ1 + (μ2 − μ1)�(s) ds − σ 2

2
t + σ Ŵ(t)

}
.

We assume that any amount can be invested in the asset, and we consider an investor who at
each instant has all her money invested either in a bank account with zero interest rate or in
the asset. Moreover, a proportional transaction cost ε ∈ (0, 1) is charged each time stocks are
bought, but nothing when they are sold.

Remark 5. As in the exchange rate example of Sections 2 and 4, the asymmetry in the trans-
action cost is of no significance and is only imposed for notational convenience. Furthermore,
the assumption that the bank account pays no interest is also made only for notational conve-
nience. In fact, after a change of numeraire, the more general case of a non-zero interest rate
can be reduced to our setting.

Being a time-homogeneous problem, we consider strategies of the following form. If the
current estimate � for the probability of the larger drift drops below some level a, then the
agent switches her position from the asset to the bank account; the first time the estimate
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exceeds some level b (with a < b), she switches back to the asset again. The multiplicative
gain over the first such cycle is then

Yab
1 = (1 − ε) exp

{∫ τa

0
μ(t) dt − σ 2

2
τa + σWτa

}

= (1 − ε) exp

{∫ τa

0
μ1 + (μ2 − μ1)�(t) dt − σ 2

2
τa + σ Ŵτa

}
,

where τa := inf{t ≥ 0 : μ̂(t) = a}.

5.1. Maximizing the growth rate of the expected return

In the multiplicative version we look for � = �ab satisfying

Ea[ exp{−�τb}]Eb

[
exp

{∫ τa

0
μ̂(t) dt − σ 2

2
τa + σ Ŵ(τa) − �τa

}]
= 1

1 − ε
,

cf. Theorem 1. By a Girsanov change of measure, this is equivalent to finding � such that

Ea[ exp{−�τb}]Ẽb

[
exp

{∫ τa

0
μ̂(t) dt − �τa

}]
= 1

1 − ε
, (15)

where � now satisfies

d�(t) = (λ1(1 − �t) − λ2�t + σω�(t)(1 − �(t))) dt + ω�t(1 − �t) dW̃(t)

and W̃ is a Brownian motion under a new measure P̃.
We have not been able to find explicit expressions for the two expected values on the left-

hand side of (15). Instead, the optimization problem is solved numerically. To treat the first
expected value in (15), note that for each fixed b ∈ (0, 1), the function u(π ) := Eπ [ exp{−�τb}]
is the unique solution of the ordinary differential equation

⎧⎪⎨
⎪⎩

ω2π2(1−π )2

2 u′′ + (λ1 − (λ1 + λ2)π )u′ − �u = 0, π ∈ (0, b),

u(b) = 1,

λ1u′(0) = �u(0)

(16)

(here, the boundary condition at π = 0 is obtained by inserting π = 0 in the ordinary differen-
tial equation). However, rather than solving the system (16) for each b and �, we instead solve

⎧⎪⎨
⎪⎩

ω2π2(1−π )2

2 v′′ + (λ1 − (λ1 + λ2)π )v′ − �v = 0, π ∈ (0, 1),

v(0) = 1,

λ1v′(0) = �v(0)

for different � and note that u(x) = v(x)
v(b) . A similar remark applies to the second factor on the

left-hand side of (15).
For a graphical illustration of the level curves of the function � = �ab, see Figure 4 (left).

For an illustration how the optimal � depends on the slippage cost ε, see Figure 5 (left).
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FIGURE 4: Level curves of � = �ab (left) and of λ = λab (right). Here the parameters are μ1 = −1,
μ2 = 1, λ1 = λ2 = 2, σ = 0.2, and ε = 0.01.
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FIGURE 5: The optimal growth rate � (left) and the optimal expected growth rate λ (right) as a function
of the slippage cost ε. The remaining parameters are as in Figure 4.

5.2. Maximizing the expected rate of return

In view of Theorem 2, in order to maximize the expected rate of return we need to find
a < b which maximizes

λ = λab := ln (1 − ε) + Eb
[ ∫ τa

0 μ̂(t) dt − σ 2

2 τa
]

Eb[τa] + Ea[τb]

= ln (1 − ε) + ∫ b
a

∫ 1
x

μ1− σ2
2 +(μ2−μ1)y

α(y) exp
{ ∫ y

x
β(z)
α(z) dz

}
dy dx∫ b

a

∫ 1
x

1
α(y) exp

{ ∫ y
x

β(z)
α(z) dz

}
dy dx + ∫ b

a

∫ x
0

1
α(y) exp

{ ∫ y
x

β(z)
α(z) dz

}
dy dx

= ln (1 − ε) + ∫ b
a

∫ 1
x

μ1− σ2
2 +(μ2−μ1)y

α(y) exp
{ ∫ y

x
β(z)
α(z) dz

}
dy dx∫ 1

0
1

α(y)

∫ b
a exp

{ ∫ y
x

β(z)
α(z) dz

}
dx dy

, (17)

where β(z) = λ1 − (λ1 + λ2)z and α(z) = ω2z2(1 − z)2/2. We cannot find any symmetries, so
we believe that the optimization problem is inherently two-dimensional.

For a graphical illustration of the optimization in (17), see Figure 4 (right) and Figure 5
(right), in which the level curves of λab and the optimal growth rate λ = λ(ε) are plotted.
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6. Discussion

The purpose of the current paper is to introduce a renewal theory approach to switch-
ing problems. A full mathematical treatment would also need theoretical results connecting
the approach introduced here with the standard techniques based on dynamic programming.
We end this article by listing a few theoretical issues that, in our opinion, deserve further
attention.

• For the corresponding switching problems with finite horizon, the standard approach
using the dynamic programming principle would lead to a coupled system of variational
inequalities. As the time left to maturity tends to infinity, would the optimal switch-
ing boundaries of that problem converge to the optimal strategy for the corresponding
perpetual problem, where optimality is defined in terms of growth rates?

• Could it be the case that, as T → ∞, there exists a sequence of optimal strategies for
the finite-horizon problem with a limiting growth rate strictly exceeding the optimal
time-homogeneous one? We do not believe this, but we have also not been able to rule
this out.

• As mentioned in the remark at the end of Section 2, we implicitly assume that all money
is invested in only one of the two possible assets at each time. A full treatment of the
additive versions, which are equivalent to problems in which the agent maximizes the
logarithmic utility, should allow for the agent to invest in both assets simultaneously.

Appendix A. Proof of Lemma 2

First, note that φ := v′ = � ′/� > 0 and

φ′=� ′′

�
−

(
� ′

�

)2

> 0

(in fact, this last expression is α2 times the variance of a distribution with density
Cuδ−1 exp{αxu − u2/2} du for u > 0, where C = ( ∫ ∞

0 uδ−1 exp{αxu − u2/2} du
)−1 is a nor-

malizing constant). Furthermore, φ satisfies the ordinary differential equation (ODE)

σ 2

2
φ′ + σ 2

2
φ2 − βxφ − L = 0.

Now assume that L > β (the case L = β then follows by continuity).

Claim 1: φ >
2βx
σ 2 .

To see that Claim 1 holds, first note that there is nothing to prove for x ≤ 0. Therefore, let
x0 = inf

{
x > 0 : φ(x) ≤ 2βx

σ 2

}
and assume that x0 < ∞. Then, by construction, φ(x0) = 2βx0/σ

2

and φ′(x0) ≤ 2β/σ 2. On the other hand, using the ODE we find that

σ 2

2
φ′(x0) = −σ 2

2
φ2(x0) + βx0φ(x0) + L = L > β,

which is a contradiction. Consequently, x0 = ∞, which proves the claim.
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Claim 2: φ′ < 2β

σ 2 .

To see that Claim 2 holds, note that if φ′ ≥ 2β

σ 2 at some point, then there must exist a point
x0 with φ′(x0) = 2β

σ 2 and φ ≤ 2β

σ 2 in a left neighborhood of x0. At that point, φ′′(x0) ≥ 0; on the
other hand, differentiating the ODE gives that

σ 2

2
φ′′ = −σ 2φφ′ + βx0φ

′ + βφ

=
(

βx0 − σ 2

2
φ

)
φ′ +

(
β − σ 2

2
φ′

)
φ

=
(

βx0 − σ 2

2
v

)
φ′ < 0

at x0 by Claim 1. This is a contradiction, which proves Claim 2.
Now assume that there exists a point with φ′′ < 0. Then there must exist a point x0 with

φ′′(x0) = 0 and v′′ ≥ 0 in a left neighborhood of x0. Consequently, φ′′′(x0) ≤ 0. On the other
hand, differentiating the ODE once more yields

σ 2

2
φ′′′ = 2βφ′ + βx0φ

′′ − σ 2(φ′)2 − σ 2φφ′′ = (2β − σ 2φ′)φ′ > 0

at x0 by Claim 2, which is a contradiction. Therefore φ′′ ≥ 0, which completes the proof of
Lemma 2.
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