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SUMMARY
In this paper, we propose a novel unified framework for virtual guides. The human–robot interaction
is based on a virtual robot, which is controlled by the admittance control. The unified framework
combines virtual guides, control of the dynamic behavior, and path tracking. Different virtual guides
and active constraints can be realized by using dead-zones in the position part of the admittance
controller. The proposed algorithm can act in a changing task space and allows selection of the tasks-
space and redundant degrees-of-freedom during the task execution. The admittance control algorithm
can be implemented either on a velocity or on acceleration level. The proposed framework has been
validated by an experiment on a KUKA LWR robot performing the Buzz-Wire task.

KEYWORDS: Human–robot cooperation; Admittance control; Virtual guides; Redundant robots;
Path following.

1. Introduction
Industrial robots are nowadays widely used for performing different tasks, by using well-known
control systems that allow them to operate fast, accurate, and with a persisting strength. Equipped
with adequate sensory systems they can also operate in unstructured environments to some extent
due to the limitations in their perception of unpredicted situations, for example unexpected collisions.
To avoid such situations, robots are usually set up behind fences where they are solely performing
motions along some predefined paths without having all the details about the environment. In such
setups, robots might not react properly in case of an unexpected situation. To enable robots to perform
tasks outside fences in an unstructured environment with possible human presence, a novel control
framework is required that can react accordingly.

By exploiting the capabilities of modern robots and combining them with the skills of a human
leads to robot applications where the physical human–robot interaction (pHRI) is essential.1, 2 This
cooperation does not involve only a direct or indirect physical interaction between the partners but
also requires collaboration between them at the “cognitive” level. Some of the problem domains of
pHRI which have been addressed in the last years are learning and imitation,3, 4 human and robot roles
in this cooperation,5, 6 compliance control,2, 7 and safety.1, 8 One type of human–robot interaction is
also cooperation, where we exploit the mechanical capabilities of robotic devices and combine them
with perception and cognitive capabilities of humans to achieve an overall goal.9 Here typically the
role of the robot is to follow the human.

In human–robot co-manipulation, the operator typically controls the robot motion through the
direct contact (cobots) or indirect contact (telemanipulators). Here, the most common method is to
support and guide the human motion using virtual guides introduced in ref. [10] as virtual fixtures.
Virtual guides are constraints which limit the motion of a robotic system. They have a similar func-
tion as the mechanical constraints except that they are implemented in the controller. In ref. [11],
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the virtual fixtures are defined as collaborative strategies which can be used to improve or assist
human to perform manipulation tasks. Fixtures can constrain the motion in different ways. Guidance
active constraints force the operator to move toward a specific target point or to follow a predefined
path,11, 12 while the regional constraints prevent the operator to move into the specific region and/or
force the operator to move out of it.11, 13 The guides can also be modified during the task execution
using refs.12, 14 or they can be learned iteratively.15–17 In general, both type of guides are equivalent
except that guidance constraints are attractive and regional constraints are repulsive. Although the
guides can be related to the dynamic motion,18 in most cases only static guides constraining the posi-
tion are used. In the past different methods for calculating active constraint were given from using
points or line, up to the methods considering complex surfaces or volumes.11–14, 19–21

The physical human–robot co-manipulation relies on interaction forces between the operator
and the robot. Therefore, the robot control algorithm is usually based on impedance or admittance
approach.22 Using the impedance control approach, the motion produces forces, which are then felt
by the operator, whereas using the admittance control approach the forces applied to the robot by the
operator contribute to the robot motion. In general, the impedance control is more suitable when the
robot is in contact with the stiff environment, and the admittance control has its advantages when the
environment is more compliant.23 The distinction between the impedance and the admittance con-
trol is significant when used in pHRI framework. Namely, the impedance-based constraint generates
forces to nullify the motion that violates the constraint, and the admittance-based constraint prevents
the motion induced by the external forces, which would violate the constraint. For safe operation
of the robot control system, the stability has to be assured, which is related to the implementa-
tion of the impedance or admittance controller. In the case of pHRI, we need to consider also the
impedance of the human arm, which has characteristics of a compliant environment, when defining
the impedance/admittance of the robotic system.24–26

In the preliminary study presented at the 27th International Conference on Robotics in Alpe-
Adria Danube Region (RAAD 2018),27 the admittance control using virtual robot was presented.
The specific contributions of this paper are an extended method formulation with a more in-depth
explanation, introduction of proxies for virtual guides, a more thorough overview of the related work,
and an additional discussion of novel results.

In Section 2, we explain the concept of a virtual robot with implemented admittance control.
In Section 3, we present our approach to virtual guides for path tracking and avoiding forbidden
zones, where we also show how the task space and the redundant degrees of freedom (DOFs) may be
changed regarding the state of the system. Finally, in Section 4, we illustrate the use of virtual robots
and guides on KUKA LWR robot arm guiding a human to follow a path.

2. Interaction Control
Let the configuration of the manipulator be represented by joint positions q ∈R

n. For the manipulator
consisting of rigid bodies the joint space equations of motion can be written in the form22

τ = H(q)q̈ + h(q, q̇) + g(q) − τF , (1)

where τ ∈R
n is the vector of control torques, H(q) ∈R

n×n is the inertia matrix, h ∈R
n is the vector of

Coriolis and centripetal forces, g ∈R
n is the vector of gravity forces, and τF ∈R

n represents general
torques due to external forces/torques Fi ∈R

6 acting on the body of the robot manipulator

τF =
∑

i

JT
i Fi , (2)

where Ji ∈R
6×n is the Jacobian matrix for the i-th force acting point.

Let p = [x, y, z]T ∈R
3 represent the position, Q= {η, ε} ∈ S3 ⊂R

4 (unit quaternion) the spatial
rotation, and v = [ ṗTωT ]T the spatial velocity of the end-effector, where ṗ ∈R

3 and ω ∈R
3 are

the linear and angular spatial velocity, respectively. Then, the kinematics of the manipulator can
be described with the following equations:

{p,Q} = {p(q),Q(q)} (3)
v = J(q)q̇ , (4)
v̇ = J(q)q̈ + J̇(q, q̇)q̇, (5)

where J is the geometric Jacobian matrix and J̇ is its time derivative.
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Fig. 1. Implementation of the admittance control on the virtual robot, which is generating desired motion for
the stiff position controlled robot.

Modern robots, especially those used in pHRI framework, are equipped with control algo-
rithms28, 29 which consider dynamics of the robot to decouple and linearize the robot system
and to achieve the desired dynamic behavior of the robot. We assume that the low-level robot
control completely decouples and linearizes the system so that the close-loop behavior can be
described as

ëq + Kvėq + Kpeq = τF , (6)

where qd is the desired motion of the robot end-effector, and eq is the position error, eq = qd − q. The
toques τF are due to the contact forces when the robot is in contact with the environment, or due to
the external forces applied to the robot.

Typically, the human–robot interaction in the industry takes place at the force level. Here a human
operator can interact with a robot by applying forces to a point on the robot body in order to move and
reconfigure the robot. To perform the task, the human operator can apply forces at the end-effector
of the robot. Based on these forces (detected by force/torques sensors) the control algorithm can
generate a motion, which moves the robot in the desired direction or it can block the motion in that
direction if needed.

Let gains Kv and Kp assure the stability of the robot. We assume that the robot dynamics is faster
than the expected dynamics of the human-induced motion. This means that a human does not perceive
the delay between the commanded motion and actual robot motion. Next, we assume that during the
human–robot co-manipulation no contact with stiff environment occurs. Hence, we can select high
gains Kp, which make the robot stiff. Consequently, motion tracking error is negligible and Eq. (6)
can be simplified as

q ≈ qd . (7)

Under these assumptions, we find that the admittance control approach is a suitable control frame-
work to be used for pHRI. In general, the weakness of admittance control is when the robot is
in contact with the stiff environment. However, when used for virtual guides this is not the case.
Namely, if the robot end-effector is in contact with the stiff environment, then the operator does not
need assistance from virtual guides as the environment is guiding or restricting the motion of the
end-effector.

We have implemented the admittance control using a virtual robot and not directly on the real
robot and does not rely on direct feedback from the robot. Based on the desired end-effector motion
xd and measured external forces Fext due to the human interaction, admittance control generates the
motion of the virtual robot qv. The motion qv is then applied as the input qd of the inner position
control loop (see Fig. 1). If the robot is kinematically redundant, then qd includes also the null-space
motion.

Typically, the virtual robot dynamics represents a mass-damping-spring system with the desired
dynamic properties. By their nature, a virtual robot can have any dynamic properties. However, it is
necessary to consider that the virtual robot dynamics is bounded by the dynamic properties of the
position controlled robot. Moreover, the selection of the virtual mass and damping depends on the
task.24, 26, 30, 31 The virtual robot can be selected as an ideal system represented by a double integrator

https://doi.org/10.1017/S0263574719000973 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574719000973


1810 Unified virtual guides framework for path tracking tasks

system, where the input is the desired acceleration and the output is the position

qv =
∫∫

q̈v dt . (8)

The dynamic behavior of the virtual robot then depends on the control used for the virtual robot
motion control. As the human operates in the Cartesian space, it is reasonable to design the control
in the Cartesian space and in most cases with the same dynamic properties of the system in all spatial
directions.

Let p = [x, y, z]T ∈R
3 represent the position of the virtual robot, Q= {η, ε} ∈ S3 ⊂R

4 (unit
quaternion) the spatial rotation, and v = [ ṗTωT ]T the spatial velocity of the end-effector of the virtual
robot, where ṗ ∈R

3 and ω ∈R
3 are the linear and angular spatial velocity, respectively. Then, we can

define the end-effector position and orientation error ex ∈R
6 as

ex =
[

pd − p
2 log(Qd ∗Q−1)

]
, (9)

and the end-effector spatial velocity error as

ev = vd − v , (10)

where subscript (.)d denotes the desired value of the virtual robot variable. We propose to select the
control input as

ac = v̇d + M−1(Dev + Kex + Fext) , (11)

where Fext ∈R
6 are the forces/torques applied by the human on the end-effector, M = diag(M) ∈

R
6×6 is a positive definite matrix, D = diag(Di) ∈R

6×6 positive semi-definite matrix, and K =
diag(Ki) ∈R

6×6 positive semi-definite matrix representing the desired inertia, damping, and stiff-
ness of the virtual robot, respectively. Finally, to obtain the desired control input q̈d for the virtual
robot, we have to solve the inverse kinematics. In the case of redundant robots, the inverse kinematic
controller is given in the form

q̈v = J#(ac − J̇q̇v) + (I − J#J)q̈vn , (12)

where J# is a generalized inverse of the Jacobian matrix J and q̈vn are arbitrary joint accelerations
(used to perform lower priority tasks). Combining (8), (11), and (12), we obtain the task space
dynamics in the form

Mėv + Dev + Kex = −Fext, (13)

and the desired virtual robot dynamic behavior is obtained by properly selecting M, D, and K. From
Fig. 1, we can see that the only feedback loop from the robot subsystem to the virtual robot subsystem
is over the human. Hence, to assure the stability of the system M, D and K have to be selected so
that the virtual robot subsystem is passive. Note that the robot subsystem is stable by assumption,
and although humans are not passive per se, they are able to adapt to the environment and tend to be
passive.20 If so, the overall system is stable.

Experiments with human interacting with robots have shown that damping has greater influence on
the human perception than the virtual mass of the robotic system.30, 31 Therefore, a simplified version
of admittance control at the velocity level can be used. In this case, the virtual robot is defined as a
single integrator, where the input is the desired velocity

qv =
∫

q̇v dt , (14)

and the admittance control is defined as

vc = vd + D−1(Kex + Fext) . (15)

On velocity level the inverse kinematics is defined as

q̇d = J#vc + (I − J#J)q̇vn , (16)
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where q̇vn are arbitrary joint velocities, which can be used to perform some lower priority tasks.
Combining (14), (15), and (16), the dynamics of the virtual robot is

Dev + Kex = −Fext . (17)

If we want to consider also the inertia in this framework we have to use a first-order filter for the
external force

F̂ext = D
Ms + D

Fext (18)

resulting from the following relation

F = M ẍ + Dẋ . (19)

Using F̂ext instead of Fext in (15) yields the virtual robot dynamics in the form

Mėv +
(

D + M K
D

)
ev + Kex = −Fext . (20)

By comparing (13) and (20), we can see that using filtered external force yields a similar close
loop behavior as the admittance control based on acceleration, except that the effective damping is
higher.

2.1. Control in task space
Usually the motion of the end-effector is described in the Cartesian space representing the opera-
tional world space O. However, when the task or the constraints require a special behavior in some
directions which are not aligned with the world space, then we propose to formulate the control and
the constraints in the relevant task space T . This can be done by mapping the control and constraints
from O into a suitable task space T .32 As the origin of T is not important, we apply in the admittance
controller only the rotation of the task space T . So, the admittance controller (15) becomes

tvc = R
T
t vd + D−1(KR

T
t ex + R

T
t Fext) , (21)

and the inverse kinematics at velocity level (16) becomes

q̇d = (R
T
t J)# tvc + (I − (R

T
t J)#R

T
t J)q̇n . (22)

Here, the matrix Rt is defined as

Rt =
[

Rp 03×3

03×3 Ro

]
, (23)

where Rp and Ro are rotation matrices for mapping the positions and orientations from the world
frame FO to the task-space frame FT , respectively.

2.2. Redundancy resolution
In general, virtual guides consider all spatial position and orientation DOFs. In our previous work,27

we have shown that in some regions it is not required that all six spatial DOFs are controlled. Then
the task space T is a lower-dimensional subspace of the operational space O, dim(T ) < dim(O) = 6,
and the robot can be treated as a functionally redundant robot. In ref. [27], we have proposed to do
the redundancy resolution by using the Jacobian which considers only DOFs in the task space T and
using it in (12) or (16) to map the joint velocities due to the lower priority tasks into the null-space
of J. The aim of using null-space is to prevent influence of secondary tasks on the primary task, that
is the motion generated by the secondary task should not interfere with the motion in the task space.
However, when the dimensionality of T changes between the task zones, then the number of rows of
J change discontinuously, and in general, the generated motion is not continuous and smooth.

To overcome this problem, we propose a novel strategy for the secondary tasks. The novel strategy
is still exploiting the functional redundancy for secondary tasks, but instead of using a null-space
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projection we calculate virtual end-effector forces/torques, which initiate the same motion as the
null-space term in (12) or (16), and this motion is not constrained as the task space motion.

The virtual forces are calculated as follows. Let J ∈R
6×n be the Jacobian matrix of the robot in O.

Then, the Jacobian matrix JT in T can be obtained as

JT = SJ , (24)

where S ∈R
6×6 is a diagonal selection matrix for selecting the task space spatial directions. Next, we

define virtual external forces/torques Fn based on the joint velocities due to the secondary task q̇n as

Fn = 1

α
AJ(I − J#

T JT )q̇vn , (25)

where J#
T is a generalized inverse of JT and A ∈R

6×6 is a diagonal scaling matrix. As virtual force
Fn generates the motion of the end-effector, it is necessary to limit the maximal value of components
Fn,i. For that, we use proportional limiter implemented as a scaling factor α

α = max

(
1, max

i

(
Fn,i

Fn,i,max

))
, (26)

where Fn,i,max are the maximal allowed values of virtual force components Fn,i. The virtual forces Fn

are then included in (11) or (15) yielding

ac = v̇d + M−1(Dev + Kex + Fext + Fn) , (27)

or

vc = vd + D−1(Kex + Fext + Fn) . (28)

Note that the components of Fn corresponding to directions of T are zero, J#
T Fn = 0, and hence Fn is

not influencing the task space motion. To exploit also the intrinsic redundancy, the null-space term
in (12) or (16) is still used.

2.3. Path
Let the path f be given as a parametric curve in SE(3) as

{p,Q} = f (s) (29)
v = Jsṡ (30)
v̇ = Jss̈ + J̇sṡ

2 , (31)

where Js ∈R
6×1 is the path Jacobian and represents the path direction at s. It is assumed that f (s) is

continuous for all s and that s is strictly increasing. A good candidate for s is the path length. Note
that path can be also defined in the task space T ⊂ SE(3) where some of the unused spatial directions
are omitted. Then the dimension of v and Js is lower according to the dim(T ).

To describe a general path we use a parametric description

f (s) =

m∑
i=1

wi�i(s)

m∑
i=1

�i(s)

, (32)

where wi ∈R
dim( f ) are weights that define the path and �i are the radial basis function (RBF) kernels

given as

�i = exp

(
− (s − ci)

2

2hi

)
, (33)

centered at ci, where hi are defining the widths of kernel functions. If not stated otherwise, we use ci,
i = 1, . . . , m, that equally spread along the path, that is between 0 and smax. The number of kernel
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functions m depends on the required accuracy of the path description. Using �(s) ∈R
m defined as a

row vector with components

�i(s) = �i(s)
m∑

i=1

�i(s)

(34)

in (32) yields

f (s) = �(s)w . (35)

Knowing the values of f (s) along the path, the corresponding weights w can be found by solving (35)
in a least square sense

w =
(
�̂

T
�̂
)−1

�̂
T
f̂ , (36)

where f̂ ∈R
r×dim( f ) are path values and �̂ ∈R

r×m basis vectors for all path steps, respectively, and r
is the number of path steps.

Note that using this method multiple trajectories, that is a library of the demonstrated move-
ments that represents the same path, can be used to determine weights w. For the details of
parametric description of singularity-free representations of orientation, such as rotation matrices
and quaternions, see ref. [33].

2.4. Motion constraints
The motion of a robot is generally constrained. The constraints are of two types: the system con-
straints imposed by the manipulator itself (due to the limits in joint torque, joint velocities, and/or
joint positions) and the task constraints given by the task (path velocity and acceleration).34 In the
path tracking applications an operator moves the robot along a path by pushing it. As we have
explained before, the forces generate the motion along the path. To prevent that maximal allowed
joint or maximal task-space velocities are exceeded, the path velocity ṡ has to be bounded.

Let us assume that the task space linear and rotational velocities are bounded

‖ṗ‖ < ṗmax and ‖ω‖ < ωmax , (37)

where ṗmax and ωmax are the bounds. Using (30), the corresponding path velocity bounds are obtained
as

ṡt
max = min

(
ṗmax

‖Jsp‖ ,
ωmax

‖Jso‖
)

, (38)

where Jsp and Jso are the position and orientation part of the Js, respectively.
In addition, ṡ is bounded also due to bounded joint velocities. Let the joint velocity bounds be

given as

|q̇i| ≤ q̇max,i, i = 1, . . . , n . (39)

Considering only the task-space motion and using (4) and (30), the joint-wise bounds on ṡ can be
calculated as

ṡv
max,i =

q̇max,i

|J#Js|i
, i = 1, . . . , n , (40)

where |J#Js|i denotes the absolute value of the i-th component of J#Js, which are then combined to

ṡv
max = min

i=1,...,n
ṡv

max,i . (41)

Finally, the overall bound on ṡ is defined as

|ṡ| ≤ ṡmax = min
(
ṡv

max, ṡt
max

)
. (42)
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Note that in the case of redundant robots, ṡv
max depends on the configuration of the robot and cannot

be defined for a given path in advance.

3. Virtual Guides
In co-manipulation tasks, the operator is holding a tool attached to the end-effector of the robot and
manipulating it to perform a task. The virtual guides assist a human operator to perform that task by
regulating the motion of the operator. This means that the operator has the responsibility to generate
the motion, while the robot monitors the motion and reacts if necessary regarding the preplanned
trajectories or regions where the tool is. For that, the robot has enough information regarding the task
path and constraint geometry, but it is not necessary that the robot has any temporal information on
how to perform the task.

3.1. Unified constraint framework
By observing the admittance control algorithm (11) or (15), we can identify two sets of control
design parameters and variables. The first set is associated with the dynamic behavior of the system
which influences the feeling of the operator when moving the tool, and includes the virtual stiffness,
damping, and inertia parameters. The other set is related to the motion and includes the desired values
for the position, velocity, and acceleration, which are used to define the active constraints.

For example, let’s consider a task where the robot guides an operator towards a point pd. Here,
the position pd represents the point constraint and a virtual guide generates a motion using pd as
the desired goal position. Note that in this situation operator is holding the tool. Therefore, it is
important to properly select the gains. Typically, the gains K, which define the force pulling the
robot toward the target, have to be much lower as commonly used in position controlled robots. Also
the gains D and M, which define the dynamics of the motion, have to be selected properly to provide
natural feeling for the operator.

The other possibility for moving towards a point would be that the robot only encourages the
operator to move toward the goal position pd. In this case, the robot does not generate any motion,
that is the stiffness gains K have to be set to 0. Here, the guiding action is achieved only by selecting
proper values for gains D and M. For example, by using anisotropic gains D the direction of motion
towards the goal position can become more preferred as in the opposite direction.18

Another type of guides is the forbidden-region constraint, where the virtual guide does not influ-
ence the motion in a defined region but prevents the operator to leave that region. In most cases,
such constraints are related to the positions or orientations and conform to the wall in a real world.
Using the proposed unified framework, the forbidden-region constraints can be achieved by adding
dead-zone functions for the relevant variables in Eq. (11) or (15). For example, let us design an active
constraint to prevent the tool to leave the subspace A of the task space T , where y ∈ [ymin, ymax]. First,
we select the desired position in the y-direction to be somewhere between the bounds, for example
in the middle of the A

yd = ymin + ymax

2
. (43)

Next, to “activate” the virtual guide only when the end-effector is on the border of A, the
corresponding component in the stiffness term us is given by

us = Kex, (44)

and the control (11) or (15) is modified by applying a dead-zone to y component of ex (see also Fig. 2)

(us)
∗
y =

(
Z(ex, K, emin, emax)

)
y

=

⎧⎪⎨
⎪⎩

K+
y

(
ey − ey,max

)
for ey > ey,max = (yd − ymin)

0 otherwise
K−

y

(
ey − ey,min

)
for ey < ey,min = (yd − ymax),

(45)

where Z(·) represents the dead-zone function and ey is the error in y-direction, (ex)y = py,d − py.
Consequently, the stiffness term us is 0 when the tool lies between ymin and ymax, and when it leaves
this region, a virtual spring will push the tool back into the allowed region. Note that using different
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Fig. 2. Dead-zone representing forbidden-region constraint (yellow zone indicates the allowed region A and
red zones indicate forbidden regions).

gains K+
y and K−

y for each side of the dead-zone we can adjust the stiffness of the virtual borders. For
hard guides high stiffness gains K are required, leaving the user with no or little freedom to deviate
from the preferred path or to penetrate into forbidden region.

From (11) or (15), we can see that the stiffness term us can be treated as a virtual force proportional
to the penetration depth. When the task scenario requires more than one forbidden zone or more
complex zones, the stiffness terms can be governed by

us =
r∑

i=1

usi. (46)

When the region borders are not aligned with the task frame, then we propose to define the guides in
a region dependent spaces Ri, which are given by

usi = RRi KiR
T
Ri

exi , (47)

where RRi is the rotation between Ri and T . Note that the dead-zone is applied in the same manner
as given by (45), but in the rotated space Ri.

Considering (25), (45), (44), and (47) in (21) yields

tvc = R
T
t vd + D−1R

T
t

(
r∑

i=1

Z(RRi KiR
T
Ri

exi) + Fext + 1

α
AJ(I − (R

T
t J)#R

T
t J)q̇n

)
, (48)

which together with (22) represents the unified framework, that is combines the control of the
dynamic behavior, selection of the tasks space and redundant DOFs, path tracking, and different
active constraints. The framework can be summarized as follows. First, the space T relevant for the
task has to be identified, that is the DOFs needed to perform the task. Next, the configuration of all
constraints has to be determined. For most constraints this is the geometry which is defined in the
space T or in a region-dependent space R. Finally, the controller parameters are selected, which
assure the desired dynamic behavior and generate active constraints.

The control actions (guidance, attraction, repulsion) are established by evaluating the robot con-
figuration relatively to the constraint configuration. We have to select which states of the virtual
robot are used for the constraining actions and the desired values for those states. For the regional
constraints also the dead-zone parameters have to be defined. Finally, we define the gains K, D, and
M to achieve the desired dynamic behavior.

3.2. Tracking tasks
The tracking tasks are tasks where the robot end-effector has to follow a predefined path. In the
framework of human–robot cooperation these tasks can consist of several steps. Among many possi-
ble scenarios of robot assisting a human to track the predefined path, we have selected the one where
the operator can move the tool by applying a force on the end-effector. When on the path, the robot
guides the operator to follow the path, that is the operator controls the motion along the path and
virtual guides prevent him from moving the robot off the path.

In this scenario, there are two situations, whether the end-effector is on the path or is not (see
Fig. 3). So, a possible sequence could be that after the human operator grasps the end-effector, he/she
has to move it first closer to the path, and when the target path is reached, the end-effector has to stay
on the path. After the task is completed, the robot can be moved away from the path. The aim of the
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Fig. 3. Path tracking task: FP (s) is coordinate frame attached to path, FT is coordinate frame representing T ,
FO is world coordinate frame (a) Approaching path. (b) On path.

virtual guides is to reduce the cognitive and physical effort of the operator during the task execution.
Since the requirements are different for both situations, that is when on the path or not, we design
the virtual guides separately. Note that transitions between the states must be smooth.

In general, not all DOFs of the robot are needed to perform a motion in such scenario. The unused
orientation DOFs can be utilized for some lower priority tasks like a pose optimization or obstacle
avoidance. Let us assume that for general path tracking all spatial DOFs are needed. However, when
the tool is away from the path, the orientation of the tool might not be important. Therefore, we
propose to select virtual guides for the “off-path” state separately for positions and orientations.

3.2.1. Virtual guides for path tracking. The main goal of the virtual guides is to guide the operator
along the path. On the path, the motion of the end-effector is fully constraint, that is the end-effector
positions and orientations are as required by the path definition. The operator is only allowed to
move along the path. Using the proposed unified framework, we implement the admittance control
in the task space aligned with the path, and we have selected stiff behavior for off-path movements.
The task space has been rotated so that one task frame axis is tangential to the path (frame FT is
aligned with frame FP ) and then the controller (11) or (15) has been used with positional component
of K in the path direction equal to 0. The other components of K have been selected according to
the allowed deviation from the path. Also the damping and inertia related gains D and M have been
selected differently for the direction aligned with the path tangent and other directions.

As a matter of fact, following the path is a one-dimensional task. The human operator can only
influence the position s on the path f (s). Therefore, a one-dimensional admittance control defined in
path space can be used with (29)–(31) to obtain the task space motion. Note that this is equivalent to
a proxy-based approach.11, 18, 35

The dynamics of the proxy can be selected as

s̈ = 1

ms

(
bs(ṡd − ṡ) + ksJs

TFext
)
, (49)

where ṡd is the desired path velocity, and ms, bs, and ks are the proxy inertia, damping, and force scal-
ing constant, respectively. The driving force for the proxy is the projection of the external force Fext

on the path tangent. The desired path velocity sd is used when the path velocity profile is important
and the operator is guided along the path using this velocity profile.

From the path kinematics (29)–(31) the task space motion ({p,Q}, v, and v̇) is obtained and used
in the controller of the virtual robot to get the robot motion in the joint space. When using proxy, the
task space admittance control gains are selected so that stiff robot-proxy behavior is assured. Note
that the motion of the proxy is constrained by the path, and therefore no other regional constraints
are needed.

3.2.2. Constraints for approaching the path. Beside guiding the operator when moving along the
path, the virtual guides can also assist the operator to get on the path. Since there might be some
regions in the robot workspace which have to be avoided, that is due to obstacles, singular configura-
tions, etc., the virtual guides can prevent the end-effector to enter them by selecting suitable regional
constraints.
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Fig. 4. Preferred motion directions (∝ to arrow length) when approaching the path initial position p0 (p is the
actual end-effector position)

If there are no obstacles or other forbidden regions in the workspace, the positions in the “off-path”
are not constrained. This means that the operator can freely move the end-effector. Such behavior is
achieved when the stiffness for the positions is set to zero, Ki = 0, i = {x, y, z}. To encourage the
operator to move toward the initial path position p0, we propose anisotropic damping where the
damping in the direction toward p0 is lower than in other directions. This can be achieved by rotating
the position task space so that one task frame axis is pointing toward p0. Then, lower damping gains
are selected when the end-effector is moving toward p0. For example (see also Fig. 3a), if we select
Rp in (23) to be the rotation matrix that rotates z-axis of frame FO onto the vector ( p0 − p), where p
is the actual end-effector position. Then, the damping gains of the admittance controller realized in
T are defined as

Bx = By = b0 , Bz =
{

b2 for ż < 0
b1 for ż > 0 (approaching p0)

, b1 < b0 < b2. (50)

Such gains give the preferred movement directions as shown in Fig. 4. Note that during the motion
the task frame FT can rotate, but the controller gains are constant.

Usually the end-effector orientation is not important when “off-path” and the operator can change
the orientation. To exploit the orientation DOFs for secondary tasks, we select S as

S =
[

I3×3 03×3

03×3 03×3

]
. (51)

However, as the orientation is prescribed on path, we have to assure that when approaching the path
initial position p0 the final orientation equals the required path orientation. For that, we apply a
symmetric distance-dependent dead-zone (45) for orientation errors with borders defined as

(ex)i,max = −(ex)i,min = κi‖pd − p‖ , i = {α, β, γ }, (52)

where the gains κi are selected so that the active orientation correcting motion initiated by virtual
guides will not disturb the operator. In cases when the borders are not equal for all orientations, we
have to select suitable rotation matrix Ro. Otherwise, we can use any Ro, for example Ro = I or
Ro = Rp.

If there is a more complex forbidden region in the robot workspace when approaching the path, it is
necessary to add to the above defined control additional constraints that will prevent the end-effector
positions to leave the allowed region. These constraints are realized as positional stiffness terms with
dead-zones. For example, in Fig. 5 three planes represent walls of forbidden regions. Walls A and B
are aligned with the frame FO and wall C is aligned with frame FR. To prevent entering into the all
forbidden zones, we have to define the positional stiffness term us as

us = Z( pd − p, KAB, eAB,min, eAB,max)+
Z( pd − p, KC, eC,min, eC,max)

(53)

with

KAB = diag([KA, 0, KB])
eAB,min = [−dA, ∞, −dB]
eAB,max = [∞, ∞, ∞]
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Fig. 5. Path tracking task: Approaching path where allowable workspace is bounded by three planes

KC = RR diag([0, 0, KC])RT
R

eC,min = [0, ∞, −dC]
eC,max = [∞, ∞, ∞],

where RR is representing the rotation between FR and FO, and dA, dB, and dC are the distances of p0
to planes A, B, and C, respectively.

4. Experimental Evaluation
To illustrate the performance of the virtual guides based on the unified control framework we have
selected the Buzz-Wire task, where a ring has to be moved along curving wire without touching it,
which is a typical path following tasks that requires a certain level of cognitive and physical effort
from the human for achieving the goal. To reduce the effort of the operator, we have used a KUKA
LWR robot arm with 7DOF to assist the operator while performing the task.

Although the KUKA LWR arm has joint torque sensors, we have equipped it with additional
force/torque sensor mounted on the end-effector, which enables more precise force/torque measure-
ments at the end-effector. For both tasks, the tool has been mounted on the force sensor. To perform
the task, the operator grasps the tool and moves it.

For the experiments, we have implemented the virtual guides using admittance control at the
velocity level (21). The selection of the controller gains, dead-zones, and task space rotations is
defined below for each task.

In general, path guiding constraints consider all spatial position and orientation DOFs. For the
Buzz-wire task, the ring and the wire are axisymmetric, and the corresponding rotational DOF is not
relevant for the task. Additionally, in some situations not all spatial directions have to be controlled,
that is the orientation of the tool when far from the target path is not important. To optimize the
behavior of the system, all functional redundant DOFs can be removed from the task-space and used
for the self-motion, which is used for optimization of some performance index.

For demonstrations, we have used the functional redundancy together with intrinsic redundancy
of the KUKA LWR robot to optimize the robot configuration. Based on the Jacobian transpose
formulation, we propose to use the following simple null-space velocity control defined as

q̇vn = K1(qopt − qv) − K2 JTFbody , (54)

where qopt is the optimal joint configuration and Fbody are external forces acting on the body of the
robot and are provided by the KUKA LWR controller using the internal joint torque sensors. K1 and
K2 are suitable gain matrices. The aim of the first term is to reconfigure the robot into a preselected
configuration qopt so that the motion along the wire is possible without reaching the joint limits.
The second term allows the operator to manually reconfigure the robot. The functional redundancy
resulting from unconstrained orientations has been resolved using the concept of virtual forces as
defined by (27) and (28).

Note that in our experiments the operator can only influence the position of the end-effector. The
orientation is always actively controlled by the robot controller. Note that the orientation is defined
by the path; however, in some situations when it is not important for the task, the orientation DOFs
have been exploited for the secondary task. In this case, the operator can change the orientation.
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Fig. 6. Buzz-wire task: ring is moving along the wire.

Fig. 7. Buzz-wire task: free-motion zone A, restricted region wall, and approach zone B.

The goal of the Buzz-wire task is to move the ring along the wire without touching it. The opera-
tor has to get the right balance between speed and skill in order to optimally finish the task. The ring
has to be moved so that the wire is always almost in the middle of the ring, and the ring orientation
has to be perpendicular to the wire (see Fig. 6). Note that the orientation of the ring regarding the
wire is not important for the task, that is the ring can be freely rotated around the wire. For clearness
of virtual guides definition, the wire has been designed to be in a plane. In our experiment we have
modified some rules of the typical Buzz-wire game. The ring, which is originally already on the wire,
has to be put in our task on the wire at the path starting point. Next, we have allowed that the ring
can be removed from the wire only at this point. Note that such a task definition is solely to illustrate
the capabilities of the proposed framework. The virtual guides could be easily defined to allow the
operator to put the ring on the wire or to remove the ring as any location on the wire. To illustrate
the use of orientation guides, we have required a fixed orientation to put the ring on the wire. As the
wire path could not be described with analytic functions, the path has been encoded using the RBFs.

For the minimal operator’s effort, the dynamic parameters have been selected to be: damping
D = 20 Ns/m, stiffness K = 2000 Ns/m, and force filter cutoff frequency D/M = 400 s−1.

The virtual guides have been defined depending on the distance between the ring and the path
starting point on the wire. Additionally, as the ring has to be put on the wire, the orientation of the
tool has to be considered in this phase of the task. We have defined that the ring could be put on the
wire or removed from the wire only at the path starting point. Therefore, we have defined three zones:
(A) far-away zone (distance to the path starting point ≤0.02 m), (B) approaching zone (distance to
the path starting point <0.02 m), and (C) on-the-wire zone.

In zone A, the position of the tool has not been restricted and the operator could freely move the
tool. Due to the robot workspace limitations, the tool could be moved only in the space between
the wire and the robot. Therefore, we have defined a restricted region for the tool position. We
have used the controller (45), where the task space has been selected so that the z-axis has been
the normal to the plane of the wire, and we have defined a virtual wall parallel to the plane going
through the position pA. Point pA has been used as the approaching point to put the ring on the wire
(see Fig. 7) and has been selected near the path initial position p0, pA = p0 − [0.02, 0, 0]Tm. For
the zone A, the desired position has been the approaching point, pd = pA. The position gains in x
and y directions have been set to 0 (no position control, only damping), and to prevent entering the
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Fig. 8. Buzz-wire experiment: (a) Far away from the wire (zone A). (b) Near position pA (zone B). (c) Close
to the wire – ring is wrapped around the wire (transition from zone B to wire). (d), (e), and (f) Ring is moved
along the wire.

forbidden zone, the restricted region wall has been defined by a dead-zone for position in z-direction
with borders [0, ∞]. The orientation of the tool in zone A has been important only when approaching
the point pA. So, the orientation could be arbitrary in a certain range depending on the distance to the
pA. This has been achieved by selecting dead-zones for all orientation DOFs with bounds [−d, d],
d = kϕ‖pd − p‖, where kϕ defined the range for the allowed orientations when approaching pA.

To enable putting the ring on the wire, the motion in zone B has to be restricted. Therefore,
we have defined the constraint which allowed only a motion along straight line from pA to p0 with
the orientation of the tool as required in p0. This has been achieved by selecting the position and
orientation gains K = 100 diag([0, 1, 1, 1, 1, 1]). In zone B no dead-zones have been defined.

When the ring is on the wire we can use two types of virtual guides. One possibility is to rotate
the task space so that x-axis is pointing in the direction of the task path and to set only the positional
gain for x direction to 0 and no dead-zones have been used. In this way, the operator could move only
in the direction of the path. The other possibility is to use a proxy as defined by (49). In this case,
we do not use admittance control, but only the path tracking control, where the robot end-effector
follows the proxy. The motion of the proxy is constrained to the path and controlled by the operator’s
interaction force. As the ring and the wire are axisymmetric, the orientation of the tool around wire
axis is arbitrary, when the tool is on the wire. To exploit this free orientation for the secondary task,
we have used the dead-zone for the orientation around x axis with bounds [−a, a], a = kαs, where kα

defined the range for the allowed orientations. Such a dead-zone has assured the required orientation
of the tool at the path starting point (s = 0).

The admittance control has enabled such dynamic properties of the virtual robot so that the opera-
tor could easily move the robot with low applied forces. The proposed virtual guides have supported
the operator to follow the wire without touching it. Thus, his effort to follow the wire has been sig-
nificantly reduced. In Fig. 8, some typical situations during task execution are shown. The details of
the experiment are also shown in the first multimedia attachment.

When the operator has tried to move the ring along the wire very fast, he has reached the maximal
allowed path velocity. The operator has felt the inability to move faster as an increased friction.
This situation is shown in Fig. 9 where we can see how the bounds on ṡ due to the bounded joint
velocity are changing along the path. One would expect that the maximal joint velocities would not
be exceeded during the motion. However, as the system is intrinsic and functional redundant and the
null-space motion is not considered in the calculation of ṡmax, joint velocity bounds can be exceeded.

5. Conclusion
In this paper, we introduced the unified virtual guides framework for the physical human–robot coop-
erative setups. We showed that the proposed framework can act as an effective tool to assist operators
to perform a task where an accurate motion or heavy load manipulation is required and/or where due
to the unstructured environment human cognitive skills are needed. The proposed unified virtual
guides framework is based on admittance control applied to a virtual robot, which greatly increases
the usability since it can be used on any position controlled robot with mounted force/torque sensor
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Fig. 9. Time response of a motion along the wire; velocity bounds ṡt
max = 0.25 m/s and q̇max,i = 1 rd/s. Top plot:

path velocity ṡ and allowable path velocity region (gray); Bottom plot: joint velocities q̇v.

at the end-effector. Note that the proposed approach does not need internal force/torque sensor in
the joints of the robot. The admittance control can be defined at the acceleration or velocity level.
Additionally, the proposed framework allows on-line changing of the task space and selection of
redundant DOFs. The proposed redundancy resolution allows to limit the extend of the self-motion
and smooth motion when the number of redundant DOFs changes. As the control at the velocity
level is simpler than the control at acceleration level, we favor to use the first one. Additionally,
we showed how the novel methodology is used to design different types of virtual constraints and
the dynamic behavior of the system when moving on the path. The proposed framework was eval-
uated on a KUKA LWR robot assisting a human to do different path following task. Experimental
results have shown that different virtual constants with changing properties can be easily defined by
assigning corresponding values for parameters and input variables of the control algorithm.
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