
1. Introduction

Empirical tests of theories depend crucially on the method-
ological decisions researchers make in designing and im-
plementing the test (Duhem 1953; Quine 1953). Analyzing
and changing specific methodological practices, however,
can be a challenge. In psychology, for instance, “it is re-
markable that despite two decades of counterrevolutionary
attacks, the mystifying doctrine of null hypothesis testing is
still today the Bible from which our future research gener-
ation is taught” (Gigerenzer & Murray 1987, p. 27). Why is
it so difficult to change scientists’ practices? One answer is
that our methodological habits, rituals, and perhaps even
quasi-religious attitudes about good experimentation are
deeply entrenched in our daily routines as scientists, and
hence often not reflected upon.

To put our practices into perspective and reflect on the
costs and benefits associated with them, it is useful to look
at methodological practices across time or across disci-
plines. Adopting mostly the latter perspective, in this arti-
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cle we point out that two related disciplines, experimental
economics and corresponding areas in psychology (in par-
ticular, behavioral decision making) have very different
conceptions of good experimentation.

We discuss the different conceptions of good experi-
mentation in terms of four key variables of experimental de-
sign and show how these variables tend to be realized dif-
ferently in the two disciplines. In addition, we show that
experimental standards in economics, such as performance-
based monetary payments (henceforth, financial incen-
tives) and the proscription against deception, are rigorously
enforced through conventions or third parties. As a result,
these standards allow for little variation in the experimen-
tal practices of individual researchers. The experimental
standards in psychology, by contrast, are comparatively lais-
sez-faire, allowing for a wider range of practices. The lack
of procedural regularity and the imprecisely specified social
situation “experiment” that results may help to explain why
in the “muddy vineyards” (Rosenthal 1990, p. 775) of soft
psychology, empirical results “seem ephemeral and un-
replicable” (p. 775).

1.1. The uncertain meaning of the social 
situation “experiment”

In his book on the historical origins of psychological exper-
imentation, Danziger (1990) concluded that “until rela-
tively recently the total blindness of psychological investi-
gators to the social features of their investigative situations
constituted one of the most characteristic features of their
research practice” (p. 8). This is deplorable because the ex-
perimenter and the human data source are necessarily en-
gaged in a social relationship; therefore, experimental re-
sults in psychology will always be codetermined by the
social relationship between experimenter and participant.
Schultz (1969) observed that this relationship “has some of
the characteristics of a superior-subordinate one. . . . Per-
haps the only other such one-sided relationships are those
of parent and child, physician and patient, or drill sergeant
and trainee” (p. 221). The asymmetry of this relationship is
compounded by the fact that the experimenter knows the
practices of experimentation by virtue of training and ex-
perience, while the typical subject is participating in any
given experiment for the first time.1

Under these circumstances, and without clear-cut in-
structions from the experimenter, participants may gener-
ate a variety of interpretations of the experimental situation
and therefore react in diverse ways to the experimental
stimuli. In the words of Dawes (1996):

The objects of study in our experiments (i.e., people) have de-
sires, goals, presuppositions, and beliefs about what it is we wish
to find out. Only when it is explicitly clear that what we are seek-
ing is maximal performance . . . can we even safely assume that
our interpretation of the experimental situation corresponds to
that of our subjects. . . . Even then, however, we may not be
able to . . . “control for” factors that are not those we are inves-
tigating. (p. 20)

1.2. Defining the social situation “experiment”

In this article, we argue that experimental standards in eco-
nomics reduce participants’ uncertainty because they re-
quire experimenters to specify precisely the “game or 
contest” (Rieken 1962, p. 31) between experimenter and par-

ticipant in a number of ways. In what follows, we consider
four key features of experimental practices in economics,
namely, script enactment, repeated trials, financial incen-
tives, and the proscription against deception. The differ-
ences between psychology and economics on these four
features can be summed up – albeit in a simplified way –
as follows. Whereas economists bring a precisely defined
“script” to experiments and have participants enact it, psy-
chologists often do not provide such a script. Economists
often repeat experimental trials; psychologists typically do
not. Economists almost always pay participants according
to clearly defined performance criteria; psychologists usu-
ally pay a flat fee or grant a fixed amount of course credit.
Economists do not deceive participants; psychologists, par-
ticularly in social psychology, often do.

We argue that economists’ realizations of these variables
of experimental design reduce participants’ uncertainty by
explicitly stating action choices (script), allowing partici-
pants to gain experience with the situation (repeated trials),
making clear that the goal is to perform as well as they can
(financial incentives), and limiting second-guessing about
the purpose of the experiment (no deception). In contrast,
psychologists’ realizations of these variables tend to allow
more room for uncertainty by leaving it unclear what the
action choices are (no script), affording little opportunity
for learning (no repeated trials), leaving it unclear what the
experimenters want (no financial incentives), and prompt-
ing participants to second-guess (deception).

Before we explore these differences in detail, four ca-
veats are in order. First, the four variables of experimental
design we discuss are, in our view, particularly important
design variables. This does not mean that we consider oth-
ers to be irrelevant. For example, we question economists’
usual assumption that the abstract laboratory environment
in their experiments is neutral and, drawing on results from
cognitive psychology, have argued this point elsewhere
(Ortmann & Gigerenzer 1997). Second, we stress that
whenever we speak of standard experimental practices in
“psychology,” we mean those used in research on behavioral
decision making (an area relevant to both psychologists and
economists; e.g., Rabin 1998) and related research areas in
social and cognitive psychology such as social cognition,
problem solving, and reasoning. The practices discussed
and the criticisms leveled here do not apply (or do so to a
lesser degree), for instance, to research practices in sensa-
tion and perception, biological psychology, psycho-physics,
learning, and related fields. Third, we do not provide an ex-
haustive review of the relevant literature, which, given the
wide scope of the paper, would have been a life’s work.
Rather, we use examples and analyze several random sam-
ples of studies to show how differences in the way the de-
sign variables are realized can affect the results obtained.
Moreover, even in discussing the limited areas of research
considered here, we are contrasting prototypes of experi-
mental practices to which we are aware many exceptions 
exist.

Finally, we do not believe that the conventions and prac-
tices of experimental economists constitute the gold stan-
dard of experimentation. For example, we concur with
some authors’ claim that economists’ strict convention of
providing financial incentives may be too rigid and may
merit reevaluation (e.g., Camerer & Hogarth 1999). The
case for such reevaluation has also been made in a recent
symposium in The Economic Journal (e.g., Loewenstein
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1999). This symposium also takes issue with the assumed
neutrality of the laboratory environment (e.g., Loomes
1999), scripts that are too detailed (e.g., Binmore 1999;
Loewenstein 1999; Loomes 1999; Starmer 1999), and the
relevance of one-shot decision making (e.g., Binmore 1999;
Loewenstein 1999), among other aspects of experimenta-
tion in economics that warrant reevaluation (e.g., Ortmann
& Tichy 1999). In other words, a paper entitled “Experi-
mental practices in psychology: A challenge for econo-
mists?” may well be worth writing.

2. Enacting a script versus “ad-libbing”

Economists run experiments usually for one of three rea-
sons: to test decision-theoretic or game-theoretic models,
to explore the impact of institutional details and proce-
dures, or to improve understanding of policy problems such
as the behavior of different pricing institutions (e.g., Davis
& Holt 1993, Ch. 3 on auctions and Ch. 4 on posted offers).

To further understanding of policy problems, experi-
mental economists construct small-scale abstractions of
real-world problems (although typically these miniature
replicas are framed in abstract terms). To test theoretical
models, economists attempt to translate the model under
consideration into a laboratory set-up that is meant to cap-
ture the essence of the relevant theory. This mapping in-
evitably requires the experimenter to make decisions about
“institutional details” (i.e., the degree of information pro-
vided in the instructions, the way the information is pre-
sented to participants, the communication allowed between
participants, etc.). Economists have learned to appreciate
the importance of such institutional details and procedures,
and how these might affect results (e.g., Davis & Holt 1993,
pp. 507–509; Osborne & Rubinstein 1990; Zwick et al.
1999).

To enhance replicability and to trace the sometimes sub-
tle influence of institutional details and experimental pa-
rameters, experimental economists have come to provide
participants with scripts (instructions) that supply de-
scriptions of players, their action choices, and the possible
payoffs (for standard examples of such instructions, see 
appendices in Davis & Holt 1993). Economists then ask
participants to enact those scripts. For example, they assign
each of them the role of buyer or seller and ask them to
make decisions (e.g., to buy or sell assets) that determine
the amount they are paid for their participation, a practice
discussed in detail later.

An example of a script and its enactment is provided by
Camerer et al. (1989) in their investigation of hindsight
bias.2 In their design, an “uninformed” group of partici-
pants guessed future earnings of real companies based on
information such as the previous annual earnings per share.
An “informed” group of participants (who were told the ac-
tual earnings) then traded assets that paid dividends equal
to the earnings predicted by the uninformed group. Parti-
cipants in both groups were provided with a precise script.
Those in the uninformed group were given the role (script)
of a market analyst faced with the task of predicting the fu-
ture dividends of various companies. Those in the informed
group were assigned the role of trader: they knew that the
dividend was determined by the uninformed group’s pre-
dictions. Thus, to price the assets optimally (and thereby to
avoid hindsight bias), the “traders” had to predict the pre-

diction of the “analysts” accurately, that is, to ignore their
knowledge of the actual dividends. Eventually, the traders
traded the assets to others in actual double-oral auctions, in
which “buyers and sellers shouted out bids or offers at
which they were willing to buy or sell. When a bid and of-
fer matched, a trade took place” (p. 1236).

Unlike Camerer et al.’s (1989) study, typical hindsight
bias experiments in psychology do not provide participants
with a script, thus forcing them to ad-lib, that is, to infer the
meaning of the experiment as they go. In a typical study
(Davies 1992), participants were given a series of assertions
and asked to rate the truth of each. They were then given
feedback (i.e., the truth values of the assertions) and later
asked to recall their original judgment. In contrast to
Camerer et al. (1989), Davies did not assign specific roles
to participants or provide them with any precise script. In-
stead, the first stage of the study, during which participants
rated assertions for their truth, was merely described to par-
ticipants as “involving evaluation of college students’ knowl-
edge” (Davies 1992, p. 61), and they were told that the rec-
ollection stage “concerned people’s ability to remember or
recreate a previous state of knowledge” (Davies 1992, p.
61). This procedure is typical of many psychological studies
on hindsight bias (e.g., Hell et al. 1988; Hoffrage & Her-
twig 1999).

In psychological research on judgment, decision making,
and reasoning, too, researchers typically do not provide par-
ticipants with a script to enact. Much of this research involves
word problems such as the conjunction task (e.g., Tversky
& Kahneman 1983), the engineer-lawyer task (e.g., Kahne-
man & Tversky 1973), the Wason selection task (e.g., Evans
et al. 1993), and the 2-4-6 task (e.g., Butera et al. 1996).
These problems share a number of typical features. For ex-
ample, they often are ambiguous (e.g., use polysemous
terms such as “probability,” see Hertwig & Gigerenzer
1999) and require participants to ignore conversational
maxims in order to reach the “correct” solution (see Hilton
1995).3 Furthermore, they do not require participants to as-
sume clearly specified roles, like the analysts and traders in
Camerer et al.’s (1989) study, or to enact a script. As a re-
sult, participants are forced to ad-lib.

Participants’ ad-libbing is likely to be influenced by their
expectations about what experimenters are looking for. Pro-
viding a script would not alter the fact that the typical par-
ticipant in psychology (and economics) has never or rarely
encountered a particular experimental situation before.
That is, notwithstanding provision of a script, participants
are still likely to be sensitive to cues that are communicated
to them by means of campus scuttlebutt, the experimenter’s
behavior, and the research setting. However, scripts can
constrain participants’ interpretations of the situation by fo-
cusing their attention on those cues that are intentionally
communicated by the experimenter (e.g., the task instruc-
tions), thus clarifying the demand characteristics of the so-
cial situation “experiment.” As a consequence, scripts may
enhance replicability.

Enacting a script is closely related to “role playing” in so-
cial psychology (e.g., Greenwood 1983; Krupat 1977), in
which the “intent is for the subject to directly and actively
involve himself in the experiment, and to conscientiously
participate in the experimental task” (Schultz 1969, p. 226).
To borrow the terminology of Hamilton’s useful three-di-
mensional classification (referred to in Geller 1978, p. 221),
the role-playing simulations that come closest to econom-
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ics experiments are those performed (rather than imag-
ined) and scripted (rather than improvised), and in which
the dependent variable is behavior (rather than verbal ut-
terances). In economics experiments, however, participants
do not just simulate but are real agents whose choices have
tangible consequences for them. For example, in the
Camerer et al. (1989) study, they were real analysts and real
traders, albeit in a scaled-down version of a real market.

2.1. Does providing and enacting a script matter?

We believe that providing a script for participants to enact
affects experimental results. At the same time, we readily
admit that the evidence for this claim is at present tenuous
because provision of scripts and their enactment are rarely
treated as independent variables. Using as examples the
prediction task in Camerer et al.’s (1989) study and the Wa-
son selection task in psychology, we now discuss the poten-
tial importance of providing a script and having participants
enact it.

Camerer et al. (1989) compared the amount of hindsight
bias in the predictions of participants who enacted the role
of trader (i.e., who actually traded assets in the double-oral
auction) to the bias in predictions made by another group
of participants who did not enact the role of trader. The goal
of the two groups was the same: to predict the average pre-
diction of the uninformed group, given companies’ actual
earnings. Both groups received incentives for making cor-
rect predictions. Camerer et al. (1989) reported that par-
ticipants in both conditions exhibited some hindsight bias,
but enactment of the trader role reduced the bias by about
half: The difference in hindsight bias between the two
groups was r 5 .18 (calculated from data in their Fig. 4), a
small to medium effect (see Rosenthal & Rosnow 1991, p.
444).

Research on the Wason selection task provides another
example of a situation in which providing a script (or more
precisely, a proxy for one) – namely, assigning participants
to the perspective of a particular character – dramatically
changes their responses. This task is perhaps the most stud-
ied word problem in cognitive psychology. In what is known
as its abstract form, participants are shown four cards dis-
playing symbols such as T, J, 4, and 8 and are given a con-
ditional rule about the cards, such as “If there is a T on one
side of the card [antecedent P], then there is a 4 on the
other side of the card [consequent Q].” Participants are told
that each card has a letter on one side and a number on the
other. They are then asked which cards they would need to
turn over in order to discover whether the conditional rule
is true or false. The typical result, which has been replicated
many times (for a review, see Evans et al. 1993, Ch. 4), is
that very few participants (typically only about 10%) give
the answer prescribed by propositional logic: T and 8 (P &
not-Q). Most participants choose either T (P) alone or T and
4 (P & Q). These “errors” in logical reasoning have been
seen as reflections of the confirmation bias, the matching
bias, and the availability heuristic (for a review, see Garn-
ham & Oakhill 1994).

The original, abstract Wason selection task was content-
free. Numerous researchers have since shown that dressing
it in thematic garb, that is, putting it in a social context,
increases the percentage of logically correct answers. In
one such task, a police officer is checking whether people
conform to certain rules: in the context of a drinking age law

(“If someone is drinking beer [P], then they must be over
19 years of age [Q]”), 74% of participants gave the logical P
& not-Q response (Griggs & Cox 1982). Gigerenzer and
Hug (1992) later demonstrated that the way in which social
context affects reasoning in the selection task also depends
on the perspective into which participants are cued. For in-
stance, the implications of the rule “If an employee works
on the weekend, then that person gets a day off during the
week” depend on whether it is seen from the perspective of
an employer or of an employee. Among participants cued
into the role of an employee, the dominant answer was P &
not-Q (75%); among participants cued into the role of an
employer, in contrast, the dominant response was not-P &
Q (61%; for more detail, see Ortmann & Gigerenzer 1997).
Perspective can thus induce people to assume certain social
roles, activating a script like those provided in economics
experiments.4

To conclude this section, the effects of role playing in
Camerer et al.’s (1989) study and perspective taking in se-
lection tasks suggest that supplying a script for participants
to enact can make an important difference to the results ob-
tained. Although script provision (i.e., action choices, pay-
offs, perspective, etc.) demands more elaborate and trans-
parent instructions (e.g., compare Camerer et al.’s market
study with any typical hindsight bias study in psychology),
it is likely to reduce the ambiguity of the experimental sit-
uation and thereby increase researchers’ control over par-
ticipants’ possible interpretations of it. This practice is also
likely to enhance the replicability of experimental results.
We propose that psychologists consider having participants
enact scripts wherever possible.

3. Repeated trials versus snapshot studies

Economists use repeated trials for (at least) two reasons.
The first is to give participants a chance to adapt to the en-
vironment, that is, to accrue experience with the experi-
mental setting and procedure. This motivation applies to
both decision and game situations and reflects economists’
interest in the impact of experience on behavior. Binmore
(1994) articulated this rationale as follows:

But how much attention should we pay to experiments that tell
us how inexperienced people behave when placed in situations
with which they are unfamiliar, and in which the incentives for
thinking things through carefully are negligible or absent alto-
gether? . . . Does it [the participant’s behavior] survive after the
subjects have had a long time to familiarize themselves with all
the wrinkles of the unusual situation in which the experimenter
has placed them? If not, then the experimenter has probably
done no more than inadvertently trigger a response in the sub-
jects that is adapted to some real-life situation, but which bears
only a superficial resemblance to the problem the subjects are
really facing in the laboratory. (pp. 184–85)

The second motivation for the use of repeated trials,
while also reflecting economists’ interests in the impact of
experience on behavior, is specific to game situations. Re-
peated trials afford participants the opportunity to learn
how their own choices interact with those of other players
in that specific situation. Although in practice the two kinds
of learning are difficult to distinguish, they are conceptually
distinct. The first kind of learning (adapting to the labora-
tory environment) relates to a methodological concern that
participants may not initially understand the laboratory en-
vironment and task, whereas the second kind of learning
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(understanding how one’s own choices interact with those
of other participants) relates to the understanding of the
possibly strategic aspects of the decision situation. Game
theory captures those strategic aspects and suggests that for
certain classes of games, people’s behavior “today” will de-
pend on whether and how often they may be paired with
others in the future.

Underlying both motivations for the use of repeated tri-
als is economists’ theoretical interest in equilibrium solu-
tions, that is, the hope that for every scenario a belief or be-
havior exists that participants have no incentive to change.
However, equilibrium is assumed not to be reached right
away. Rather, it is expected to evolve until participants be-
lieve their behavior to be optimal for the situation they have
been placed in. This is why in economics experiments “spe-
cial attention is paid to the last periods of the experiment
. . . or to the change in behavior across trials. Rarely is re-
jection of a theory using first-round data given much sig-
nificance” (Camerer 1997, p. 319). Note, however, that al-
though economists tend to use repeated trials most of the
time, there are important exceptions. For instance, most
studies of trust games (e.g., Berg et al. 1995), dictator
games (e.g., Hoffman et al. 1996), and ultimatum games
employ one-shot scenarios. It is interesting to consider
whether the attention-grabbing results of these games are
due to the very fact that they are typically implemented as
one-shot rather than repeated games.

Typically, economists implement repeated trials either as
stationary replications of one-shot decision and game situ-
ations or as repeated game situations. Stationary replication
of simple decision situations (i.e., without other partici-
pants) involves having participants make decisions repeat-
edly in the same one-shot situation. Stationary replication
of game situations also involves having participants make
decisions repeatedly in the same one-shot situation, but
with new participants in each round. In contrast, other re-
peated game situations may match participants repeatedly
with one another and thus allow for strategic behavior. Nei-
ther stationary replication of one-shot decision and game
situations nor other repeated game situations implement
environments that change. Instead, learning is typically
studied in environments whose parameterization (e.g., pay-
off structure) does not change. Camerer (1997) referred to
such situations as “‘Groundhog Day’ replication” (p. 319).
In what follows, we focus on the special case of Groundhog
Day replication referred to as stationary replication above.

In contrast to economists, researchers in behavioral de-
cision making typically provide little or “no opportunity for
learning” (Thaler 1987, p. 119; see also Hogarth 1981;
Winkler & Murphy 1973), tending instead to conduct
“snapshot” studies. It would be misleading, however, to sug-
gest that psychologists have ignored the role of feedback
and learning. For instance, there is a history of multi-stage
decision making in research on behavioral decision making
(see Rapoport & Wallsten 1972). Moreover, studies in
which repetition and feedback are used can be found in re-
search on multiple-cue probability learning (e.g., Balzer et
al. 1989; Klayman 1988), social judgment theory (Ham-
mond et al. 1975), dynamic decision making (e.g., Brehmer
1992; 1996; Diehl & Sterman 1995; Edwards 1962), prob-
abilistic information processing (e.g., Wallsten 1976), and
in research on the effects of different kinds of feedback
(e.g., Creyer et al. 1990; Hogarth et al. 1991). Nevertheless,
“most judgment research has focused on discrete events.

This has led to underestimating the importance of feedback
in ongoing processes” (Hogarth 1981, p. 197).

To quantify the use of repeated trials and feedback in be-
havioral decision making, we analyzed a classic area of re-
search in this field, namely, that on the base-rate fallacy. For
the last 30 years, much research has been devoted to the
observation of “fallacies,” “biases,” or “cognitive illusions”
in inductive reasoning (e.g., systematic deviations from the
laws of probability). Among them, the base-rate fallacy “had
a celebrity status in the literature” (Koehler 1996, p. 2). Ac-
cording to Koehler’s (1996) recent review of base-rate fal-
lacy research, “hundreds of laboratory studies have been
conducted on the use of base rates in probability judgment
tasks” (p. 2), and “investigators frequently conclude that
base rates are universally ignored” (p. 2). How many of
these laboratory studies have paid attention to the possible
effects of feedback and learning?

To answer this question, we examined the articles cited
in Koehler’s (1996) comprehensive review of Bayesian rea-
soning research. We included in our analysis all empirical
studies on the use of base rates published in psychology
journals (excluding journals from other disciplines and pub-
lications other than articles) since 1973, the year in which
Kahneman and Tversky published their classic study on the
base-rate fallacy. This sample comprises a variety of para-
digms, including, for instance, word problems (e.g., engi-
neer-lawyer and cab problems), variations thereof, and “so-
cial judgment” studies (which explore the use of base rates
in social cognition such as stereotype-related trait judg-
ments). As the unit of analysis, we took studies – most arti-
cles report more than one – in which an original empirical
investigation was reported.

By these criteria, 106 studies were included in the analy-
sis. Although this sample is not comprehensive, we believe
it is representative of the population of studies on the use
of base rates. Of the 106 studies, only 11 (10%) provided
participants with some kind of trial-by-trial feedback on
their performance (Study 1 in Manis et al. 1980; Studies 1
and 2 in Lopes 1987; Lindeman et al. 1988; Studies 1–5 in
Medin & Edelson 1988; Studies 1 and 2 in Medin & Bettger
1991). The picture becomes even more extreme if one con-
siders only those studies that used (sometimes among oth-
ers) the classic word problems (engineer-lawyer and cab
problem) employed by Kahneman and Tversky (1973) or
variants thereof. Among these 36 studies, only 1 provided
trial-by-trial feedback concerning participants’ posterior
probability estimates (Lindeman et al. 1988). Based on this
survey, we conclude that repetition and trial-by-trial feed-
back is the exception in research on the base-rate fallacy.
This conclusion is consistent with that drawn by Hogarth
(1981) almost 20 years ago, namely, that “many discrete
judgment tasks studied in the literature take place in envi-
ronments degraded by the lack of feedback and redun-
dancy. . . . As examples, consider studies of Bayesian prob-
ability revision” (p. 199).

3.1. Do repetition and feedback matter?

There is evidence from economists’ research on the use of
base rates involving repeated trials that they do, indeed.
When trials are repeated, base rates do not seem to be uni-
versally ignored. Harrison (1994) designed an experiment
to test, among other things, the effect of repetition (plus
feedback) and the validity of the representativeness heuris-

Hertwig & Ortmann: Experimental practices in economics

BEHAVIORAL AND BRAIN SCIENCES (2001) 24:3 387
https://doi.org/10.1017/S0140525X0134414X Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X0134414X


tic, which Kahneman and Tversky (1973) proposed as an ex-
planation for people’s “neglect” of base rates. This explana-
tion essentially states that people will judge the probability
of a sample by assessing “the degree of correspondence [or
similarity] between a sample and a population” (Tversky &
Kahneman 1983, p. 295).

Unlike Kahneman and Tversky (1973), but like Grether
(1980; 1992), Harrison used a bookbag-and-poker-chips
paradigm in which participants had to decide from which
of two urns, A and B, a sample of six balls (marked with ei-
ther Ns or Gs) had been drawn. In addition to the ratio of
Ns and Gs in the sample and the frequencies of Ns and Gs
in the urns (urn A: four Ns and two Gs, urn B: three Ns and
three Gs), participants knew the urns’ priors (i.e., the prob-
abilities with which each of the two urns was selected). In
this design, the ratio of Ns and Gs in the sample can be cho-
sen so that use of the representativeness heuristic leads to
the choice of urn A (as the origin of the sample of six balls),
whereas application of Bayes’s theorem leads to the choice
of urn B, and vice versa.

Participants in Harrison’s (1994) study judged a total of
20 samples. After each one, participants were told from
which urn the balls were drawn. After each set of 10 deci-
sions, their earnings were tallied based on the number of
choices they made in accordance with Bayes’s theorem.
There were three payoff schedules: Two were contingent
on performance and one was not. Harrison (1994) split the
choices according to whether they were made when partici-
pants were “inexperienced” (first set of 10 decisions) or “ex-
perienced” (second set of 10 decisions). He found that the
representativeness heuristic strongly influenced the deci-
sions of participants who were inexperienced and unmoti-
vated, that is, who had completed only the first set of 10 de-
cisions and who received a fixed amount of money
(independent of performance). However, he also found
that when those participants who were not monetarily mo-
tivated made the second set of 10 decisions, “the Heuristic
has no noticeable influence at all” (pp. 249–50). Moreover,
Harrison (1994) reported finding little to no evidence of the
representativeness heuristic among inexperienced partici-
pants (i.e., in the first set of 10 decisions) whose earnings
were based on performance.

Harrison’s (1994) results seem to contradict Grether’s
(1980). Grether concluded that participants do tend to fol-
low the representativeness heuristic. However, Grether
employed a different definition of experience. Specifically,
he counted every participant who had previously assessed
the same prior-sample combination as experienced. In Har-
rison’s study, in contrast, participants had to make 10 judg-
ments with feedback before they were considered experi-
enced. That experience can substantially improve Bayesian
reasoning has also been shown in a series of experiments by
Camerer (1990); he also observed that the significance of
the biases increased because the variance decreased with
experience. The three studies taken together strongly sug-
gest that one ought to use repeated trials when studying
Bayesian reasoning, and that biases diminish in magnitude
with sufficient experience (Camerer 1990; Harrison 1994),
although not necessarily after only a few trials (Grether
1980).

This conclusion is also confirmed by a set of experiments
conducted in psychology. In Wallsten’s (1976) experiments
on Bayesian revision of opinion, participants completed a
large number of trials. In each trial, participants observed

events (samples of numbers), decided which of two bino-
mial distributions was the source, and estimated their con-
fidence in the decision. Participants received trial-by-trial
feedback, and the sampling probabilities of the two popu-
lations under consideration changed from trial to trial. The
results showed strong effects of experience on Bayesian
reasoning. In the early trials, participants tended to ignore
the sampling probability under the less likely hypothesis. As
they gained experience, however, they increasingly gave
more equal weight to the likelihood of the data under each
of the two hypotheses (also see Wallsten 1972).

What are the results in the few studies in our sample that
examined the use of base rates using trial-by-trial feedback?
Only 4 of these 11 studies (Lindeman et al. 1988; Lopes
1987; Manis et al. 1980) systematically explored the effect
of repetition and feedback by comparing a feedback and a
no-feedback condition. Table 1 summarizes the results of
these four studies. Although the small sample size limits the
generalizability of the findings, the results in Table 1 indi-
cate that providing people with an opportunity to learn does
increase the extent to which base rates are used, and does
bring Bayesian inferences closer to the norm.

However, cautionary notes are in order: Manis et al.’s
findings have been suggested to be consistent with reliance
on representativeness (Bar-Hillel & Fischhoff 1981); in
Lindeman et al.’s (1988) study, the effect of learning did not
generalize to a new problem (which according to Lindeman
et al. could be due to a floor effect), and in Lopes’s (1987)
studies the effects of performance-dependent feedback
and a training procedure cannot be separated. More gen-
erally, Medin and Edelson (1988) caution that people’s use
of base-rate information “must be qualified in terms of par-
ticular learning strategies, category structures, and types of
tests” (p. 81).

In the same sample of studies, we also found some that
investigated the effect on Bayesian reasoning of “mere prac-
tice,” that is, the use of repeated trials without feedback.
According to these studies, even mere practice can make a
difference. With repeated exposure, it seems that “respon-
dents tended to be influenced by the base rate information
to a greater degree” (Hinsz et al. 1988, p. 135; see also Fisch-
hoff et al. 1979, p. 347). Moreover, mere practice seems to
increase slightly the proportion of Bayesian responses
(Gigerenzer & Hoffrage 1995), and can increase markedly
participants’ consistency (i.e., in applying the same cogni-
tive algorithm across tasks). Mere practice also may drasti-
cally alter the distribution of responses: “in the one-judg-
ment task, subjects appear to respond with one of the values
given, whereas when given many problems, they appear to
integrate the information” (Birnbaum & Mellers, 1983 p.
796).

Taken together, these examples illustrate that repetition
of trials combined with performance feedback, and to
some extent even mere practice (repetition without feed-
back), can improve participants’ judgments in tasks in
which it has been alleged that “information about base
rates is generally observed to be ignored” (Evans & Brad-
shaw 1986, p. 16).

Research on the base-rate fallacy is not the only line of
research in behavioral decision making where feedback and
repetition seem to matter. Another example is research on
“preference reversals,” in which most participants choose
gamble A over B but then state that their minimum will-
ingness-to-accept price for A is less than the price of B
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Table 1. Effects of trial-by-trial feedback on the use of base rates obtained in studies from Koehler’s (1996) review

Task/Response/Feedback Comparison General results

Manis, Dovalina, Task. In each of 50 trials, par- Study 1 “Base-rate information had a clear-cut effect
Avis & Cardoze ticipants viewed a photograph Two feedback conditions. on predictive behavior” (p. 235). By the end
(1980) of a young male, guessed his atti- 80% vs. 20% “pro” of the 50 trials, respondents in the no-feed- 

tude on an issue such as legaliza- attitude base rates back condition predicted that about half of the
tion of the use of marijuana. Control condition. pictured men have a “pro” attitude, whereas

Response. Binary classification No feedback in the two feedback conditions, the average 
(pro vs. con). percentage of predicted “pro” attitude was  

Feedback. After each trial, feed- 70% and 30% in the 80% and 20% base-rate 
back on binary classification. conditions, respectively.

Lopes (1987) Task. In each of 175 trials, Study 1 Trained participants made fewer “adjustment
participants were required Training condition errors” than untrained participants for “strong-
to decide from which of two Control condition weak” pairs (eta 5 .84) and diagonal pairs (eta
alternative Bernoulli processes Received no training 5 .42) but not for “weak-strong” pairs, and 
a sample was generated.a were more accurate in their judgments: Root-

Response. Rating as to whether mean-squared deviations between obtained
the sample comes from process and optimal judgments were .07 and .02 for
1 or 2. untrained participants, and .02 and .005 for 

Feedback. On 13 practice and trained participants, respectively. However,
training trials, participants training did not make participants’ responses
received training and feed- qualitatively more Bayesian (p. 174).
back on a judgment opera-
tion.

Same task but modified training Study 2 “Clearly, the training procedure has been
(182 trials, of which 20 were Training condition effective in bringing subjects’ responses 
practice and feedback trials) Control condition closer to optimal” (p. 178). Root-mean-squared

deviations between obtained and optimal re-
sponse were .05 and .10 for trained and un-
trained participants, respectively. The optimal 
response requires an interaction effect that ac-
counts for 4.66% of the systematic sums of 
square (in terms of analysis of variance). In the
training condition, this value is 4.55%, whereas 
in the control condition the value is .42%.

Lindeman, van Task. In each of 16 trials, partici- Feedback For the engineer-lawyer problem (the training
den Brink & pants predicted the probability Training-only problem), “over-all performance of subjects 
Hoogstraten that a person described in a 32 probability estimates who received feedback was closer to the Baye-
(1988) personality sketch has a certain but no feedback sian norm than the performance of subjects

profession (engineer-lawyer No treatment who received training only” (p. 346). In the 
problem: two different base No training training-only condition, 50% of the mean 
rates per description); after differences between obtained and Bayesian
the training phase all partici- probability estimates were significant (at p 5
pants were presented with a .05); in the feedback condition, in contrast,
new problem (divorce problem) only 13% of the mean differences were

Response. Probability estimate significant.
Feedback. After the second esti- Although the positive effects of feedback “do

mate per description, feed- not generalize to” (p. 349) the divorce prob-
back on the required proba- lem, thinking-aloud protocols show that base
bility estimate for second rates were less often mentioned in the no-
estimate treatment condition (n 5 3 out of 16 porotcols, 

19%) than in the feedback condition (n 5 11 
out of 18 protocols, 61%)b.

aThe context story asked participants to imagine making judgments concerning the maintenance of milling machines. The judgment con-
cerns whether or not a crucial part has broken inside the machine. For each machine, participants received two samples; there were
three kinds of pairs of samples (weak-strong, strong-weak, and diagonal; only the latter two are test cases for the training as here intu-
itive and normative response seem to diverge). In Study 1, the training procedure taught participants only that adjustment of the initial
rating made after presentation of the second sample should always be in the direction of the hypothesis favored by the second sample.
In Study 2, the training also taught participants to process the two samples in the order of their apparent relative strength.
bAfter the training phase, participants in all three conditions were presented with a different problem. Lindeman et al. (1988) specu-
lated that the failure to find an effect of training for the estimates on this problem may be related to a floor effect: “the divorce problem
is inherently easier than the training problem, so that subjects might get the test item right even without the training phase” (p. 349).
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(Lichtenstein & Slovic 1971). This basic finding has been
replicated many times with a great variety of gambles. In a
repeated context, however, preference reversals are not as
recalcitrant as this research makes them seem. For in-
stance, Berg et al. (1985), Hamm (reported in Berg et al.
1985), and Chu and Chu (1990) observed that the number
of preference reversals decreases if participants repeat the
experiment. Berg et al. (1985) concluded that “these find-
ings are consistent with the idea that economic theory de-
scribes the asymptotic behavior of individuals after they
have become acclimated to the task” (p. 47). Chu and Chu
(1990), who embedded their study in a market context, con-
cluded that “three transactions were all that was needed to
wipe out preference reversals completely” (p. 909, their em-
phasis).

Some have questioned the importance of learning (e.g.,
Brehmer 1980). Thaler (1987), among others, has argued
that the equilibrium and convergence argument is mis-
guided because “when major decisions are involved, most
people get too few trials to receive much training” (p. 122).
While it may be true that for some situations there is little
opportunity for training, it is noteworthy that novices in
real-life settings often have the opportunity to seek advice
from others in high-stake “first trials” – an option not avail-
able in most experiments in both psychology and econom-
ics. Moreover, in the first trial, a novice might use a range
of other strategies, such as trying to convert the task into
hedge trimming rather than tree felling (Connolly 1988) in
order to get feedback, holding back reserves, or finding
ways to avoid firm commitments.

To conclude this section, testing a stimulus (e.g., a gam-
ble, an inference task, a judgment task, or a choice task)
only once is likely to produce high variability in the ob-
tained data (e.g., less consistency in the cognitive pro-
cesses). In the first trial, the participant might still be in the
process of trying to understand the experimental instruc-
tions, the setting, the procedure, and the experimenter’s in-
tentions. The more often the participant works on the same
stimulus, the more stable the stimulus interpretation (and
the less pronounced the test anxiety; Beach & Phillips
1967) and the resulting behavior (as long as the situation is
incentive-compatible and participants are neither bored
nor distracted). People’s performance in early trials, in
other words, does not necessarily reflect their reasoning
competence in later trials. We propose that psychologists
consider using stationary replication, that is, repetition of
one-shot decisions and game situations as well as feedback,
and not restrict their attention to one-shot trials in which
participants may be confused and have not had an oppor-
tunity to learn.

Last but not least, which design is appropriate is not only
a methodological issue. The appropriateness of a design de-
pends crucially on what aspects of behavior and cognition a
given theory is designed to capture. Although recently
economists have become increasingly interested in learn-
ing, prevailing theories in economics still focus on equilib-
rium behavior. In contrast, many (but not all) psychological
judgment and decision-making theories are not explicit
about the kind of behavior they target – first impressions,
learning, or equilibrium behavior – and also do not expli-
cate how feedback and learning may affect it. Clearly, if the-
ories in psychology were more explicit about the target be-
havior, then the theories rather than the experimenter
would define the appropriate test conditions, and thus

questions about whether or not to use repeated trials would
be less likely to arise.

4. Financial incentives versus no incentives

Although important objections have been raised to the way
financial incentives are often structured (e.g., Harrison
1989; 1992), experimental economists who do not use them
at all can count on not getting their results published.
Camerer and Hogarth (1999) reported that “a search of the
American Economic Review from 1970–1997 did not turn
up a single published experimental study in which subjects
were not paid according to performance” (p. 31). As Roth
(1995) observed, “the question of actual versus hypotheti-
cal choices has become one of the fault lines that have come
to distinguish experiments published in the economics
journals from those published in psychology journals”
(p. 86).

Economists use financial incentives for at least four rea-
sons. The first is the widespread belief among experimen-
tal economists that salient payoffs (rewards or punishment)
reduce performance variability (Davis & Holt 1993, p. 25).
The second is the assumption that the saliency of financial
incentives is easier to gauge and implement than most al-
ternative incentives. The third is the assumption that most
of us want more of it (so it is fairly reliable across partici-
pants), and there is no satiation over the course of an ex-
periment (not so with German chocolate cake, grade points,
etc.). The fourth, and arguably the most important argu-
ment motivating financial incentives, is that most econom-
ics experiments test economic theory, which provides a
comparatively unified framework built on maximization 
assumptions (of utility, profit, revenue, etc.) and defines
standards of optimal behavior. Thus, economic theory lends
itself to straightforward translations into experiments em-
ploying financial incentives.

This framework is sometimes interpreted as exclusively
focusing on the monetary structure at the expense of the so-
cial structure. We believe this to be a misunderstanding.
Every experiment that employs financial incentives implic-
itly also suggests something about other motivators (e.g., al-
truism, trust, reciprocity, or fairness). For example, if in
prisoner’s dilemma games (or public good, trust, ultima-
tum, or dictator games) the behavior of participants does
not correspond to the game-theoretic predictions, that is, if
they show more altruism (trust, reciprocity, or fairness)
than the theory predicts, then these findings also tell us
something about the other nonmonetary motivators (as-
suming that demand effects are carefully controlled, and
the experiments successfully implement the game-theo-
retic model).

Psychologists typically do not rely on a similarly unified
theoretical framework that can be easily translated into ex-
perimental design. Moreover, in some important psycho-
logical domains, standards of optimal behavior are not as
clearly defined (e.g., in mate choice), if they can be defined
at all, or conflicting norms have been proposed (e.g., in hy-
pothesis testing, probabilistic reasoning). In addition, there
is the belief that “our subjects are the usual middle-class
achievement-oriented people who wish to provide [maxi-
mal performance]” (Dawes 1996, p. 20), which seems to
suggest that financial incentives are superfluous. Along
similar lines, Camerer (1995) observed that “psychologists
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presume subjects are cooperative and intrinsically moti-
vated to perform well” (p. 599).

To quantify how different the conventions in economics
and psychology are with regard to financial incentives, we
examined all articles published in the Journal of Behavioral
Decision Making ( JBDM) in the 10-year period spanning
1988 (the year the journal was founded) to 1997. We chose
JBDM because it is one of the major outlets for behavioral
decision researchers and provides a reasonably representa-
tive sample of the experimental practices in this domain. As
our unit of analysis we took experimental studies – a typi-
cal JBDM article reports several – in which some kind of
performance criterion was used, or in which participants
were provided with an explicit choice scenario involving
monetary consequences.

In addition to studies in which no performance criterion
was specified, we excluded studies in which no financial in-
centives could have been employed because experimenters
compared performance across rather than within partici-
pants (i.e., between-subjects designs). In addition, we ex-
cluded studies in which the main focus was not on the per-
formance criterion – either because it was only one among
many explored variables or because processes rather than
outcomes were examined. Finally, we omitted studies in
which experimenters explicitly instructed participants that
there were no right or wrong answers, or that we could not
classify unequivocally (e.g., ambiguous performance crite-
ria, or the description of the study leaves it open whether
financial incentives were employed at all).

Our criteria were intentionally strict and committed us to
evaluating each study in its own right and not with respect
to some ideal study (e.g., we did not assume that each study
that explored the understanding of verbal and numerical
probabilities could have employed financial incentives only
because Olson & Budescu, 1997, thought of an ingenious
way to do it). These strict criteria stacked the deck against
the claim that psychologists hardly use payments, as stud-
ies that could have employed payments if run differently
were excluded.

We included 186 studies in the analysis. Out of those 186
studies, 48 (26%) employed financial incentives. Since
JBDM publishes articles at the intersection of psychology,
management sciences, and economics, and experimental
economists such as John Hey and David Grether are on the
editorial board, this ratio is very likely an overestimate of
the use of financial incentives in related domains of psy-
chological research. If one subtracts studies in which at
least one of the authors is an economist or is affiliated with
an economics department, then the percentage of studies
using financial incentives declines to 22% (40 of 178 stud-
ies). If one additionally subtracts studies in which at least
one of the authors is one of the few psychologists in behav-
ioral decision making who frequently or exclusively use
monetary incentives (Budescu, Herrnstein, Rapoport, and
Wallsten), then the ratio declines still further to 15% (25 of
163). This survey suggests that financial incentives are in-
deed not the norm in behavioral decision making.

Our conclusion is also supported by a second sample of
studies that we analyzed. As described in section 3, we ex-
amined 106 studies on Bayesian reasoning. These studies
were published in a variety of journals, including journals
from social psychology (e.g., Journal of Personality and So-
cial Psychology, Journal of Experimental Social Psychol-
ogy), cognitive psychology (e.g., Cognition, Cognitive Psy-

chology), and judgment and decision making (e.g., Organi-
zational Behavior and Human Decision Processes, JBDM).
Thus, this sample represents a cross-section of journals. Of
these 106 base-rate studies, only three provided financial
incentives (Studies 1 and 2 in Nelson et al. 1990; and pos-
sibly Kahneman & Tversky’s 1973 study).

4.1. Do financial incentives matter?

Given the typical economist’s and psychologist’s sharply di-
verging practices, it is not surprising to see diverging an-
swers to the question of whether financial incentives mat-
ter. There is overwhelming consensus among economists
that financial incentives affect performance for the better
(e.g., Davis & Holt 1993; Harrison 1992; Roth 1995; Smith
1991; Smith & Walker 1993a; 1993b). Consequently, ex-
perimental economists have debated the “growing body of
evidence [from psychology] – mainly of an experimental
nature – that has documented systematic departures from
the dictates of rational economic behavior” (Hogarth &
Reder 1987, p. vii; see e.g., Kahneman et al. 1982; Kahne-
man & Tversky 1996; Tversky & Kahneman 1981), often on
the grounds that such departures have been shown primar-
ily in experiments without financial incentives (e.g., Smith
1991, p. 887).

The rationale behind this criticism is that economists
think of “cognitive effort” as a scarce resource that people
have to allocate strategically. If participants are not paid
contingent on their performance, economists argue, then
they will not invest cognitive effort to avoid making judg-
ment errors, whereas if payoffs are provided that satisfy
saliency and dominance requirements (Smith 1976; 1982;
see also Harrison 1989 and 19925), then “subject decisions
will move closer to the theorist’s optimum and result in a
reduction in the variance of decision error” (Smith &
Walker 1993a, p. 260; there is an interesting link to the psy-
chology studies on the relationship between “need for cog-
nition” and the quality of decision making: see, e.g., Smith
& Levin 1996). Believers in the reality of violations of ra-
tional economic behavior in both psychology and econom-
ics have dismissed this criticism (e.g., Thaler 1987; Tversky
& Kahneman 1987).

Our 10-year sample of empirical studies published in
JBDM was not selected to demonstrate whether financial
incentives matter; therefore it can add systematic empiri-
cal evidence. Recall that in our sample of JBDM studies,
48 of 186 studies (26%) employed financial incentives. In
only 10 of those 48 studies, however, was the effect of pay-
ments systematically explored, either by comparing a pay-
ment to a nonpayment condition or by comparing differ-
ent payment schemes. What results were obtained in those
10 studies?

For the studies in which the necessary information was
given, we calculated the effect size eta, which can be de-
fined as the square root of the proportion of variance ac-
counted for (Rosenthal & Rosnow 1991). Eta is identical to
the Pearson product-moment correlation coefficient when
df 5 1, as in the case when two conditions are being com-
pared. According to Cohen’s (1988) classification of effect
sizes, values of eta of .1, .3, and .5 constitute a small,
medium, and large effect size, respectively. As can be seen
in Table 2, the effect sizes for financial incentives ranged
from small to (very) large, confirming findings in other re-
view studies (e.g., Camerer & Hogarth 1999).
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Table 2. Effects of performance-based payments obtained in studies from Journal of Behavioral Decision Making. We calculated effect
size eta and d (Cohen 1988; Rosenthal & Rosnow 1991) when sufficient information was available

Authors Task Comparison General results (effect size)

Levin, Chapman Judgments of the likelihood of Study 1 Reduced framing effect, that is, difference in 
& Johnson taking gambles, and expressing Hypothetical gambles likelihood of taking the gamble depending on
(1988) confidence in those judgments. Study 2 positive vs. negative framing was smaller in 

Probability information was Gambles with real real-money gambles than in hypothetical
framed either positively as money; winnings gambles;a in both studies, confidence ratings
“percent chance of winning” ranged from 25¢ to were higher for incomplete than for complete
or negatively as “percent $5, averaging about information trials in the explicit inference
chance of losing” $2 condition.

Allison & Division of shared resource: Low-payoff condition No “significant” main effect of payoff condition
Messick Participants decide how much Resource $9, $10.50 (p. 201); however, the proportion of the pool
(1990) they request from a resource, High-payoff condition requested was on average 24.1% and 29.1%

which they share with others Resource $12, $13.50 (see Allison & Messick’s Table 1) in the low-
and high-payoff condition, respectively. More-
over, proportion of requested resource was
closest to normative model in the high-payoff
condition, in which the pool was nondivisible
and other group members could not punish
self-regarding behavior (45.8%).b

Irwin, Gambles in which participants Hypothetical reward For hypothetical reward, the bids (in terms of s)
McClelland face a 1% chance of a $40 loss. Real reward were more variable (eta 5 .60). There were
& Schulze In an auction procedure, they Participants received more very high bids (eta 5 .46) and more “0”
(1992) could enter (optimal) bids for an initial stake of bids (eta 5 .62) for the insurance in the hypo-

insurance against this loss $50 or $80 and kept thetical- than in the real-reward condition. In
the positive balance addition, bids were more optimal (measured
at the conclusion in terms of the difference between expected 

value of the insurance and bids) in the real-
reward than in the hypothetical-reward condi-
tion (difference: eta 5.39; absolute difference:
eta 5 .45).

Van Wallendael Categorization of stimuli with Study 1 A main effect of information diagnosticity (in-
& Guignard the aid of information of Hypothetical points for consistent with the expected-value approach)
(1992) varying costs and diagnosti- correct identification, was larger in Study 2 (eta 5 .79) than in Study 

city levelsc and hypothetical cost 1 (eta 5 .21); no “significant” main effect for 
for each piece of infor- information costs in Study 1 but a “significant”
mation main effect consistent with the expected-value

Study 2 approach in Study 2 (eta 5 .70).
$1.25 for every correct In both studies, participants expressed greater

identification, minus confidence in decisions based on high-diagnos-
5¢, 10¢, and 15¢ per ticity questions than on low-diagnosticity ques-
piece of information tions; this effect, however, was larger in Study 2 

than in Study 1 (eta 5 .24, eta 5 .74). In both 
studies, there were no significant differences 
in confidence owing to answer diagnosticity or 
information costs, nor significant interactions.

Hulland & Choice of preferred alternative Incentive condition According to an analysis of variance, the effects  
Kleinmuntz based upon searched informa- Incentive to spend more of incentive on various search measures were
(1994) tion effort (one could win a not significant (p. 87). In a “partial least 

year’s subscription to square” analysis, the authors found that in the
a chosen alternative incentive condition “more external search and
among women’s maga- internal (non-search) processing and . . . sig-
zines) nificantly more effort overall” (p. 97) was

Control condition expended.d

Nothing at stake
Van Wallendael Judgments of the guilt or Study 2 “The monetary prize had virtually no effect on

(1995) innocence of suspects in Hypothetical costs for subjects’ performance. Results of Experiment
fictional crimes (based information and 3 replicated all of the major findings of Experi-
on the purchase of infor- wrong decisions, ment 2” (p. 259). For instance, participants in

(continued)
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Table 2. (Continued)

Authors Task Comparison General results (effect size)

mation) and probability and hypothetical both studies overbought in comparison to 
ratings of those judgments payoffs for correct optimal buys calculated from an expected-
being correct decisions value model.e

Study 3
Real costs for

information and
real payoff for
correct decisions
(the highest scorer
among 10 scorers
wins $10)

Mellers, Evaluation of the worth of Study 2 “There are no significant main effects or interac-
Berretty & gamblesf Hypothetical prices in tions involving financial incentives” (p. 210). 
Birnbaum the baseline condition; However, the mean percentage of violations,
(1995) in the incentives con- nonviolations, and ties across 10 gamble pairs

dition a pair of gambles was strongly affected. In the baseline condition
was randomly selected, 38%, 19%, and 43% were violations, nonviola-
and the gamble that tions, and ties, whereas the proportions in the
was preferred was incentives condition were 36%, 50%, and 16% 
actually played (compare Exhibits 7 and 8, similar results for

Exhibits 11 and 12). If one only considers vio-
lations and nonviolations, then in all 10 gamble
pairs in Exhibit 7 (baseline condition), the pro-
portion of violations exceeded that of nonvio-
lations. In contrast, in Exhibit 8 (incentives 
condition) this is only true for 2 of the 10 gam-
ble pairs.

Ordóñez, Evaluation (attractiveness No financial incentives Without incentives, only in one of the three com-
Mellers, ratings, strength of prefer- Financial incentives binations of response modes were reversals
Chang & ence judgments, selling A pair of gambles was “significantly” reduced (eta 5 .27) when com-
Roberts prices) of pairs of gambles randomly selected, paring sequential to simultaneous perfor-
(1995) in a sequential vs. simul- and the gamble that was mance. With incentives, reversal rates were

taneous way (i.e., evalu- preferred was actually “significantly” reduced in all three combina-
ate pair of gambles on played (payments tions of two response modes (eta 5 .33, .49,
two types of response ranged from $0 to .51) when comparing sequential to simultane-
modes before evaluating $11.34) ous performance. Ordóñez et al. concluded
the next pair) that “simultaneous performance with financial

incentives virtually eliminated reversal rates”
(p. 271–72), and “although preference rever-
sals are quite robust, the present results show
that subjects can give consistent responses 
with certain procedures and incentives” (p. 276).

Yaniv & Schul Selection of answers from a Study 1 The accuracy of participants’ selections is almost
(1997) set of multiple alternatives No payment identical in Studies 1 and 2 (50% vs. 49%). 

under two different framings: Study 2 Although exclusion and inclusion conditions
Include likely alternatives Payoff rule (which are still significantly different, the difference is
from initial set versus exclude reflected a tradeoff reduced in Study 2: The difference in the size
the least likely alternatives between the number of the choice set is larger in Study 1 than in 

of marked alternatives Study 2. Expressed in percentage of the full
and probability that set, the difference between the inclusion and
the correct choice was the exclusion set is 31.5 (d 5 3.2) percentage 
marked) points in Study 1 and 20 percentage points 

(d 5 1.9) in Study 2. In addition, the differ-
ence in accuracy between the inclusion and 
the exclusion condition is smaller in Study 2 
(18 percentage points, d 5 1.2) than in Study 1 
(38 percentage points, d 5 2.7).

(continued)
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Table 2. (Continued)

Authors Task Comparison General results (effect size)

Beeler & Allocation decisions into No-pay condition and As a function of compensation methods, an esca-
Hunton investment portfolios, Salary condition lation of commitment (“sunk cost effect”) was
(1997) and the effect of Choice of two state observed, that is, the average dollars subse-

negative feedback on lottery tickets or quently invested in losing companies was
performance of com- $2, irrespective of $35,890 (no-pay), 64,280 (salary), and 
mitment and information how well their invest- $119,450 (contingent). Amount of time par-
search ments performed ticipants viewed prospective information de-

Contingent compensation creased and amount of time for retrospective
Earning of state lottery information increased as a function of com-

tickets or cash based pensation method (prospective time: 360.0,
on investment per- 258.5, and 151.5 seconds; retrospective time:
formance 218.5, 346.0, and 469.0 seconds).g

aLevin et al. concluded that “high levels of personal involvement, such as created by providing real monetary consequences to gambles,
can serve to . . . reduce the information framing effect” (p. 39).
bAs one normative model, Allison and Messick (p. 197) assumed that each participant should have requested all that was permissible,
leaving a minimal amount for the final group member. Based on their results, they concluded that “subjects in social decision tasks in-
volving shared resources cannot be modeled as strategic money maximizers” (p. 195). We point out, however, that there is a major
methodological problem in this study, namely that of the lack of control of the “social distance” between experimenter and participant.
Confronted with persistent deviations from game theoretic predictions in dictator and ultimatum games, Hoffman et al. (1996) manip-
ulated instructional and procedural aspects of the design and implementation of dictator games and found that increasing social distance
– in the most extreme case, no one, including the experimenter or any observer of the data, could possibly know any participant’s deci-
sion (i.e., complete anonymity) – monotonically reduces the deviations from game-theoretic predictions. In Allison and Messick’s study,
anonymity was guaranteed neither between participant and experiment nor among participants (“each member would be told what the
previous members took,” p. 199).
cAs a normative model, Van Wallendael and Guignard assumed that if participants used an expected-value approach their information
purchases should show main effects of cost (with more information being purchased at lower costs) and question diagnosticity (with more
high-diagnosticity information being purchased), and other interaction effects. However, they also noted that an alternative model, which
better predicted people’s information purchases is “not necessarily normatively suboptimal” (p. 36).
dHulland and Kleinmuntz pointed out that the link between decisions and their consequences may have been small, as many male par-
ticipants may have been unaffected by the incentive manipulation (subscription to a women’s magazine). They suggest that this may ex-
plain why incentives did not affect another search measure (participants’ use of summary evaluations).
eWe will not report effect sizes for the multiple statistical comparisons (the study included a 2 3 2 3 3 factorial design and two depen-
dent measures).
fAs a normative model, Mellers et al. assumed the dominance principle, which holds that increasing one or more outcomes of a gamble
should increase the judged price of the gamble, with everything else held constant.
gThe authors concluded from their results that “performance-based incentives, (i.e., contingent) led to higher escalation of commitment,”
and that “it appears as though individuals who heightened their commitment to an initial course of action endeavored to resolve cogni-
tive dissonance, justify past decisions, and account for prior actions by searching for retrospective, supporting information” (p. 88). Note,
however, that all participats received the false information that the data they studied prior to their investment decisions represented ac-
tual cases, and they also were given the feedback, independent of their specific investment decision, that their investment portfolio had
declined in value. If participants in the contingent-compensation condition spent more cognitive effort prior to their decision, their search
of retrospective investment may not express their increasing commitment but their potential disbelief concerning the feedback fabri-
cated by the experimenter.

In the majority of cases where payments made a differ-
ence, they improved people’s performance. Specifically,
payments decreased a framing effect (Levin et al. 1988),
made people take the cost of information into account, and
increased their confidence in decisions based on highly di-
agnostic information (Van Wallendael & Guignard 1992).
In an auction experiment, payments brought bids closer to
optimality and reduced data variability (Irwin et al. 1992).
Payments also decreased the percentage of ties in gamble
evaluations relative to nonviolations of the dominance prin-
ciple (Mellers et al. 1995) and, when combined with “si-
multaneous” judgment, eliminated preference reversals

(Ordóñez et al. 1995). In addition, payments reduced the
noncomplementarity of judgments (Yaniv & Schul 1997),
brought people’s allocation decisions closer to the prescrip-
tions of an optimal model (when self-regarding behavior
could be punished; Allison & Messick 1990), and induced
people to expend more effort (in terms of external search
and internal nonsearch processing) in making choices (Hul-
land & Kleinmuntz 1994). In only two cases did payments
seem to impair performance: They escalated commitment
and time spent obtaining retrospective information (sunk
cost effect, Beeler & Hunton 1997; but see the method-
ological problems mentioned in Table 2, footnote g) and ac-
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centuated a (suboptimal) information diagnosticity effect
(Van Wallendael & Guignard 1992).

In a few cases, payments did not make a difference. As
Table 2 shows, they did not improve either confidence judg-
ments (Levin et al. 1988; Van Wallendael & Guignard 1992)
or patterns of information purchase and probability ratings
based on that information (Van Wallendael 1995). They also
did not decrease the proportion of violations of the domi-
nance principle (Mellers et al. 1995), nor did they increase
the accuracy of participants’ responses to general knowl-
edge items (Yaniv & Schul 1997).

Given that Table 2 reports all studies of the JBDM sam-
ple that systematically explored the effect of financial in-
centives, we conclude that, although payments do not guar-
antee optimal decisions, in many cases they bring decisions
closer to the predictions of the normative models. More-
over, and equally important, they can reduce data variabil-
ity substantially. These results are in line with Smith and
Walker’s (1993a) survey of 31 experimental studies report-
ing on the effects of financial incentives and decision costs
(including, e.g., Grether & Plott’s 1979 study of preference
reversals). Specifically, Smith and Walker (1993a) con-
cluded that “in virtually all cases rewards reduce the vari-
ance of the data around the predicted outcome” (p. 245, see
further evidence in Grether 1980; Harless & Camerer
1994; Jamal & Sunder 1991).

Aside from the Smith and Walker study, four other recent
review articles have explored the effect of financial incen-
tives. First, Camerer and Hogarth (1999) reviewed 74 stud-
ies (e.g., on judgment and decision making, games, and
market experiments) and compared the behavior of experi-
mental participants who did and did not receive payments
according to their performance. Camerer and Hogarth
found cases in which financial incentives helped, hurt, did
not make a difference, and made a difference although it
was not clear whether for better or worse because there was
no standard for optimal performance. More specifically,
however, Camerer and Hogarth found that financial incen-
tives have the largest effect in “judgment and decision”
studies – our focus and running example of the sharply dif-
fering practices between experimental economists and 
psychologists: Out of 28 studies, in 15, financial incentives
helped, in 5, they did not have an effect, and in 8, they had
negative effects. Regarding the latter, however, Camerer
and Hogarth wrote that the “effects are often unclear for
various methodological reasons” (p. 21). Moreover, Camerer
and Hogarth reported that in many of those studies in
which incentives did not affect mean performance, they
“did reduce variation” (p. 23, their emphasis).

Second, Harrison and Rutstroem (in press), drawing on
40 studies, accumulated overwhelming evidence of a “hy-
pothetical bias” in value elicitation methods. Simply put,
they found that when people are asked hypothetically what
they would be willing to pay to maintain an environmental
good (e.g., the vista of the Grand Canyon), they systemati-
cally overstate their true willingness-to-pay (see also Harri-
son, 1999, for a blunt assessment and methodological dis-
cussion of the state of the art of contingent valuation
studies). Camerer and Hogarth (1999) mentioned the Har-
rison and Rutstroem study briefly under the heading
“When incentives affect behavior, but there is no perfor-
mance standard.” We believe this to be a misclassification.
In our view, true willingness-to-pay is a norm against which
“cheap talk” can be measured.

Third, in a meta-analytic review of empirical research
(from several applied psychology journals), Jenkins et al.
(1998) found financial incentives to be related to perfor-
mance quantity (e.g., exam completion time) but not qual-
ity (e.g., coding accuracy; the authors stressed that this re-
sult ought to be “viewed with caution because it is based on
only six studies,” p. 783). They found an effect size for per-
formance quantity of .34 (point-biserial correlation), which
is considered to be of medium size (e.g., Rosenthal & Ros-
now 1991). In addition, they reported that the relation be-
tween financial incentives and performance is weakest in
laboratory experiments (as compared, e.g., to field experi-
ments) – possibly because “laboratory studies typically use
small incentives” (Jenkins et al. 1998, p. 784). While their
review does not address the impact of financial incentives
on intrinsic motivation directly, they concluded that “our
results . . . go a long way toward dispelling the myth that fi-
nancial incentives erode intrinsic motivation” (p. 784).
Fourth, and of relevance in light of Jenkins et al.’s results,
Prendergast (1999) reviewed the effect of incentive provi-
sion in firms and found that there is a positive relationship
between financial incentives and performance.

To conclude, concerning the controversial issue of the ef-
fects of financial incentives, there seems to be agreement
on at least the following points: First, financial incentives
matter more in some areas than in others (e.g., see Camerer
& Hogarth’s 1999, distinction between judgment and deci-
sion vs. games and markets). Second, they matter more of-
ten than not in those areas that we explore here (in partic-
ular, research on judgment and decision making), which are
relevant for both psychologists and economists. Third, the
obtained effects seemed to be two-fold, namely, conver-
gence of the data toward the performance criterion and re-
duction of the data’s variance. Based on these results, we
propose that psychologists in behavioral decision making
consider using financial incentives. Although “asking purely
hypothetical questions is inexpensive, fast and convenient”
(Thaler 1987 p. 120), we conjecture that the benefits of be-
ing able to run many studies do not outweigh the costs of
generating results of questionable reliability (see also Beat-
tie & Loomes 1997, p. 166).

In addition, only by paying serious attention to financial
incentives can psychologists conduct systematic research
on many open issues. (For instance, under which conditions
do financial incentives improve, not matter to, or impair
task performance? For previous research on these condi-
tions, see, e.g., Beattie & Loomes 1997; Hogarth et al. 1991;
Payne et al. 1992; Pelham & Neter 1995; Schwartz 1982;
Wilcox 1993.)6 How do incentives (and opportunity costs)
affect decision strategies and information processing (e.g.,
Payne et al. 1996; Stone & Schkade 1994; Wallsten & Bar-
ton 1982;), and how do they interact with other kinds of in-
centives (e.g., social incentives) and motives?7 Some of the
reported research also highlights the need to understand
better how incentives interact with other variables of ex-
perimental design (e.g., repetition of trials, Chu & Chu
1990, and presentation of gambles, Ordóñez et al. 1995; see
also Camerer 1995, sect. I and Camerer & Hogarth 1999),
and to establish what kinds of salient and dominant rewards
are effective (e.g., the problem of flat maxima, see Harrison
1994; von Winterfeldt & Edwards 1982).

Ultimately, the debate over financial incentives is also an
expression of the precision of theories or a lack thereof.
Economists virtually always pay because the explicit do-
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main of economic theories is extrinsically motivated eco-
nomic behavior. Psychological theories in behavioral deci-
sion making often do not make it completely clear what be-
havior they target – intrinsically or extrinsically motivated
behavior. If theories were more explicit about their domain
and the implicated motivation, then they rather than the ex-
perimenters would define the appropriate test conditions.

We conclude this section by briefly discussing two possi-
ble reasons for mixed results (sect. 4.1.1), and whether and
how payments affect intrinsic motivation (sect. 4.1.2).

4.1.1. Reasons for the mixed results? The majority of the
results in Table 2 are inconsistent with studies that did not
find any effect of payment (see, e.g., the studies mentioned
in Dawes 1988; Hogarth et al. 1991; Stone & Ziebart 1995).
How can these discrepant results be explained? There are
at least two possible explanations. The first was pointed 
out by Harrison (1994, p. 240), who reexamined some of 
Kahneman and Tversky’s studies on cognitive illusions that
used financial incentives and concluded that the majority of
these experiments lack payoff dominance (see note 5). In
other words, not choosing the theoretically optimal alter-
native costs participants in these experiments too little.
Based on new experiments (e.g., on preference reversals
and base-rate neglect) that were designed to satisfy the
dominance requirement, Harrison (1994) concluded that
in his redesigned experiments, observed choice behavior is
consistent with the predictions of economic theory.

A second possible explanation can be drawn from the ex-
istence of multiple and contradictory norms against which
performance might be compared (see, e.g., the controversy
between Kahneman & Tversky 1996 and Gigerenzer 1996;
see also Hilton 1995 on the issue of conversational logic).
The problem of multiple and ambiguous norms may be
compounded by a focus on coherence criteria (e.g., logical
consistency, rules of probability) over correspondence cri-
teria, which relate human performance to success in the
real world (e.g., speed, accuracy, frugality). Clearly, if mul-
tiple norms exist and the experimenter does not clarify the
criterion for which participants should aim (e.g., by speci-
fication of payoffs), then payment will not necessarily bring
their responses closer to the normative criterion the exper-
imenter has in mind. More generally, as argued by Edwards
(1961):

Experiments should be designed so that each subject has
enough information to resolve ambiguities about how to evalu-
ate the consequences of his own behavior which are inherent
in conflicting value dimensions. That means that the subject
should have the information about costs and payoffs . . . neces-
sary to evaluate each course of action relative to all others avail-
able to him. (p. 283)

4.1.2. How do financial incentives affect intrinsic motiva-
tion? An important argument against the use of financial
incentives is that they crowd out intrinsic motivation (if it
exists). This argument can be traced back to Lepper et al.’s
(1973) finding that after being paid to perform an activity
they seemed to enjoy, participants invested less effort in the
activity when payoffs ceased. Lepper et al. interpreted par-
ticipants’ initial apparent enjoyment of the activity as evi-
dence of intrinsic motivation and their subsequent decrease
in effort expenditure as evidence of the negative impact of
extrinsic rewards on intrinsic motivation. A huge literature
has evolved consequently. Drawing on an extensive meta-

analysis by Cameron and Pierce (1994), Eisenberger and
Cameron (1996) performed a meta-analysis on the question
of whether financial incentives really undermine intrinsic
motivation.

Based on their examination of two main measures of in-
trinsic motivation, namely, the free time spent on the task
post-reward and the expressed attitude toward the task,
they did not find that completion-dependent reward (i.e.,
reward for completing a task or solving a problem) had any
negative effect. Moreover, they found that quality-depen-
dent reward (i.e., reward for the quality of one’s perfor-
mance relative to some normative standard) had a positive
effect on expressed attitudes toward the task. Ironically, the
only measure on which Eisenberger and Cameron (1996)
found a reliable negative effect was the free time spent car-
rying out the activity following performance-independent
reward (i.e., reward for simply taking part in an activity), the
type of reward commonly used in psychological experi-
ments. Eisenberger and Cameron (1996) concluded that
“claimed negative effects of reward on task interest and cre-
ativity have attained the status of myth, taken for granted
despite considerable evidence that the conditions produc-
ing these effects are limited and easily remedied” (p. 1154).

The conclusions of Cameron and colleagues have been
challenged (e.g., Deci et al. 1999a; Kohn 1996; Lepper et
al. 1996; see also the debate in the American Psychologist,
June 1998). In their most recent meta-analytic review of 
experiments examining the effects of extrinsic rewards on
intrinsic motivation, Deci et al. also discussed the proce-
dure employed by Eisenberger and Cameron (1996). No
surprise, they come to very different conclusions, confirm-
ing the classic finding that tangible rewards (i.e., financial
incentives) undermine intrinsic motivation. One important
bone of contention is the definition of the relevant set of
studies. Deci et al. argue that it ought to be confined to “in-
teresting” tasks, and ought to exclude “boring” tasks, some
of which Eisenberger and Cameron include (see also Deci
et al. 1999b; Eisenberger et al. 1999; Lepper et al. 1999).
In sum, there is agreement that rewards can be used as a
technique of control; disagreement exists as to unintended
consequences of rewards. We believe that the situation calls
for a meta-analysis done by the two camps and a jointly
determined arbiter following the model of “adversarial col-
laboration” proposed by Kahneman and exemplified in
Mellers et al. (2001). In the meantime, we believe that the
boring nature of many experiments and the available evi-
dence reported here suggest that financial incentives mat-
ter in tasks examined in behavioral decision making (see
Table 1; Camerer & Hogarth 1999) and thus ought to be
considered, unless previous studies show that financial in-
centives do not matter for a particular task.8

5. Honesty versus deception

Deceiving participants is generally taboo among experi-
mental economists (Davis & Holt 1993, p. 24) and, indeed,
economics studies that use deception can probably be
counted on two hands.9 Davis and Holt (1993, pp. 23–24;
see also, Hey 1991; Ledyard 1995) gave the following typi-
cal rationale for economists’ reasons to argue against de-
ception (for a rare dissenting view in economics, see
Bonetti 1998, but see also the comments of Hey 1998; Mc-
Daniel & Starmer 1998):
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The researcher should . . . be careful to avoid deceiving partici-
pants. Most economists are very concerned about developing
and maintaining a reputation among the student population for
honesty in order to ensure that subject actions are motivated by
the induced monetary rewards rather than by psychological re-
actions to suspected manipulation. Subjects may suspect de-
ception if it is present. Moreover, even if subjects fail to detect
deception within a session, it may jeopardize future experi-
ments if the subjects ever find out that they were deceived and
report this information to their friends.

Even if participants initially were to take part in experi-
ments out of a sense of cooperation, intrinsic motivation, or
the like, economists reason that they will probably become
distrustful and start second-guessing the purpose of experi-
ments as soon as they hear about such deception. In other
words, economists fear reputational spillover effects of de-
ceptive practices even if only a few of their tribe practice it.
In the parlance of economists, participants’ expectation that
they will not be deceived (i.e., honesty on the part of the ex-
perimenter) is a common good of sorts (such as air or wa-
ter) that would be depleted (contaminated) quickly if de-
ception was allowed and the decision about its use left to
each experimenter’s own cost-benefit analysis. On theoret-
ical and empirical grounds, economists do not trust experi-
menters to make an unbiased analysis of the (private) ben-
efits of deception and its (public) costs. The temptation, or,
in economists’ parlance, the “moral hazard” to capture the
private benefits of deception is perceived to be simply too
strong. Indeed, given that the American Psychological As-
sociation (APA) ethics guidelines (APA 1992, p. 1609) pro-
pose to employ deception as a last-resort strategy, to be
used only after careful weighing of benefits and costs, the
frequent use of deception in some areas of psychology
seems to confirm economists’ fear.

Take the highest ranked journal in social psychology, the
Journal of Personality and Social Psychology ( JPSP), and its
predecessor, Journal of Abnormal and Social Psychology, as
an illustration. After a sharp upswing during the 1960s
(where it tripled from 16% in 1961 to 47% in 1971), the use
of deception continued to increase through the 1970s,
reaching its high in 1979 (59%) before dropping to 50% in
1983 (Adair et al. 1985). Since then it has fluctuated be-
tween 31% and 47% (1986: 32%, 1992: 47%, 1994: 31%,
1996: 42%; as reported in Epley & Huff 1998; Nicks et al.
1997; Sieber et al. 1995).

While some of these fluctuations may reflect different
definitions of what constitutes deception (e.g., compare the
more inclusive criteria employed by Sieber et al. with the
criteria used by Nicks et al.), a conservative estimate would
be that every third study published in JPSP in the 1990s em-
ployed deception. (In other social psychological journals,
e.g., Journal of Experimental Social Psychology, the pro-
portion is even higher; Adair et al. 1985; Nicks et al. 1997.)
The widespread use of deception in social psychology in re-
cent years contrasts markedly with its decidedly more se-
lective use in the 1950s and earlier (Adair et al. 1985). Al-
though deception is likely to be most frequent in social
psychology, it is not restricted to it (see sects. 6.1 and 6.3 in
the discussion).

Why do psychologists use deception? Although some
critics of the frequent use of deception attributed it to a
“fun-and-games approach” (Ring 1967, p. 117) to psycho-
logical experimentation, today’s primary motivation for de-
ception seems to rest on at least two serious methodologi-

cal arguments: First, if participants were aware of the true
purpose of a study, they might respond strategically and the
investigator might lose experimental control. For instance,
one might expect participants to “bend over backwards”
(Kimmel 1996, p. 68) to show how accepting they are of
members of other races if they know that they are partici-
pating in a study of racial prejudices. To the extent that psy-
chologists, more than economists, are interested in social
behavior and “sensitive” issues, in which knowledge of the
true purpose of a study could affect participants’ behavior
(e.g., attitudes and opinions), one might expect deception
to be used more often in psychology. The second argument
is that deception can be used to produce situations of special
interest that are unlikely to arise naturally (e.g., an emer-
gency situation in which bystander effects can be studied).

Despite “widespread agreement” that deception is “of-
ten a methodological necessity” (Kimmel 1996, p. 68), and
the claim that there is no reason to worry about the method-
ological consequences of deception (e.g., Christensen
1988; Sharpe et al. 1992; Smith & Richardson 1983), its use
has been a longstanding and persistent concern in psychol-
ogy. Anticipating economists’ common good argument,
Wallsten (1982) suggested that the erosion of participants’
trust would hurt everyone who relies on the participant
pool. While some authors proposed cosmetic changes in the
use of deception (e.g., Taylor & Shepperd 1996), others
proposed more drastic measures (e.g., Baumrind 1985;
Kelman 1967; MacCoun & Kerr 1987; Newberry 1973;
Ortmann & Hertwig 1997; 1998; Schultz 1969; Vinacke
1954).

5.1. Does deception matter?

Our concern here is pragmatic not ethical (see Baumrind
1964; 1971; 1985), that is, we are interested in the method-
ological consequences of the use of deception on partic-
ipants’ attitudes, expectations, and in particular, on partici-
pants’ behavior in experiments. Before we discuss the
available evidence, it is useful to conceptualize the interac-
tion between participant and experimenter as a one-sided
prisoner’s dilemma, or principal-agent game. Such a game
models the relationship between an agent and a principal,
both of whom can either contribute their respective assets
(trust for the principal, honesty for the agent) or withhold
them. In the current context, the experimenter (agent) can
choose either to deceive participants or to be truthful about
the setting and purpose of the experiment, while the par-
ticipant (principal) can choose either to trust the experi-
menter or to doubt the experimenter’s claims. The game-
theoretic predictions for a one-shot principal-agent game
are, dependent on the parameterization, clear-cut: The
agent will defect – at least with some probability. The prin-
cipal, anticipating the defection, will doubt the experi-
menter’s claims – at least with some probability (see Ort-
mann & Colander 1997, for two typical parameterizations).

The interaction between agent and principal, of course,
is not likely to be a one-shot game. Participants (principals)
may come into the laboratory either inexperienced or ex-
perienced (by way of previous participation in deception ex-
periments). If they are experienced, then that experience
may bear directly on their expectation of the experimenter’s
action choice. If they are inexperienced, then other partici-
pants’ experience may still bear on their expectation. If par-
ticipants have reason to trust the experimenter, they may
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act like the “good” (Orne 1962) or “obedient” (Fillenbaum
1966) participants they are often assumed to be in psychol-
ogy (see Rosenthal & Rosnow 1991). If they have reason to
believe that the agent will deceive them, however, their be-
havior may range from suspicious to apathetic (Newberry
1973) and negativistic (Christensen 1977; Weber & Cook
1972).

Experimental results from trust games suggest that peo-
ple (participants) may accept being fooled once, but not
twice (Dickhaut et al. 1995). Recent results reported by
Krupat and Garonzik (1994) also suggest that prior experi-
ence with deception affects participants’ expectations, that
is, increases their suspicion (see also Epley & Huff 1998).
According to Krupat and Garonzik (1994), such suspicion
is likely to introduce “considerable random noise” into their
responses (p. 219). In this context it is interesting to note
that Stang (1976) already pointed out that the percentage
of suspicious participants (in conformity experiments)
tracked closely the increase of the use of deception through
the 1960s.

Ironically, the APA ethical guidelines concerning de-
briefing may exacerbate rather than diminish participants’
suspicion: “Deception that is an integral feature of the de-
sign and conduct of an experiment must be explained to
participants as early as it is feasible, preferably at the con-
clusion of their participation, but no later than at the con-
clusion of the research” (APA 1992, p. 1609). From an eth-
ical point of view, debriefing is the right thing to do; from a
pragmatic point of view, however, it only undermines the
trust of actual and potential participants and thereby con-
taminates the data collected in future experiments: “Each
time this quite proper moral requirement is met, the gen-
eral impression that psychologists commonly deceive is
strengthened” (Mixon 1972, p. 145).

Notwithstanding this concern regarding the use of de-
ception, a number of researchers in psychology have advo-
cated its use on the grounds that participants have a favor-
able attitude toward it. Smith and Richardson (1983), for
example, observed that participants in experiments involv-
ing deception reported having enjoyed, and indeed having
benefited from, the experience more than those in experi-
ments without deception. Summing up his review of re-
search on the impact of deception on participants, Chris-
tensen (1988) concluded: “This review . . . has consistently
revealed that research participants do not perceive that
they are harmed and do not seem to mind being misled. In
fact, evidence exists suggesting that deception experiments
are more enjoyable and beneficial than nondeception ex-
periments” (p. 668). In Christensen’s (1988) view, “the scale
seems to be tilted in favor of continuing the use of decep-
tion in psychological research” (p. 664; see also Aitkenhead
& Dordoy 1985; Sharpe et al. 1992).

However, even if undergraduate participants tell experi-
menters (often their professors) the truth about how they
feel about deception and genuinely do not mind it (Smith
& Richardson 1983), which is by no means a universal find-
ing (e.g., Allen 1983; Cook et al. 1970; Epstein et al. 1973;
Fisher & Fyrberg 1994; Rubin 1985; Oliansky 1991), we be-
lieve that studies of feelings about and attitudes toward de-
ception overlook a key issue, namely, the extent to which
deception affects participants’ behavior in experiments.
Some intriguing findings suggest that, ironically, it is some-
times the experimenter who is duped in an experiment em-

ploying deception. For example, Newberry (1973) found
that a high percentage of participants, given a tip-off by an
experimental confederate, do not admit to having had fore-
knowledge when questioned later (30–80% in various con-
ditions) – a result that surely undermines the frequent as-
sumption that participants are cooperative (e.g., Bröder
1998; Kimmel 1998).

MacCoun and Kerr (1987) gave a particularly dramatic
example that indicates that participants’ behavior is af-
fected by the expectation of deception: When a participant
had an epileptic seizure during an experiment, the other
participants present appeared to believe the seizure was a
charade perpetrated by the experimenter and a confeder-
ate and therefore initially ignored it. The only person who
immediately helped the victim was the only one who had no
prior psychology coursework (MacCoun & Kerr 1987).
Along the same lines, Taylor and Shepperd (1996) con-
ducted an experiment in which they used deception to
study the effectiveness of conventional debriefing proce-
dures in detecting suspicion of deception. Despite explicit
instruction not to communicate while the experimenter left
the room on a pretext, participants talked during the ex-
perimenter’s absence and thereby found out that they were
being deceived. In a debriefing, none of them revealed this
discovery.

To conclude, because psychology students are the main
data source in psychological studies (Sieber & Saks 1989),
a substantial proportion of participants can be expected to
have experienced deception directly. Owing to students’
general expectations (due to coursework) or direct personal
experiences, deception can have (negative) consequences
even in those domains of psychology in which deception is
not or is less frequently used. We therefore concur with the
argument advanced by economists and (some) psycholo-
gists that participants’ trust is a public good worth investing
in to increase experimental control. We propose that psy-
chologists view the use of deception as involving a trade-off
not only “between methodological and ethical considera-
tions” (Kimmel 1996, p. 71), but also between its method-
ological costs and benefits.

6. General discussion

In this article, we have been concerned with practices of
psychological experimentation and their divergence from
those of experimental economics. In particular, we consid-
ered four key variables of experimental design that take on
markedly different realizations in the two disciplines. We
argued that the conventions in economics of providing and
having participants enact a script, repeating trials, giving fi-
nancial incentives, and not deceiving participants are de
facto regulatory, allowing for comparatively little variation
in experimental practices between researchers. The corre-
sponding experimental practices in psychology, by contrast,
are not regulated by strong conventions. This laissez-faire
approach allows for a wide range of experimental practices,
which in turn may increase variability in the data obtained
and ultimately may impede theoretical advances.

Are our findings consonant with psychologists’ and econ-
omists’ perceptions of their own and the other discipline’s
practices? Why do we see different realizations of key vari-
ables across different disciplines and what are the policy
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implications of our arguments? In the next sections, we ad-
dress each of these questions in turn.

6.1. How researchers describe their own practices 
and those of the other discipline

We have provided various illustrations for the two theses we
proposed, namely, that (1) key variables of experimental de-
sign tend to be realized differently in economics and psy-
chology and (2) experimental standards in economics are
regulatory in that they allow for little variation between the
experimental practices of individual researchers, whereas
experimental standards in psychology are comparatively
laissez-faire.

Are these two theses also reflected in the way experi-
mentalists in both fields describe their own practices? We
conducted a small-scale survey in which we asked re-
searchers in the fields of behavioral decision making and ex-
perimental economics to respond to nine questions con-
cerning the use of financial incentives, trial-by-trial
feedback, and deception. The questions asked researchers
to describe their own research practices (e.g., “How often
do you use performance-contingent payments in your ex-
periments?”), research practices in their field generally
(e.g., “How often do you think that experimenters in eco-
nomics/JDM research use performance-contingent pay-
ments?”), and research practice in the related field (e.g.,
“How often do you think that experimental economists/
psychologists use performance-contingent payment?”). Re-
searchers were asked to provide their responses in terms of
absolute frequencies (“In __ out of 10 experiments?”); al-
ternatively, they could mark an “I don’t know” option.

We sent the questionnaire to the electronic mailing lists
of the European Association for Decision Making and the
Brunswik Society. Both societies encompass mostly Euro-
pean and American psychologists interested in judgment
and decision making. We also distributed the questionnaire
at the 1999 annual meeting of the Economic Science Asso-
ciation, which is attended by experimental economists. A
total of 26 researchers in psychology and 40 researchers in
economics responded. Admittedly, the response rate for
psychologists was quite low (the response rate for econo-
mists was about 60%); both samples, however, encom-
passed well-established as well as young researchers.

Economists estimated that, on average, they used finan-
cial incentives in 9.7 out of 10 experiments (MD 5 10, SD
5 .8); trial-by-trial feedback in 8.7 out of 10 experiments
(MD 5 9, SD 5 2.1), and deception in .17 out of 10 exper-
iments (MD 5 0, SD 5 .44). In contrast, psychologists’ av-
erage estimates were 2.9 for financial incentives (MD 5 1,
SD 5 3.5), 2.4 for trial-by-trial feedback (MD 5 1, SD 5
3.2), and 1.7 for deception (MD 5 0, SD 5 2.8). Aside from
the drastically different self-reported practices across
fields, the results also demonstrate the wider range of prac-
tices within psychology. Concerning financial incentives,
for instance, 40% of psychologists responded that they
never use financial incentives, whereas 32% use them in
half or more of their experiments. Regarding deception,
60% stated that they never use it, whereas 20% use it in half
or more of their experiments. When we asked researchers
to characterize the general practices in their own field on
the same measures, we obtained responses close to those
described above. However, researchers in both groups be-

lieved that they use financial incentives and trial-by-trial
feedback slightly more often and deception slightly less of-
ten than researchers in their field as a whole.

To what extent are psychologists and economists aware
that experimental practices are different in the other field?
Although the psychologists were aware that practices in
economics differ from those in their own field, they under-
estimated the extent of the differences. On average, they
estimated that economists use financial incentives in 5.6 out
of 10 experiments, give trial-by-trial feedback in 3.2 out 
of 10 experiments, and use deception in 1.2 out of 10 ex-
periments. Although economists’ estimates of the use of fi-
nancial incentives by psychologists was fairly accurately 
calibrated (M 5 2.3), they overestimated the use of trial-by-
trial feedback (M 5 4.5) and deception (M 5 5.5) by psy-
chologists.10

The results of our small-scale survey are consistent with
the two theses we proposed: Experimental practices in be-
havioral decision making and economics differ and the re-
search practices of psychologists are much more variable.
Although some of this variability is likely to be driven by be-
havioral decision making researchers’ interest in questions
that do not lend themselves to the use of financial incen-
tives or trial-by-trial feedback, we suggest that the large
variance in their responses also reflects the lack of stan-
dards committing them to consistency in experimental
practices.

6.2. Why do the methodological practices differ?

There is no simple answer to this question. Differences in
experimental practices are neither recent nor confined to
cross-disciplinary comparisons. Danziger (1990) identified
at least three diverging models of investigative practice in
early modern psychology: the Wundtian, the clinical, and
the Galtonian. According to Danziger, the investigators’ dif-
ferent research goals drove different practices. Whether
one wanted to learn about pathological states (French in-
vestigators of hypnosis), individual differences (Galton),
or elementary processes in the generalized human mind
(Wundt) determined what investigative situations seemed
appropriate. Researchers in contemporary psychology pur-
sue a multitude of research goals as well, and not only those
of early modern psychology. To the extent that Danziger’s
(1990) thesis that different goals give rise to different in-
vestigative practices is valid, the heterogeneity of experi-
mental practices within psychology therefore should not be
surprising.11

In contrast to psychology, experimental economics dis-
plays much less variability in research goals. Roth (1995)
identified tests of models of individual choice and game
theory (especially those involving industrial organization
topics) as the early preoccupations of experimental econo-
mists. The later game-theoretic reframing, over the past
dozen years, of nearly every field in economics – from mi-
croeconomic and industrial organization theory (e.g., Kreps
1990; Tirole 1988) to macroeconomic policy issues (Barro
1990) – provided a unifying theoretical framework that
could easily be translated into experimental design.

Yet another aspect that helped to promote the compara-
tive homogeneity of experimental practices within eco-
nomics was its status as the “new kid on a hostile block”
(Lopes 1994, p. 218). In light of severe criticisms from
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prominent economists who claimed that it was impossible
to make scientific progress by conducting experiments
(e.g., Lipsey 1979; Russell & Wilkinson 1979; see The Econ-
omist May 8, 1999, p. 84), it is not surprising that econom-
ics was “more self-conscious about its science” (Lopes 1994,
p. 218) and methodology than psychology. This explanation
suggest that widely shared research goals and the prevalent
rational-actor paradigm forced certain conventions and
practices on experimental economists in a bid to gain ac-
ceptance within their profession. Last but not least it is
noteworthy that throughout the 1970s and 1980s, experi-
mental economics was concentrated at about a half dozen
sites in the United States and Europe. We conjecture that
this concentration helped the comparatively small number
of experimental economists to agree on generally accepted
rules of experimentation.

To conclude, several factors may account for the differ-
ing experimental practices in psychology and economics.
Multiple research goals and the lack of a unifying theoreti-
cal framework that easily translates into experimental de-
sign may have promoted methodological variability in psy-
chology. In contrast, the necessity to justify their practices
within the discipline, an unusual concentration of key play-
ers in a few laboratories during the take-off phase, and the
unifying framework provided by game theory may have
helped economists to standardize their methodology.

6.3. Policy implication: Subject experimental 
practices to experimentation

As recently argued by Zwick et al. (1999, p. 6), method-
ological differences between psychology and economics are
(at least partly) “derivatives” of differences in the assump-
tions commonly invoked (explicitly or implicitly) by econo-
mists and psychologists in the study of human choice. In our
view, this argument must not be read as a justification to do
business as usual. Neither psychologists nor economists
have reason to avoid an interdisciplinary dialogue on the di-
verging methodologies for several reasons. First, some of
the methodological differences – in particular, the (non)use
of deception and scripts, but also the issue of abstract ver-
sus “natural” scripts (see note 4) – are not derivatives of 
theory differences; rather, they seem to be driven by
methodological concerns that are largely independent of
differences in theories (e.g., trust of potential participants).

Second, even those experimental practices that can be
plausibly considered derivatives – for instance, financial 
incentives and repetition – can also be justified on the
grounds of arguments not tightly linked with theory. For in-
stance, it seems widely accepted that financial incentives
reduce data variability (increase effect sizes and power of
statistical tests; e.g., Camerer & Hogarth 1999; Smith &
Walker 1993a). Similarly, a likely benefit of repetition is that
participants have the chance to familiarize themselves with
all the wrinkles of the unusual situation, and thus, their re-
sponses are likely to be more reliable (Binmore 1994).

Third, even if many psychologists do not endorse stan-
dard economic theory, they are often (particularly in recent
decades) interested in testing its various assumptions (e.g.,
transitivity of preferences) or predictions. Those tests in-
evitably do entail the question of what is a “fair” test of stan-
dard economic theory – a question to which both psychol-
ogists and economists have to find a common answer.
Finally, as economists move closer to psychologists’ view of

human choice – for instance, Simon’s (1957) notion of
bounded rationality, Selten’s (1998) aspiration-adaptation
theory, Roth and Erev’s (1995) work on the role of rein-
forcement learning in games, Camerer and Ho’s (1999)
work on reinforcement and belief learning in games, Goeree
and Holt’s (in press a; in press b) incorporation of stochas-
tic elements into game theory (see Rabin 1998, for many
more examples) – one may envision a long-run conver-
gence toward a common core of axioms in economics and
psychology. A common ground concerning methodological
practices – based upon an interdisciplinary dialogue and
empirically informed design decisions – is likely to promote
a theoretical convergence.

How can economists and psychologists establish such a
common ground? As we pointed out earlier, we do not hold
the conventions and practices in experimental economics to
be the gold standard; they bring both benefits and costs.
Nevertheless, there is a striking difference between the
methodological approaches in psychology and economics:
Economists seem to engage more often in cost-benefit
analyses of methodological practices and to be more willing
to enforce standards (e.g., to prohibit deception) if they are
convinced that their benefits outweigh their costs. We sug-
gest that psychologists, particularly in the context of justifi-
cation, should also engage more frequently in such cost-
benefit analyses and, as researchers, collaborators, and
reviewers, enforce standards that are agreed upon as
preferable. This is not to say that psychologists should adopt
economists’ practices lock, stock, and barrel. Rather, we ad-
vocate the subjection of methodological practices to sys-
tematic empirical (as well as theoretical) analysis. Applied
to the variable of financial incentives, such an approach
might be realized as follows (see also Camerer & Hogarth
1999).

Researchers seeking maximal performance ought to
make a decision about appropriate incentives. This decision
should be informed by the evidence available. If there is 
evidence in past research that incentives affect behavior
meaningfully in a task identical to or similar to the one un-
der consideration, then financial (or possibly other) incen-
tives should be employed. If previous studies show that fi-
nancial incentives do not matter, then not employing
incentives can be justified on the basis of this evidence. In
cases where there is no or only mixed evidence, we propose
that researchers employ a simple “do-it-both-ways” rule.
That is, we propose that the different realizations of the key
variables discussed here, such as the use or non-use of fi-
nancial incentives (or the use of different financial incen-
tive schemes), be accorded the status of independent vari-
ables in the experiments. We agree with Camerer and
Hogarth’s (1999) argument that this practice would rapidly
give rise to a database that would eventually enable experi-
menters from both fields to make data-driven decisions
about how to realize key variables of experimental design.

This conditional do-it-both-ways policy should also be
applied to two other variables of experimental design dis-
cussed here, namely, scripts and repetition of trials. In con-
trast, we propose that the default practice should be not to
deceive participants, and individual experimenters should
be required to justify the methodological necessity of each
instance of deception to institutional review boards, refer-
ees, and editors. We do not exclude the possibility that there
are important research question for which deception is
truly unavoidable.
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Nevertheless, we advocate a multi-method approach in
which deception is replaced as much as possible by a col-
lection of other procedures, including anonymity (which
may undo social desirability effects; see the recent discus-
sion on so-called double-blind treatments in research on
dictator games, Hoffman et al. 1996), simulations (Kimmel
1996, pp. 108–13), and role playing (Kimmel 1996, pp.
113–16). We are aware that each of these methods has been
or can be criticized (for a review of key arguments see Kim-
mel 1996). Moreover, it has been repeatedly pointed out
that more research is needed to evaluate the merits of these
alternatives (e.g., Diener & Crandall 1978; Kimmel 1996).
A do-it-both-ways rule could be used to explore alternatives
to deception by comparing the results obtained from pre-
vious deception studies to those obtained in alternative de-
signs. 

Let us conclude with two remarks on the APA rule of
conduct concerning deception:

Psychologists do not conduct a study involving deception un-
less they have determined that the use of deceptive tech-
niques is justified by the study’s prospective scientific, educa-
tional, or applied value and that equally effective alternative
procedures that do not use deception are not feasible. (APA
1992, p. 1609)

Systematic search for alternative procedures – if enforced
– may prove to be a powerful tool for reducing the use of
deception in psychology. For instance, of the ten studies re-
ported in Table 2, three used deception (Allison & Messick
1990, p. 200; Beeler & Hunton 1997, p. 83; Irwin et al. 1992,
p. 111), including incorrect performance feedback, wrong
claims about performance-contingent payments, and rigged
randomization procedure. In our view, each of these decep-
tive practices was avoidable. Deception was also avoidable
in another set of studies we reported here. In our sample of
Bayesian reasoning studies (see sect. 3), we found that 37
out of 106 (35%) employed some form of deception (e.g., ly-
ing to participants about the nature of the materials used,
falsely asserting that sampling was random, a precondition
for the application of Bayes’s theorem). If researchers met
the APA requirement to seek alternatives to deception, they
would have discovered “equally effective alternative proce-
dures” already in the literature. Research in both psychol-
ogy (e.g., Wallsten 1972; 1976) and economics (e.g., Grether
1980) shows that one can do without deception completely
in research on Bayesian reasoning.

Finally, we propose (in concurrence with a suggestion
made by Thomas Wallsten) that the assessment of the “pro-
spective scientific value” of a study should not depend on
whether or not a particular study can be conducted or a par-
ticular topic investigated. Rather, the question ought to be
whether or not a theory under consideration can be inves-
tigated without the use of deception. This way, our assess-
ment of the “prospective scientific value” of deception is
closely linked to theoretical progress rather than to the fea-
sibility of a particular study.

7. Conclusion

Some of the most serious (self-)criticism of psychology has
been triggered by its cycles of conflicting results and con-
clusions, or more generally, its lack of cumulative progress
relative to other sciences. For instance, at the end of the
1970s, Meehl (1978) famously lamented:

It is simply a sad fact that in soft psychology theories rise and
decline, come and go, more as a function of baffled boredom
than anything else; and the enterprise shows a disturbing
absence of that cumulative character that is so impressive in
disciplines like astronomy, molecular biology, and genetics.
(p. 807)

Since the 1970s, psychology’s self-esteem has improved
– with good reason. For instance, thanks to the increasing
use of meta-analytic methods (Glass et al. 1981; Hedges &
Olkin 1985), it has become clear that psychology’s research
findings are not as internally conflicted as once thought. As
a result of this, some researchers in psychology have already
called off the alarm (Hunter & Schmidt 1990; Schmidt
1992).

Despite this optimism, results in the “softer, wilder areas
of our field,” which, according to Rosenthal (1990, p. 775),
include clinical, developmental, social, and parts of cogni-
tive psychology, still seem “ephemeral and unreplicable”
(p. 775). In his classic works on the statistical power of stud-
ies, Cohen (1962; 1988) pointed out two reasons (among
others) why this is so. First, in an analysis of the 1960 vol-
ume of the Journal of Abnormal and Social Psychology, Co-
hen (1962) showed that if one assumes a medium effect size
(corresponding to the Pearson correlation of .40), then ex-
periments were designed in such a way that the researcher
had less than a 50% chance of obtaining a significant result
if there was a real effect (for more recent analyses, see Rossi
1990; Sedlmeier & Gigerenzer 1989). Second, Cohen
(1988) suggested that many effects sought in various re-
search areas in psychology are likely to be small. Whether
or not one agrees with this assessment, the important point
is that “effects are appraised against a background of ran-
dom variation” (p. 13). Thus, “the control of various sources
of variation through the use of improved research designs
serves to increase effect size” (p. 13) and, for that matter,
the power of statistical tests as well.

We believe that the realizations of the four key variables
of experimental design in the areas of research discussed
here contribute to the variability of empirical findings.
Based on the evidence reviewed here, we argue that the
practices of not providing a precisely defined script for par-
ticipants to enact, not repeating experimental trials, and
paying participants either a flat fee or granting a fixed
amount of course credit only leave participants uncertain
about the demand characteristics of the social situation “ex-
periment.” The fact that psychologists are (in)famous for
deceiving participants is likely to magnify participants’ un-
certainty and second-guessing.

If our claim that a laissez-faire approach to experimenta-
tion invites lack of procedural regularity and variability of
empirical findings is valid, and the resulting conflicting data
indeed strangle theoretical advances at their roots (Loftus,
in Bower 1997, p. 356), then discussion of the methodolog-
ical issues addressed here promises high payoffs. We hope
that this article will spur psychologists and economists to
join in a spirited discussion of the benefits and costs of cur-
rent experimental practices.
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NOTES
1. Sieber and Saks (1989) reported responses of 326 psychol-

ogy departments. They found that of the 74% that reported hav-
ing a participant pool, 93% recruited from introductory courses.
The authors also found that “only 11% of departments have a sub-
ject pool that is voluntary in the strictest sense” (p. 1057). In con-
trast, economists recruit their participants in more or less ran-
domly determined classes, through flyers or e-mail, often drawing
on students from other disciplines. Because economists also typi-
cally use financial incentives, it is probably safe to assume that par-
ticipation is voluntary.

2. For obvious reasons, we cannot reproduce the extensive in-
structions to participants here. However, we urge the reader who
has not yet encountered a script-based study to take a look (e.g.,
pp. 1247 through 1253 in Camerer et al. 1989).

3. Most of the word problems listed here (e.g., conjunction
task, engineer-lawyer task) are classic problems studied in the
heuristics-and-biases program. Results and conclusions from this
program have been hotly debated (for the different points of view,
see the debate between Kahneman & Tversky 1996, and Gigeren-
zer 1996).

4. Scripts may be content-free or enriched with social context.
In an attempt to control home-grown priors (i.e., beliefs and atti-
tudes that participants bring to the experiment), the scripts pro-
vided by economists are typically as content-free as possible. From
the perspective of the experimenter, such environments may be
precisely defined, but they seem to tax the cognitive abilities of
participants more than seemingly more complex but familiar real-
world scripts, because they take away the “natural” cues that allow
participants in real-world environments to understand situations.
Assuming the existence of domain-specific reasoning modules,
Cosmides and Tooby (1996) even argue that the starkness of lab-
oratory environments prevents specialized inference engines
from being activated, and that mismatches between cues and
problem types are far more likely under artificial experimental
conditions than under natural conditions. This trade-off between
control of home-grown priors and accessibility of “natural” cues
has long been discussed in psychology (e.g., Bruce 1985; Koriat &
Goldsmith 1996 for the real-life/laboratory controversy in mem-
ory research; see Goldstein & Weber 1997 for the issue of domain
specificity in decision making, and Winkler & Murphy 1973 for
their critique of the bookbag-and-poker chips problem in research
on Bayesian reasoning). It has also recently been addressed in
studies by economists (e.g., Dyer & Kagel 1996; Schotter et al.
1996).

5. Harrison (1989; 1992) argued that many experiments in eco-
nomics that provide financial incentives dependent on perfor-
mance nevertheless lack “payoff dominance.” Lack of payoff dom-
inance describes essentially flat maxima, which make it relatively
inexpensive for participants not to choose the theoretically opti-
mal action (von Winterfeldt & Edwards 1982). The implication of
Harrison’s critique is that performance in a task can only be clas-
sified as “irrational,” “inconsistent,” or “bounded” if the difference
between the payoff for participants’ actual behavior and that for
optimal behavior in an experiment is monetarily significant to par-
ticipants given their standard hourly wage. “Significant” could
mean, for example, that the potential payoff lost owing to nonop-
timal behavior in a one-hour experiment exceeds one hour’s worth
of wages for the participant and 25% of total payoffs obtainable.

If the difference between the payoff for the participant’s actual be-
havior and that for optimal behavior is, say, only 5%, one could ar-
gue that the payoff decrement participants accept by not behav-
ing optimally is too trivial to be considered “irrational.”

6. The systematic study of financial incentives can help us
question long-held beliefs. For instance, Koriat and Goldsmith
(1994) reported that memory accuracy (i.e., the percentage of
items that are correctly recalled) is strategically regulated, that is,
“subjects can substantially boost their memory accuracy in re-
sponse to increased accuracy motivation” (p. 307). Koriat and
Goldsmith stressed that their results contrast sharply with the gen-
eral observation from quantity-oriented research that people can-
not improve their memory-quantity performance when given 
incentives to do so. Participants in a high-accuracy-incentive con-
dition were more accurate than those in a moderate-accuracy-in-
centive condition (eta 5 .58, a large effect according to Cohen
1988; calculated from data in Koriat and Goldsmith’s 1994 Table
3).

7. Needless to say, the implementation of financial incentives
has its own risks. It is, for example, important to ensure that pay-
ments are given privately. As a referee correctly pointed out, pub-
lic payment can be “akin to an announcement of poor test perfor-
mance and might violate a number of ethical (and, in America,
perhaps legal) standards, and is all the more likely to negatively
impact mood.” Private payment is the standard practice in eco-
nomics experiments.

8. One reviewer referred us to Frey’s (1997) discussion of the
hidden costs of extrinsic rewards. Frey’s book, as thought provok-
ing and insightful as it often is, takes as its point of departure the
same literature that Eisenberger and Cameron (1996) discussed
and took issue with. As mentioned, we agree that money does not
always work as a motivator, but we believe that more often than
not it does. Let us consider Frey’s example of professors. Profes-
sors who are so engaged in their profession that they teach more
than the required hours per week may indeed react with indigna-
tion when administrators try to link remuneration more closely to
performance and therefore reduce their extra effort. There are,
however, also professors who “shirk” (the term used in principal-
agent theory) their teaching obligations to do research, consulting,
and so forth. In fact, shirking has been identified as the major 
driver of the inefficiency of educational institutions in the United
States (Massy & Zemsky 1994; Ortmann & Squire 2000). While
consulting has immediate material payoffs, at most institutions re-
search translates into higher salaries and, possibly more impor-
tant, payoffs such as the adulation of peers at conferences (Lodge
1995). It is noteworthy that the activities that professors engage in
involve by their very nature self-determination, self-esteem, and
expression possibility and therefore are particularly susceptible to
“crowding out.” In contrast, most laboratory tasks do not promi-
nently feature these characteristics.

9. What constitutes deception is not easy to define (see Baum-
rind 1979; Rosenthal & Rosnow 1991). Economists seem to make
the following pragmatic distinction, which we endorse: Telling
participants wrong things is deception. Conveying false informa-
tion to participants, however, is different from not explicitly telling
participants the purpose of an experiment, which is not consid-
ered deception by either economists (McDaniel & Starmer 1998;
Hey 1998) or psychologists known to be opposed to deception
(e.g., Baumrind 1985). However, to the extent that absence of full
disclosure of the purpose of an experiment violates participants’
default assumptions, it can mislead them, and therefore should be
avoided.

10. To avoid many “I don’t know” responses, we asked econo-
mists to estimate how often psychologists in general (rather than
researchers in JDM) use various practices. This may explain why
their estimates for the use of deception were so high.

11. There are also regulatory standards in psychology – possi-
bly the best examples are the treatment group experiments and
null-hypothesis testing (see Danziger 1990). Null-hypothesis test-
ing was, and to a large extent remains, a self-imposed requirement
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in psychology despite continuous controversy about its use. How
is null-hypothesis testing different from the key variables of ex-
perimental design considered here? Gigerenzer and Murray
(1987) argued that “the inference revolution unified psychology
by prescribing a common method, in the absence of a common
theoretical perspective” (p. 22). One may speculate that null-hy-
pothesis testing still predominates in psychology because aban-
doning it may be perceived as abandoning the unification of psy-
chological methodology. The key variables of experimental design
considered in this article have never filled this role.

Open Peer Commentary

Commentary submitted by the qualified professional readership of this
journal will be considered for publication in a later issue as Continuing
Commentary on this article. Integrative overviews and syntheses are es-
pecially encouraged.

Purposes and methods

Jonathan Baron
Department of Psychology, University of Pennsylvania, Philadelphia, PA
19104-6196. baron@cattell.psych.upenn.edu
www.sas.upenn.edu/~jbaron

Abstract: The methods of experiments in the social sciences should de-
pend on their purposes. To support this claim, I attempt to state some gen-
eral principles relating method to purpose for three of the issues ad-
dressed. (I do not understand what is not a script, so I will omit that issue.)
I illustrate my outline with examples from psychological research on judg-
ment and decision making (JDM).

Repetition 
(1) This is useful when we want to study practice effects.
(2) It is useful when we want to get as much data from each sub-

ject as possible, because our marginal cost of collecting them is
lower than that of additional subjects.

(3) It is useful when we want to fit mathematical models to each
subject’s data.

(4) It is useful when we are concerned about subjects’ under-
standing the tasks and feel that experience will help them under-
stand. Note that we can try to insure understanding in other ways
(which can be combined): incentives, test questions, reading in-
structions aloud (so that subjects cannot skip them), using famil-
iar examples, and pretesting the instructions themselves.

(5) It is useful when we want to model real-world situations in-
volving repeated decisions or judgments of the same type, such as
those made by physicians most of the time, but not those made by
most patients.

On the other hand, many decisions that people make are not re-
peated, and people must make them by applying general princi-
ples learned elsewhere to a case that is somewhat different from
those on which they learned. Some interpretations of economic
theories imply that the principles of rational choice have been
learned in a general form, so they ought to apply everywhere. In-
deed, this is part of the implicit justfication of using the laboratory
to simulate the world outside of it. If a principle is generally true
of human behavior, then it ought to apply everywhere, including
unfamiliar situations.

(6) Repetition is often avoided in the study of experimental
games, because repeating the game could change its nature by in-
troducing sequential strategies. Often this problem is avoided by

convincing the subjects that they are playing with different play-
ers in each game.

(7) Another reason not to use repetition is that accumulated
gains or losses may affect subsequent decisions. This problem may
be avoided by telling subjects that only one trial will count.

Incentives and contingent payoffs
(1) These are useful when we want to study responsiveness to

the incentives themselves, to test some hypotheses derived from
economic theory or learning theory.

(2) Incentives are also useful when the response may be af-
fected by social desirability, as in the case of cooperation in social
dilemmas. Most of the psychological study of social dilemmas uses
incentives for just this reason.

(3) A closely related problem is the use of payoffs in contingent
valuation experiments. People may want to pay more for a good
than they would acually pay, and, as the target article points out,
stated WTP is often greater than actual WTP.

(4) It is not obvious, though, which answer is correct. People
may express true values in what they say they are willing to pay and
then regret their actual failure to contribute.

(5) It is impossible to use real payoffs when the experimenter
does not control the good being evaluated.

(6) Payoffs may help subjects try hard when the task is very dif-
ficult.

(7) Payoffs are expensive. Hence they reduce the amount of re-
search that can be done with a fixed budget.

(8) Payoffs are unnecessary when the research concerns a well-
replicated effect, known to be found in situations of interest. A
great deal of JDM research concerns manipulations of such ef-
fects.

(9) Payoffs are useless when there is no right answer. This is typ-
ically true in studies of judgment, as opposed to decision making.
Studies of judgment are, of course, part of the set of studies of
“judgment and decision making.” These studies also include judg-
ments of fairness and other moral judgments. Even if the experi-
menters think they know the right answers to moral questions, it
is inappropriate for us to pay subject to give them.

Deception
(1) Deception is harmful because it creates externalities. De-

ception makes it more difficult for future experimenters to induce
subjects to believe their stories. Experimenters may avoid this by
establishing a reputation, perhaps at the level of the laboratory or
even the discipline (such as experimental economics), or by offer-
ing a warranty in the form of payment to any subject who discov-
ers deception, as established by a neutral third party.

Of course, very few experimenters, in any field, tell their sub-
jects the hypothesis of interest. This is deception by omission.
Subjects are used to this. But it is, in fact, an externality. It creates
a belief in subjects that the experimenter usually withholds the
purpose of the study, making it more difficult for experimenters
to tell subjects the purpose (even in general terms) when it is in
fact a good thing for the subjects to know.

(2) Despite its costs, deception has benefits in terms of resource
savings. Statistical power is increased in a game experiment if
everyone plays with (or against) the same computer program
rather than (as they are told) other people.

(3) Deception is sometimes the only way to study the question
of interest, as when emotions must be induced. Induction of emo-
tions requires the use of a theatrical display, carefully set up. This
sort of use of deception is rare in JDM. One possible example is
the use of positive rewards like candy to examine the effects of
mood. This is deceptive because the subjects are not told, “We are
giving you this candy to make you feel good.”
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Financial incentives do not pave the road 
to good experimentation

Tilmann Betsch and Susanne Haberstroh
Psychological Institute, University of Heidelberg, D-69117 Heidelberg,
Germany. tilmann.betsch@urz.uni-hd.de
susanne_haberstroh@psi-sv2.psi.uni-heidelberg.de
www.psychologie.uni-heidelberg.de/AE/sozps/tb/TB_home.html
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Abstract: Hertwig and Ortmann suggest paying participants contingent
upon performance in order to increase the thoroughness they devote to a
decision task. We argue that monetary incentives can yield a number of
unintended effects including distortions of the subjective representation
of the task and impaired performance. Therefore, we conclude that per-
formance-contingent payment should not be generally employed in judg-
ment and decision research.

It is a common practice in experimental economics to employ fi-
nancial incentives to increase performance in decision making.
The conviction behind this policy is that performance-contingent
payment motivates participants to deliberate more thoroughly on
the task. H&O suggest adopting this principle more often in psy-
chological experimentation. We doubt that such a practice is gen-
erally worth the effort.

Payment may increase performance only in those tasks which
obey the following principles: (1) External criteria of performance
must be exactly and objectively determined. (2) External and in-
ternal criteria must match. For example, in a decision problem,
the subjective importance of goals should not differ from their
ranking according to external standards. (3) Elements and struc-
ture of a given problem must be well-defined and maintained in
subjective representation. (4) A deliberate strategy must be the
most appropriate means to solve the problem. This might be the
case, for example, when the set of given information can be over-
looked, and when time and cognitive resources are available for
sequential processing.

In the remainder of the paper, we argue that it is difficult to de-
termine external criteria in most of the decision domains studied
by psychologists, and that the other principles are generally likely
to be violated, due to fundamental properties of the human pro-
cessing system.

Lack of exact criteria. Defining external criteria is a necessary
antecedent of performance-contingent payment. In some decision
tasks (e.g., monetary gambles), it is easy to determine external cri-
teria because alternatives pay off only on one dimension (money),
and theories are available that set-up normative standards (utility
theory). Yet many domains of judgment and decision making stud-
ied by psychologists involve multiple-attribute decisions (e.g., se-
lection among partners, political candidates, consumer products,
social choices). Distinguishing good from bad choices in such do-
mains would require us to be able to determine objectively the im-
portance of the attributes involved (e.g., a partner’s physical at-
tractiveness, age, health, wealth). Needless to say, this is difficult,
if not impossible, for many real world decision problems.

Discrepancies between external and internal criteria. Some-
times it might be possible to approximate objective standards of
performance, even in non-monetary, multi-attribute judgment
tasks; albeit people’s internal standards will not necessarily match
the external ones. Mere thinking can blur the match between cri-
teria. Using a verbal protocol methodology in framing studies,
Maule (1989) found that people tend to evaluate the outcomes of
the given alternatives on a couple of dimensions, which are not ex-
plicitly contained in the task (e.g., norm and moral). Similar ob-
servations have been made by Kahneman et al. (1987), and Igou
et al. (1999). Financial incentives can even foster the mismatch
between internal and external criteria because they encourage
people to think about the problem. This can lead to the consider-
ation of additional criteria, which otherwise would have been
viewed irrelevant for the task. As a consequence, the quality of
performance can decrease (Wilson & Schooler 1991).

Deviations in problem representation. The structure of given
problems is generally unlikely to be maintained in subjective rep-
resentation, because input information is always processed in the
light of prior knowledge (Bruner 1957). Prior knowledge effects
are well-documented in the judgment and decision literature. For
example, research on the conjunction fallacy (e.g., the Linda prob-
lem) has provided ample evidence indicating that judgments re-
flect subjective constructions of the problem, which systematically
deviate from the surface structure of the given task (e.g., Betsch
& Fiedler 1999; Dulany & Hilton 1991). A plethora of prior know-
ledge effects have been accumulated in research on recurrent de-
cision making (Betsch et al. 2000). Most importantly, prior knowl-
edge can overrule given information and can lead to maladaptive
choices, even when the individual has enough time to carefully de-
liberate on the task (Betsch et al., in press). Generally, the more
intensely people think about stimuli, the higher the likelihood that
prior knowledge effects become more pronounced. Consequently,
financial incentives will foster prior-belief biases in judgments and
decisions.

Automatic modes can outperform deliberative modes of pro-
cessing. The notion that intense thinking increases performance
ignores more than a hundred years of psychological research on
automaticity and implicit cognition. To say it pointedly, conscious
processes are not necessary for perception, learning, memory, lan-
guage, and adaptive behavior (Jaynes 1976). Although thinking
is functional under certain conditions (Baumeister & Sommer
1997), it plays a subordinate role in most of the activities of every-
day life (Bargh 1996). Today, psychology witnesses a renaissance
of research on automaticity (Wyer 1997). In contrast to delibera-
tive modes, which involve serial processing, information can be
processed in parallel under automatic modes. Thus, automaticity
allows for holistic assessment of complex problems at a rapid pace.
Moreover, the major part of implicit information in memory is ac-
cessed and processed in automatic modes. If implicit knowledge
provides a representative sample of task relevant information, au-
tomatic or intuitive processes can yield a remarkable degree of ac-
curacy in judgments and decisions. In a couple of experiments,
Betsch and colleagues had participants encode a large amount of
information about share performance on several stock markets
over a period of time (Betsch et al. 2001). Retrospective intuitive
judgments about shares’ performance were highly accurate. Con-
versely, thinking decreased in accuracy. In deliberative mode, par-
ticipants attempted to access concrete memories, and conse-
quently, judgments were biased toward the most accessible ones.
Similar results were obtained in the domain of frequency judg-
ment (Haberstroh et al. 2000). Participants estimated frequencies
of their own behaviors after having repeated these behaviors in a
series of preceding decision tasks. Half the participants gave intu-
itive judgments, the other half was asked to think carefully. More-
over, they expected performance-contingent payment. Again, in-
tuitive judgments were remarkably accurate, whereas thinking led
to severe biases in judgment reflecting the availability of examples
of the behaviors.

The above examples show that researchers should be careful in
using financial incentives in order to increase performance. Even
if standards of performance can be objectively determined, finan-
cial incentives might have counterproductive effects. Incentives
can encourage the individual to change the representation of a
given task. Moreover, they might impede participants, exhausting
the full potential of their processing system by fostering delibera-
tive modes of processing, which can produce inferior results com-
pared to intuitive processing modes. Therefore, we conclude that
financial incentives do not pave the road to good experimentation.
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Typological thinking, statistical significance,
and the methodological divergence of
experimental psychology and economics
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Abstract: While correctly describing the differences in current practices
between experimental psychologists and economists, Hertwig and Ort-
mann do not provide a compelling explanation for these differences. Our
explanation focuses on the fact that psychologists view the world as com-
posed of categories and types. This discrete organizational scheme results
in merely testing nulls and wider variation in observed practices in exper-
imental psychology.

We agree with Hertwig and Ortmann’s (H&O’s) description of
current practices in experimental economics and psychology.
They make convincing arguments that scripting, incentives, re-
peated trials, and the lack of deception act to increase the consis-
tency of findings in experimental economics. We disagree, how-
ever, with the explanation for the variation in the observed
practices of the two disciplines. H&O quickly mention several fac-
tors (see sect. 6.2, “Why do the methodological practices differ?”)
which may be contributing, but not fundamental, answers to the
question. We believe there is a sharp methodological divide be-
tween psychologists and economists, which then drives the differ-
ences in their respective experimental practices.

Budding experimental psychologists and economists are both
schooled in the ways of the null and alternative hypotheses, t-tests,
and Type 1 and 2 errors. Despite this common background, ex-
perimental psychologists and economists do not typically empha-
size the same questions when they analyze their studies. Experi-
mental psychologists generally place a great deal of importance on
rejecting the null hypothesis, while experimental economists are
more likely to emphasize both rejecting the null hypothesis and
estimating the magnitude of parameters. The fact that experi-
mental psychologists tend to assign much more importance to re-
jecting the null hypothesis but less importance on making precise
parameter estimates than experimental economists plays an im-
portant role, in our view, in creating the differences in the two
fields that the authors describe.

The null and alternative hypotheses refer to two mutually ex-
clusive and exhaustive states of affairs. The null usually posits that
an independent variable has no effect and any patterns in the data
are due solely to chance. The alternative is not a specific hypoth-
esis, but rather, the assertion that the null hypothesis is false. By
designing and analyzing studies with the sole purpose of rejecting
the null hypothesis, experimental psychologists avoid the burden
of deriving, testing, and replicating specific predictions by a the-
ory of how variables should be related.

Consider the typical approach that an experimental psycholo-
gist might use to examine the relationship between motivation and
academic performance. The psychologist may have a vague hy-
pothesis that “students who are more motivated will get higher
grades.” Generally, there would be no theory which specifies the
magnitude of the effect of motivation nor the form of the rela-
tionship between motivation and academic performance. Instead,
the question would simply be, “Does motivation have an effect on
academic performance, yes or no?” This question, in turn, would
boil down to the question of whether the effects of motivation on
academic performance are statistically significant.

Given the binary nature of the research question and the lack
of a theory that creates specific predictions, it would not be sur-
prising to find a wide variety of experimental designs that would
be employed to test the hypothesis, and a wide range of “statisti-
cally significant” outcomes that would all be seen as consistent de-
spite substantial variation in measured effects.

But pointing to the higher propensity of psychologists to test

nulls begs the question of why experimental psychologists are
more likely to design research that is aimed at answering yes/no
questions. We believe that a fundamental reason is the emphasis
in experimental psychology on types and categories. This empha-
sis is reflected and perpetuated by their continued reliance on
ANOVA and factorial research designs that were pioneered by
Fisher (1956). To continue our research example on motivation
and academic performance, since their goal is simply to determine
if motivation matters, most experimental psychologists would ma-
nipulate motivation so that one or two groups received a treatment
that would alter their level of motivation, and they would proba-
bly add a no-treatment control group. While it is easy to imagine
that a good experimental psychologist could create a more com-
plicated design that would include more groups, it is hard to imag-
ine an experimental psychologist who would consider manipulat-
ing motivation continuously. Yet, by transforming and truncating
a continuous variable such as motivation into a discrete two- or
three-level variable, experimental psychologists lose information
about the magnitude and form of the relationships that involve
that variable.

Contrast the psychologist’s categorical view of the world with
that of the economist. The pillars of economics, supply and de-
mand, are continuous functions that describe how much more is
offered by producers and how much less is desired by consumers
as price rises. Economists do not ask if education affects incomes;
they attempt to estimate the rate of return to an additional year of
education. Of course, economics cannot match the usual case in
the natural sciences, where a continuous variable is embedded in
a prediction with a specific functional form.

Given the categorical view of the world that is facilitated by
their designs and statistical analyses, there is no reason for psy-
chologists to develop theories with more specific predictive
power. Indeed, there is a greater risk in doing so. As Meehl (1978)
pointed out, it is far easier to falsify a theory which makes a spe-
cific prediction about the form and magnitude of the relationship
between variables. With null hypothesis testing as a guide, re-
search on F5ma would be reduced to a null hypothesis that there
was no relationship between force, mass, and acceleration; an al-
ternative hypothesis that there was some relationship between
these variables; and a design which included “force” and “no-
force” groups. Any theory that predicted some relationship be-
tween these entities (assuming sufficient power) would be sup-
ported by the data, and there would no reason to adopt a
consistent set of methods that could reliably reproduce a specific
parameter effect.

H&O have correctly described the differences in experimental
practices in economics and psychology. Our contribution to their
excellent article is to highlight the role of null hypothesis testing
in experimental psychology, which we believe is ultimately due to
psychology’s focus on types and categories, instead of continuous
functions. When psychology changes its world view from rigid,
discrete categories to continuous, gradual movements, testing
nulls will be replaced by estimating parameters and experimental
practices will increasingly converge to a standard.

Economic and psychological experimental
methodology: Separating the wheat 
from the chaff

Hasker P. Davis and Robert L. Durham
Department of Psychology, University of Colorado, Colorado Springs, CO
80933. {hdavis; rdurham}@brain.uccs.edu
www.web.uccs.edu/{hdavis; rdurham}

Abstract: Hertwig and Ortmann suggest methodological practices from
economics (script enactment, repeated measures, performance based pay-
ments, and absence of deception) for psychology. Such prescriptive
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methodologies may be unrepresentative of real world behaviors because
people are not: always behaving with complete information, monetarily re-
warded for important activities, repeating tasks to perfection, aware of all
contributing variables. These proscriptions, while useful in economics,
may obfuscate important psychological phenomena.

Hertwig and Ortmann (H&O) advocate a fuller usage of four
methodological procedures from economics for psychological re-
search. These procedures are “script enactment, repeated trials,
performance-based payments, and a proscription against decep-
tion.” In economics, script usage reduces participant uncertainty,
repeated measures allows the participant to gain familiarity with
the test procedure, financial incentive clarify performance de-
mands, and the proscription of deception makes the experimen-
tal situation more predictable. These procedures either currently
receive adequate consideration in psychological research, or their
implementation as suggested by H&O will not facilitate address-
ing research questions in psychology.

H&O contend that participants who are naive cannot perform
tasks as well as participants who are entirely trained and knowl-
edgeable about the task. However, people are continuously inter-
acting with the world without complete knowledge of the pro-
cesses underlying their behaviors/thoughts. As the economist
Simon (1979) has put it, people are content to be “satisficed” [sic].
As a matter of fact, most decisions are made on a day-to-day ba-
sis, even in economic and fiscal areas, with incomplete knowledge
(e.g., just look at USA and UK politicians!). Persons in the “real
world” rarely are informed to the extent that they could rehearse
scripts in their problem solving and decision making activities.
While it is useful to model those activities to observe maximum
and differential effects of various techniques, to argue that those
effects represent how people actually behave naturally is naive in
itself. For example, one might expect judges and attorneys to be
more informed mock jurors than undergraduates, but in experi-
mental situations the two groups reach identical verdicts (for re-
view, see Bornstein 1999).

H&O argue that paid participants are more highly motivated to
perform well than unpaid participants who receive academic
credit. First, it is completely understandable that researchers con-
cerned with economic variables should be involved with the mon-
etary payment of participants and the differential effects of those
payments on performance. However, and again, in the “real
world” people engage in all sorts of behaviors that are not mone-
tarily relevant (e.g., memory tasks, problem solving, social inter-
actions, child rearing, jury decision making, etc.). To always in-
vestigate such behaviors using money would be inappropriate, and
not valid. Second, and as noted by H&O, social psychologists and
personality theorists have already investigated the differential ef-
fects of different reward systems and values (intrinsic vs. extrin-
sic) on various behaviors or traits in order to determine their dif-
ferential effects (e.g., Bergin 1991; Deci & Ryan 1987). They do,
in fact, exist under some circumstances and not in others. To sug-
gest that the study of the myriad of human activities is best exem-
plified by a single reward system is not a viable approach.

H&O suggest that a major advantage of the within design is the
participants’ enhanced familiarity with the test procedure. Other
advantages of the design include the requirement for few partici-
pants, a lesser time requirement, reduced error variance, and a
more powerful test of the variable of interest (i.e., decreased like-
lihood of Type II error). H&O are correct to an extent in their ar-
guments about using repeated measures designs rather than sin-
gle snapshot between designs. However, they neglect several
deficits of this design that keep it from always being the design of
choice. H&O note the social nature of the relationship between
subject and experimenter and offer their methodological recom-
mendations as means to reduce the uncertainty of the experi-
mental social situation. Their recommendations do change the ex-
perimental situation, but not always in the desired way. Repeated
measures can make the demand characteristics of the experiment
more apparent to the subject and introduce a confound by chang-

ing his/her performance. Other well-known problems associated
with a repeated measures design are practice effects, boredom ef-
fects, fatigue effects, and carryover effects. For example, in the
case of carryover effects, if rates of forgetting are being examined,
once a subject has participated in one delay condition, their per-
formance in other delay conditions may be affected by their ex-
pectation of a delayed retention test. Grice (1966), in contrasting
the advantages and disadvantages of a within design to a between
design, states: “[s]uch an experiment may be good or bad, but if
the experimenter thinks that he has merely done more efficiently
the same investigation as the independent group experiment, he
is mistaken” (p. 488).

Some of the insights into human behavior gained from research
using deception would most likely not have been easily obtained
using alternative methodology. For example, in Milgram’s (1963)
study of obedience to authority, the extent to which individuals
complied was much greater than virtually anyone anticipated. De-
spite numerous ethical criticisms of this study, numerous follow
up studies have forced an unpleasant awareness of our capacity for
brutish behavior. However, it appears that H&O are not basing
their arguments against deception so much on ethical concerns, as
on concerns about contamination of the participant’s development
of suspicion and potential behavioral changes in studies not using
deception. Since H&O offer no viable alternative to deception,
one can only say psychologists have been conscientious in their
search for alternatives to deception when the psychological pro-
cesses under investigation warrant or allow options.

We certainly agree with H&O that psychology could benefit
from some improvements in the practice of methodological rigor.
However, we do not think psychologists need to become econo-
mists to do so. It is really the question being asked that will always
determine the methodology. If we get caught up in prescriptions
for rigorous formal research methodology, what becomes of the
participant-observer methodology of cultural anthropology or sin-
gle case studies in clinical psychology, both of which have enriched
our understanding of human behavior? The areas of economics
and psychology and their questions of interest seem different
enough that different methodologies and goals can be used to en-
hance understanding of behavior. Indeed, a proscription of re-
search implied by H&O seems to verge on a call for the applica-
tion of a single method ethnocentrism for major areas of human
behavior. This seems unproductive, and is, of course, impractical.
Similarly, H&O’s suggestion to do it “both ways” is impractical be-
cause of fiscal and time requirements. Scientists in economics and
psychology will struggle to find the methodology that best answers
the question they are addressing. The consumer of the literature
must then separate the wheat from the chaff.

On accumulation of information 
and model selection

Ido Erev
Columbia Business School, New York, NY 10027; Industrial Engineering and
Management, Technion, Haifa 32000, Israel. erev@tx.technion.ac.il

Abstract: This commentary extends Hertwig & Ortmann’s analysis by ask-
ing how stricter model selection conventions can facilitate the accumula-
tion of information from experimental studies. In many cases researchers
are currently motivated to summarize their data with ambiguous and/or
multi parameter models. A “generality first” convention can help eliminate
this problem.

Hertwig and Ortmann (H&O) convincingly argue that the wide
range of acceptable experimental procedures used in psychology
increases data variability and can impair accumulation of knowl-
edge. To eliminate this problem they suggest the use of the stricter
conventions used in experimental economics. The “do it both
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ways” convention they suggest is expected to reduce noise and for
that reason to facilitate accumulation of knowledge.

Since H&O limit their discussion to experimental conventions,
they did not consider the possibility that a change in model selec-
tion conventions can also help solve the problem they describe.
The main goal of the current commentary is to discuss the value
of this option and its interaction with the suggestion made by
H&O. It is argued that stricter demand on the development of de-
scriptive models can help accumulation of knowledge and is rela-
tively robust to noise in the data.

Like the stricter experimental conventions proposed by H&O,
the model selection convention discussed here is popular in eco-
nomics. The basic idea is that a counter example that implies that
a descriptive model is inaccurate does not imply that the model
should be replaced. Because descriptive models are only approx-
imations, a discovery of a situation in which they are violated has
limited implications. Only when an alternative model is proposed
which provides a more accurate summary of the new data as well
as the data captured by the original model should a model be re-
placed. This convention is referred to here as the “generality first”
rule.

The generality first rule is most effective for models that make
ex ante quantitative prediction of behavior. Models of this type are
assumed to have robust parameters in a wide set of tasks. Thus,
their parameters can be derived on one subset of tasks and then
evaluated on a second set of experiments. In this case the gener-
ality first convention seems natural. For example, if 80 experi-
ments show that a particular model provides a useful prediction of
behavior in a well-defined set of tasks, it should be clear that a re-
jection of the model in Experiment number 81 does not imply that
the model is not useful. The model should be replaced only if an
alternative model is proposed which provides a better summary of
the 81 tasks.

Thus, if the results of Experiment number 81 are not reliable,
they are unlikely to impair accumulation of knowledge. As long as
we do not overfit the data, attempting to model the noisy results
together with the accumulated data set is expected to reveal that
the best general model (summary of the large data set) does not
change.

Given the potential value of the generalization first rule in fa-
cilitating accumulation of knowledge, it is surprising to see how
little this rule is used in psychology and in experimental econom-
ics. I believe that the main reason for this limited usage is a prob-
lematic incentive structure. My colleague Daniel Gopher says
(following a similar argument by Malcolm Ritchie): “the citation
maximizing strategy in Psychology is to start with an extreme
theoretical assertion (to get attention) and then to add some am-
biguity to insure that the model will not be easily rejected.” Am-
biguity can be added by using natural language (rather than a
quantitative model) or by developing a model with multisituation-
specific parameters (that can fit every data set but predict very lit-
tle). The combination of the two ambiguity generating approaches
is, of course, even more “efficient.”

Unfortunately, this problematic incentive structure implies that
enforcing a “generalization first” rule is not easy. In fact, the pop-
ularity of multi-parameter ambiguous models is increasing even in
experimental economics. In Roth et al. (2000) we try to address
this problem by suggesting an explicit calculation of the predictive
value of descriptive models. We hope that the availability of ex-
plicit measure of predictive value will help reduce the incentives
to propose ambiguous models.

Interesting to note, our suggestion and the “do it both ways”
convention suggested by Hertwig and Ortmann are expected to
support each other. Practice of the “do it both ways” rule should
increase the availability of more standardized data that will reduce
the attractiveness of situation specific parameters. And an in-
crease in the popularity of general models will reinforce experi-
menters whose manipulations are clear enough and can be mod-
eled.

Behavioral and economic approaches 
to decision making: A common ground

Edmund Fantino and Stephanie Stolarz-Fantino
Department of Psychology, University of California, San Diego, La Jolla, CA
92093-0109. {efantino; sfantino}@ucsd.edu

Abstract: Experimental psychologists in the learning tradition stress the
importance of three of the authors’ four key variables of experimental de-
sign. We review research investigating the roles played by these variables
in studies of choice from our laboratory. Supporting the authors’ claims,
these studies show that the effects of these variables are not fixed and
should not be taken for granted.

Hertwig and Ortmann make an important contribution by identi-
fying four key variables of experimental design that tend to be
treated very differently by economists and psychologists. While
the authors specifically exclude experiments in learning from their
criticisms of research practices, some of their most interesting
points can be supported, and qualified, by citing examples of rel-
evant research from experimental psychology in the learning tra-
dition.

A key design variable in behavioral research is the use of re-
peated rather than single trials. Much of our own research on de-
cision making has involved repeated trials. In contemplating base-
rate neglect, we wondered if the effect would rapidly dissipate if
subjects were presented with repeated trials, especially under
conditions likely to assure attentive, motivated subjects (Stolarz-
Fantino & Fantino 1990). In a series of experiments Goodie and
Fantino utilized a matching-to-sample (MTS) procedure to mimic
crucial aspects of one of the classic versions of the base-rate prob-
lem. From a behavioral perspective, base-rate problems such as
the taxicab problem are examples of multiple stimulus control:
control by the sample (or “witness”) cue and control by the base
rates (“cab color frequencies” or probabilities of reinforcement for
choosing either alternative, independent of the sample cue). The
MTS procedure allows us to manipulate separately these two
sources of stimulus control with repeated trials in a behavioral set-
ting. Subjects could be presented with up to 400 trials in an hour.
Using this procedure we could readily manipulate the base-rates
and sample accuracy and assess the control of decisions by sample
accuracy and base rates. In all of our work the control by sample
accuracy overwhelms control of base rates, leading to non-optimal
choices. Moreover this behavioral base-rate neglect persists for
several hundred trials (e.g., Goodie & Fantino 1995; 1996; 1999b).
In one experiment, in which we assessed choice over 1,600 trials
(Goodie & Fantino 1999a), base-rate neglect was eventually elim-
inated. However, the eventual disappearance of base-rate neglect
in no way minimizes its importance: Life rarely offers 1,600 trials
(Fantino 1998).

A second factor stressed by the authors is the use of financial in-
centives. In cases where there is no a priori reason to assume that
financial incentives matter the authors propose that a “do-it-both-
ways” rule be employed. In our research on the MTS analog of the
base-rate problem we found no significant effect of financial in-
centives (Goodie & Fantino 1995). Thus, we generally omit them.
Similarly, in a research program assessing the reinforcing effec-
tiveness of information, we have found comparable results
whether or not the points that our subjects earned were backed
up by money (Case & Fantino 1989). This by no means suggests
that the size of the incentive is generally irrelevant and the authors
are right to question studies that assume otherwise in the absence
of data. Indeed this may be an important issue in research on self-
control in the behavioral laboratory (Fantino 1966; Logue 1988;
Rachlin 1995). While many studies of self-control with pigeons
show extreme temporal discounting of delayed rewards, the hall-
mark of impulsive decision-making, it is much more difficult to
demonstrate impulsive behavior in humans. This is inconsistent
with anecdotal evidence from everyday life suggesting that hu-
mans have great difficulty exercising self-control. One possibility
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is that the incentives offered humans in self-control studies pale
beside the incentives offered pigeons (typically maintained at 80%
of their free-feeding body weights and under a 23-hr food-depri-
vation regimen). In any event there is little question that, under
some circumstances, financial (and other strong) incentives may
greatly affect decisions. As the authors conclude it is important to
identify the conditions under which this is so.

We also agree with the authors that what subjects are told about
a task can be of central importance, even when deception is not
involved. Moreover in our experience it can be difficult to antici-
pate the effects of instructions. For example, Case et al. (1999) in-
structed subjects about the MTS task by conveying with simple
“picture instructions” the random nature of the correct responses
and the exact base rate that they would be experiencing. This ma-
nipulation had no effect, even though subjects were required to
accurately count the 100 outcomes of a sequence of outcomes
“generated in exactly the same way that the computer will gener-
ate the sequence of correct alternatives in your sessions” (Case et
al. 1999, p. 324). Thus, instructions do not necessarily affect per-
formance in the manner expected.

The effects of instructions no doubt interact with subjects’ his-
tories. Arkes and Ayton (1999) and Goodie and Fantino (1996)
have argued that non-optimal decision effects such as the sunk-
cost effect and base-rate neglect may result from preexisting
(learned) associations. In non-humans such lapses in decision
making are uncommon. For example, Hartl and Fantino (1996)
report an experiment with pigeons that employed a procedure
comparable to that of Goodie and Fantino (1995) with humans.
Whereas Goodie and Fantino found base-rate neglect over hun-
dreds of repeated trials, even with monetary incentives for correct
responses, Hartl and Fantino’s pigeons performed optimally in all
conditions. In research on persistence of commitment, Sonia
Goltz has shown that humans with a history of variable reinforce-
ment are much more persistent in pursuing a non-optimal deci-
sion path than those with a more regular history of payoffs (e.g.,
Goltz 1993; 1999). When viewed in a historical context, our deci-
sions may not be seen as more rational but at least their etiology
may be better understood.

In research on the conjunction fallacy, using a conventional
story format, we have looked at the effects of repeated trials, mon-
etary incentives, and feedback (Stolarz-Fantino et al., unpub-
lished; Zizzo et al. 2000). We have not found improvement over 6
repeated trials; the fallacy has also remained robust to hints, feed-
back, and payment for correct answers. We are currently collect-
ing data on story versions of the conjunction and base-rate prob-
lems using a larger number of repeated trials and comparing
feedback and no-feedback conditions. We agree with the authors
that it is advantageous to “do it both ways.”

Are we losing control?

Gerd Gigerenzer
Center for Adaptive Behavior and Cognition, Max Planck Institute for Human
Development, D-14195 Berlin, Germany. giger@mpib-berlin.mpg.de
www.mpib-berlin.mpg.de/Abc/home-d.html

Abstract: Most students are trained in using but not in actively choosing
a research methodology. I support Hertwig and Ortmann’s call for more
rationality in the use of methodology. I comment on additional practices
that sacrifice experimental control to the experimenter’s convenience, and
on the strange fact that such laissez-faire attitudes and rigid intolerance
actually co-exist in psychological research programs.

Methodological practices are rarely the subject of reflection. Most
of us have not chosen a practice; someone else did this for us. Yet
we tend to defend what we received, following habit, group loy-
alty, and peer pressure. Hertwig and Ortmann (H&O) do a great
service in challenging this proclivity. They ask us to reflect on ex-

perimental practices. One might object that differences in prac-
tice directly mirror differences in the subject matters of psychol-
ogy and economics – just as it is natural to use microscopes for
viewing things tiny and near but telescopes for ones large and dis-
tant. One might thus conclude: Leave the psychologists in peace
and let the economists do what they do. My first point is that this
“naturalistic” argument is invalid: experimental practices, and
their enforcement, in fact vary strikingly within psychology and of-
ten resemble those in economics.

What Wundt and Skinner have in common. In Wundt’s labora-
tory, known as the first psychological laboratory, experiments were
run more in the spirit of today’s economics labs rather than psy-
chology labs. An explicit experimental script went without saying
– because the experimental subject was Professor Wundt himself
or someone else who held a Ph.D. (Danziger 1990). The idea of
routinely studying undergraduates rather than experts would have
been seen as science fiction, and not very good science fiction at
that. The experimenter was merely a technician who controlled
the instruments, whereas the subject often published the paper.
Repeated trials with the same subject were the rule; they allowed
the observation of intra-individual error and systematic changes in
performance. Performance-contingent payment was not neces-
sary in order to enhance attention and achievement; the choice of
experts as subjects guaranteed sufficient intrinsic motivation. Fi-
nally, deception was impossible since the experts knew the script
and understood the purpose of the experiment.

In B. F. Skinner’s laboratory three-quarters of a century later, a
script in the literal sense of a written instruction was not applica-
ble, but trials were repeated and conditions well-controlled
enough that even a pigeon could eventually figure the script out.
Performance-contingent payment was the rule and, moreover, a
central concept of Skinner’s theory of reinforcement schedules.
Deception in the sense of misinforming the pigeon about the pur-
pose of the experiment was hardly possible.

Wundt’s and Skinner’s research programs can scarcely be more
different in nature. Nevertheless, they illustrate that there have al-
ways been practices akin to the four guidelines of today’s experi-
mental economists. Therefore, H&O’s call for rethinking experi-
mental practice should not be simply put aside by “disciplinary”
arguments, such as: OK, economists do different things that de-
mand different practices; that’s not psychology, so let’s return to
business as usual.

A bear market for control. In some parts of cognitive and social
psychology, we seem to live in a bear market for experimental con-
trol. The reasons for this devaluation can be traced beyond the
four practices described by H&O. For example, consider the fol-
lowing puzzling observation. In studies of reasoning, German-
speaking students have often been reported as performing at
higher levels and more consistently than American students do.
For instance, the proportion of Bayesian answers elicited with nat-
ural frequencies was substantially higher with German-speaking
students (Gigerenzer & Hoffrage 1995) compared to American
students (e.g., see Gigerenzer & Hoffrage 1999, Fig. 3). The pro-
portion of students showing perspective change in the Wason se-
lection task was higher with German students (Gigerenzer & Hug
1992) than in most follow-up studies. The same holds for the pro-
portion of students who reasoned according to the conjunction
rule in the Linda problem when the question was phrased in fre-
quencies (Hertwig & Gigerenzer 1999). Note that Americans and
Germans received the same reasoning problems. What is the ex-
planation for this difference?

Prominent American colleagues have suggested that the cross-
Atlantic gap in performance could be due to the higher intelli-
gence of German students compared to American students. Oth-
ers have suggested that the reason might be the higher average
age of German students.

I propose an explanation that attributes the puzzling perfor-
mance difference to experimental practice rather to the students’
traits. In our lab, we typically run participants one by one, or in
small groups. Engaging in face-to-face (or “monitor-to-face”) con-
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tact with each participant, the experimenter can make practically
sure that each participant understands the task or script and that
the participant is not distracted and can focus her attention on the
task at hand. In contrast, experimenters who reported substan-
tially lower performance generally did not study participants indi-
vidually. Their students were tested in large classrooms or even in
“take-home experiments.” The take-home experiment is a recent
development in the art of fast data collection. Here, the researcher
distributes a booklet with reasoning tasks in the classroom, asks
the students to take it home, try to solve the tasks at home, and re-
turn the solutions later. Testing students in large classrooms nec-
essarily means losing experimental control, and take-home tests
probably mean losing even more. A researcher has no way of
knowing under what conditions the student attempted to solve the
tasks at home – some students may have been faithful to the in-
structions, others may have tried to be, but were distracted by
noise or interrupted by friends.

My hypothesis is that this loss of experimental control causes,
in part, the differences between the performances of German stu-
dents and American students. This hypothesis can be experimen-
tally tested by systematically studying the effect of one-by-one
testing, large classroom studies, and take-home experiments,
while keeping culture constant. I would be curious to learn what
H&O think of and know about take-home and large classroom
studies as a potential factor number 5 in their list of anti-control
devices.

Note that the problem of control has already gained a new di-
mension: data collection on the internet. The internet offers a
rapid way to collect large amounts of data. Little, however, seems
to be known about the circumstances under which the participants
respond on the net, and how these affect the reliability of the re-
sulting data.

Why laissez-faire here and control there? Let me end with an-
other puzzling fact. Cognitive and social psychologists practice
laissez-faire, as described by H&O, but at the same time care a
great deal about enforcing strict rules for other parts of experi-
mental methodology. For instance, psychologists tend to insist
upon the randomized control group experiment as the only legit-
imate form of experimentation and null hypothesis testing as a
“must” for statistical analysis. However, Fisher’s randomized
group design is only one of several experimental practices used to-
day in the sciences. For instance, another is the demonstration ex-
periment, in which one makes something happen – without the
statistical principles of randomization and repetition. This type of
experimentation is known from Gestalt psychology, such as when
an experimenter tinkers with the spatial and temporal relations
between two points of light to produce the phi-phenomenon; it is
as prominent in Newton’s Opticks as in today’s molecular biology.
Similarly, Fisher’s null hypothesis testing is only one form of sta-
tistical analysis, and a poor one.

Thus, even within cognitive and social psychology, laissez-faire
attitudes and a strict enforcement of rules go hand in hand. The
big question is, why laissez-faire here and strict control there? Part
of the story seems to be historical accident, followed by blind loy-
alty to institutionalized habits. Or is there a hidden logic?

A good experiment of choice behavior 
is a good caricature of a real situation

Francisco J. Gil-White
Solomon Asch Center for the Study of Ethnopolitical Conflict, University of
Pennsylvania, Philadelphia PA 19104. fjgil@psych.upenn.edu

Abstract: I argue that (1) the accusation that psychological methods are
too diverse conflates “reliability” with “validity”; (2) one must not choose
methods by the results they produce – what matters is whether a method
acceptably models the real-world situation one is trying to understand;

(3) one must also distinguish methodological failings from differences that
arise from the pursuit of different theoretical questions.

I speak as a psychological anthropologist who uses both psycho-
logical and economic experimental methods (lab and field), but
who is more familiar with the psychological literature. In general
I liked the paper, but I make the following criticisms.

Hertwig and Ortmann (H&O) accuse experimental standards
in psychology of being too “diverse.” They claim that the “wider
range of practices” which they see as coextensive with a “lack of
procedural regularity and the imprecisely specified social situa-
tion ‘experiment’ that results may help to explain why ‘in the
muddy vineyards’ (Rosenthal 1990, p. 775) of soft psychology, em-
pirical results ‘seem ephemeral and unreplicable’ (p. 775).”

Diversity of methods is orthogonal to the precision with which
one specifies the social situation “experiment.” In principle, one
can have an infinite variety of methods, all of which carefully spec-
ify it, but in different ways. Likewise, one may have a narrow set
of experimental procedures every last one of which fails to spec-
ify adequately the social situation “experiment.” The criticism that
psychologists often fail to specify this situation properly is sound,
but this must not be confused with the issue of method diversity,
which is a strength of the sociological traditions in psychology.

I see here a conflation of the concepts of reliability and estab-
lishment of validity, and the impression is strengthened by the ex-
clusive reference (preceding quote) to replicability. In one of the
most cited papers in all of psychology, Campbell and Fiske (1959)
made the distinction very clearly. In the limit contrast, “Reliabil-
ity is the agreement between two efforts to measure the same trait
through maximally similar methods [replication]. Validity is rep-
resented in the agreement between two attempts to measure the
same trait through maximally different methods” (Campbell &
Fiske 1959). When replicability is high, we learn that our meth-
ods are reliable. But we know our constructs are good only when
validity is high. In general, independent lines of converging evi-
dence are the only way to establish increasing validity for a given
claim, and for this we need a variety of methods which will – in-
dependently of each other – test it. In one of the best recent ex-
amples, Nisbett and Cohen’s (1996) claim that the American
South has a stronger “culture of honor” than other regions receives
empirical confirmation through a variety of mid-level hypotheses,
each tested with different methods. The claim thus achieves very
high validity. There is no such thing as “too many methods” – on
the contrary, just good and bad. And high replicability with low
method diversity teaches us about our methods, not about the
world.

The argument that because payments to subjects and the use of
scripts significantly affect performance, they should be the norm
in decision experiments stands on a dubious principle. If a good
theoretical model is a good caricature of a real causal process, then
a good experiment is a good caricature of a real situation, and this
should be the standard for the desirability of methodological
norms – not whether payments to subjects bring results closer to
normative economic predictions, say. The dependent variable is
up for investigation, one hopes, and so we can’t have methods be
chosen according to what kind of quantitative or qualitative results
they produce. If payments and scripts affect performance, then at
the very least they are something to control for. The case for pay-
ments and scripts as methodological norms should stand or fall ex-
clusively on whether they make experiments more like the real
world situations we try to understand (this case is easily made).
Consider that if increasing similarity to real world situations does
not affect performance, this is still interesting, still data about how
the mind works, and still something to explain. And this implies
that the judgment of “reality” should be independent of the mea-
surement of performance in the experiment. Again: the depen-
dent variable is the dependent variable.

H&O argue for the norm that gives participants multi-round ex-
perience in a game as if it were the logical solution to the problem
of understanding the strategic aspects of the game. But these are
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separate issues, and the wisdom of multi-round games depends on
the research question. If you are interested in people’s guesses of
opponent performance then you don’t want to give them evidence
of how others do play because this forsakes the insight you were
after – people’s guesses. Using hypothetical role-playing that ex-
emplifies the strategic possibilities can teach game strategy to par-
ticipants without experience. I used this method myself in a field
experiment (Gil-White 2001). Playing the game several times con-
founds the issue of learning the strategic structure of the game
with learning how to play given the strategies other people actu-
ally and typically follow. If – controlling for an understanding of
strategy – we get different results with multi-rounds than without
them, this may be because the experiment is not a good caricature
of life and that, consequently, people’s initial intuitions about op-
ponent behavior are initially off-base (although they may adapt to
it). Why were their intuitions wrong? One must not confuse a test
of learning ability in the experimental situation with a test of how
evolved psychology – shaped and modified by the real games we
play in everyday life – equips people with intuitions about behav-
ior.

The preceding point applies to feedback in tests of Bayesian
reasoning. If (1) people are given rewards for being good Ba-
yesians, and (2) they receive feedback that is immediate and
highly accurate, should we – upon the observation of results con-
sistent with Bayesian reasoning – conclude that we have shown
that people are good Bayesians, or that experiments set up in this
way can train them to be? Again, we must distinguish between
people’s biases for navigating the world (e.g., their ability to rea-
son abstractly about probabilities) and their ability to learn cer-
tain tasks. Feedback is not the solution to a methodological fail-
ing, it is merely the tool required for a particular kind of question.
The next question is: How good a caricature of real-life feedback
processes are the feedback mechanisms used in these experi-
ments?

Theory-testing experiments 
in the economics laboratory

Anthony S. Gilliesa and Mary Rigdonb

aDepartment of Philosophy and Program in Cognitive Science; bDepartment
of Economics and Economic Science Laboratory, The University of Arizona,
Tucson, AZ 85721. agillies@u.arizona.edu
www.u.arizona.edu/~agillies rigdon@econlab.arizona.edu
www.u.arizona.edu/~mlrigdon

Abstract: Features of experimental design impose auxiliary hypotheses on
experimenters. Hertwig & Ortmann rightly argue that the ways some vari-
ables are implemented in psychology cloud results, whereas the different
implementations in economics provide for more robust results. However,
not all design variables support this general conclusion. The repetition of
trials may confuse results depending on what theory is being tested. We
explore this in the case of simple bargaining games.

The conclusions that we draw from theory-testing experiments are
tempered by what auxiliary hypotheses we have about the prob-
lem domain that are relevant to the experiment. If a theory pre-
dicts that P, and in our experiment we observe not-P, before we
conclude that the theory does not square with the facts we must
be able to rule out that it is some auxiliary hypothesis H (perhaps
a hypothesis about how our experiment is run) tacitly appealed to
that is confounding the prediction of the theory (Duhem 1906;
Quine 1953b). Hertwig & Ortmann (H&O) rightly draw attention
to a special case of this fact: the difference between experiments
in economics and in similar branches of psychology. While we
think the target article gets the story mostly right, it does misclas-
sify how one design variable in particular (repetition of trials) in-
teracts with different theories. The use of deception, financial in-
centives, and scripting all seem to be general variables whose

appropriateness is independent of the theory being tested; repe-
tition of trials may confuse rather than clarify experimental results
depending on the target theory.

Experimental practices in economics and psychology differ and,
in particular, some of the differences can be described as varying
the extent to which procedures serve as confounding hypotheses
in theory-testing. If we are interested in rational choice (both in
pure decision problems and strategic environments), why should
we think that what subjects say they would do should track what
they actually would do if given financial incentives? After all, that
is what makes choices interesting in real life: something turns on
what it is we choose. The lack of financial incentives clouds ex-
perimental results; an experiment in which subjects are paid a flat
fee imposes a rather implausible auxiliary hypothesis into the
story. Similar problems arise for some of the other design variables
that H&O discuss, like the use of deception by experimenters and
providing a well-defined decision environment (what they call a
“script”). Deceiving subjects, for instance, imposes the implausi-
ble auxiliary hypotheses that experimenters have no reputation
among subjects and that subjects will complete a given task in an
experiment even if they are suspicious about what the “real” task
of the experiment is. The basic conclusion for experiments with-
out a clearly defined script is roughly the same.

The same general sort of conclusion cannot be drawn with re-
spect to whether an experiment allows for repeated trials or not,
as H&O mistakenly think. We are most interested in the case of
experimental games. The authors argue that “equilibrium is as-
sumed not to be reached right away” but that “it is expected to
evolve” over time until a steady-state in observed behavior is
reached. And this is meant to be the reason why economists insist
on the use of repeated trials. This is erroneous for at least two rea-
sons.

First, this argument gets the history of game theory backwards.
The traditional concept of equilibria is that they represent where
ideally rational agents would play, given certain information con-
ditions. These agents, being ideally rational, can be expected to
reach an optimal outcome immediately. Equilibria, in this classi-
cal interpretation, are supposed to characterize the set of possible
outcomes that such agents could reach by deliberating about the
structure of the game. On the other hand, the “learning” inter-
pretation of equilibria in games is quite recent, and represents
“the alternative explanation that equilibrium arises as the long-run
outcome of a process in which less than fully rational players grope
for optimality over time” (Fudenberg & Levine 1998, p. 1). So it
is a mistake to think that the traditional interest in equilibria re-
quires that experiments use repeated trials.

Second, depending on what theory a given experiment is meant
to be testing, repeated trials may impose rather than eliminate an
implausible auxiliary hypothesis into the story. Take the case of
simple two-person trust games (Berg et al. 1995). H&O suggest
that the “attention-grabbing results of these games [might be] due
to the very fact that they are typically implemented as one-shot
rather than repeated games.” They offer a distinction between two
sorts of repeated environments, stationary replications and what
may be called repetition with replacement. But if we take the sug-
gestion that our experimental design imposes auxiliary hypotheses
into the mix seriously, we have to consider whether either of these
sorts of repeated trials is appropriate to the theory being tested.
In the case of bargaining experiments, where the understood the-
ory being tested is the standard noncooperative solution concept
of Nash equilibrium and its refinements, neither of these types of
repeated trials is essential.

Consider first, repetition with replacement. In these games,
subjects may meet one another more than once. The future may
loom large enough that cooperative play is supported by the Folk
Theorem. But then, observing cooperative behavior in this envi-
ronment would not distinguish between noncooperative game
theory and more exotic solution concepts (e.g., trust and reci-
procity). So if we want to test the noncooperative story, this envi-
ronment is not best suited to that purpose.
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Now consider stationary replications. This sort of environment
allows for subjects to play multiple periods, but with different
partners. Again, however, it is far from obvious that this type of de-
sign is the most appropriate for theory-testing in bargaining envi-
ronments like a simple two-person trust game. First, using sta-
tionary replications in a trust game imposes the rather implausible
auxiliary hypothesis that subjects never update their estimates of
the distribution of player types (trusters or not) in the environ-
ment. Without this hypothesis, the experiment would not provide
a direct test of the noncooperative theory since there is a nonco-
operative equilibrium that is predicted even with great uncer-
tainty about the other players in the population. Second, the em-
pirical facts suggest that cooperation can be sustained with
stationary replications in trust games (McCabe et al. 1998; 2000).

The point we want to make is that, for theory-testing experi-
ments, what the theory is dictates whether repeated trials are ap-
propriate or not. For a variety of experimental games, one-shot ex-
periments give noncooperative theory its best shot at predicting
behavior. This is not to say that repeated trials are either uninter-
esting in these games, or never appropriate for theory-testing. Rep-
etition of trials, we suggest, is just a different sort of design variable
from deception, scripting, and the use of financial incentives.

The contribution of game theory 
to experimental design 
in the behavioral sciences

Herbert Gintis
Department of Economics, University of Massachusetts, Amherst, MA 01003.
hgintis@mediaone.net www-unix.oit.umass.edu/~gintis

Abstract: Methodological practices differ between economics and psy-
chology because economists use game theory as the basis for the design
and interpretation of experiments, while psychologists do not. This
methodological choice explains the “four key variables” stressed by Hert-
wig and Ortmann. Game theory is currently the most rigorous basis for
modeling strategic choice.

“Why do the methodological practices differ?” ask Hertwig and
Ortmann (H&O). They answer: “There is no simple answer to this
question.” But there is a simple answer: economists use game the-
ory to design and interpret experiments. This choice explains vir-
tually every aspect of experimental economics, including how the
“four key variables” stressed by H&O tend to be implemented.

Game theory is not a “theory” at all, but a general framework
for modeling strategic action and interaction. Game theory does
not predict behavior. Rather, it models the characteristics of play-
ers, the rules according to which they interact, the informational
structure available to the agents, and the payoffs associated with
particular strategic choices. As such, game theory fosters a unified
approach to behavioral science, allowing researchers to employ
the same language and techniques, whether their training be in bi-
ology, anthropology, psychology, or economics. Game theory pro-
motes well-controlled experimental protocols, so experimental
conditions can be systematically varied and experimental results
can be replicated in different laboratories (Plott 1979; Sally 1995;
Smith 1982).

Many researchers have rejected game theory because game
theory’s rational self-interested agent does not capture most hu-
man behavior. However, experimental findings in recent years
have led economists to broaden their model of the human actor
considerably. Indeed, contemporary game theory treats agents’
objectives as facts to be discovered rather than behavior deduced
from the laws of reason. Game theorists have accordingly built and
tested models of regret, altruism, vindictiveness, status-seeking,
trust, and other broad individual and social behaviors that do not
fit the model of hyper-rationality (Gintis 2000, Ch. 11).

Consider the four key variables stressed by H&O.

Enactment of scripts. Game theory suggests that agents opti-
mize subject to constraints, given the information they possess
concerning payoffs and the nature of the other players. Therefore,
behavior will be sensitive to the manner of presentation of the ex-
perimental situation to the subjects. The ability to control experi-
mental conditions and replicate experimental results therefore
depends on scrupulous attention to the wording of instructions
given to subjects, as well as the realization of the physical and so-
cial environment of the experiment.

For example, consider the Ultimatum Game (Güth et al. 1982).
A subject, the Proposer, is told to offer between one and ten dol-
lars to another (anonymous and unseen) subject, the Respondent.
If the Respondent accepts the offer, the money is divided up ac-
cordingly. If the Respondent rejects the offer, both Proposer and
Respondent receive nothing. If both parties are rational and self-
interested, game theory predicts that this amount of information,
given to both subjects, is sufficient to predict that the Proposer will
offer one dollar, and the Respondent will accept. Yet when this ex-
periment is actually run, most Proposers offer considerably more
that one dollar (the average offer is often around four dollars), and
low offers (e.g., of less than three dollars) are likely to be rejected.
Respondents appear to reject offers they feel are unfairly low, and
Proposers, expecting this behavior, make offers unlikely to be re-
jected. Because Respondents care about “fairness,” the wording
of the instructions affects subject responses. For instance, even if
both Proposer and Respondent are given the same instructions,
their behavior may be erratic unless each knows that the other was
given the same instructions. Or, for instance, if the Respondent is
not told how much money the Proposer has to divide between the
two (e.g., the Proposer could have as little as one dollar or as much
as one hundred dollars), then experiments show that the Respon-
dent will accept much lower offers than with complete knowledge.
The Proposer must thus be given the information that the Re-
spondent knows that the total is exactly ten dollars.

More generally, even when there are clear monetary payoffs, if
the experimental conditions permit subjects to reward and punish
one another, most subjects do not maximize their monetary re-
turn. In such cases subjects are strongly influenced by the way the
experimental situation is “framed.” For instance, subjects may be
called “opponents” or “partners,” they may be told to “contribute”
or to “allocate” funds, and they may be allowed to “punish” or to
“assign points” to other subjects. Different wording produces dif-
ferent behavior. Behavior is sensitive to instructions not only be-
cause they affect subjects’ objective functions, but also because
each subject knows that the instructions will affect the behavior of
the other subjects, and adjust personal behavior accordingly.

Repetition of trials. Successful experimental design must care-
fully plan the type and number of repetitions of encounters. Game
theory suggests two reasons. First, since agents optimize subject
to constraints and to the behavior of others, agents’ initial re-
sponses to an unfamiliar situation are unlikely to represent their
responses after a learning period. Second, the nature of repetition
affects the optimal strategies themselves. One well-known exam-
ple of this is the Prisoner’s dilemma, in which mutual defection is
optimal when the game is repeated a fixed number of times, but
in which cooperation is optimal if the game is repeated with a pos-
itive probability of continuance, provided the agent’s discount rate
is sufficiently low.

Performance-based payments. From a game-theoretic per-
spective, a careful specification of payoffs is a prerequisite for pre-
dicting agent behavior. From this derives the stress on explicit re-
wards and penalties in experimental design. It is important,
however, not to presume that the experimenter’s explicit payoffs
alone enter the subject’s objective function. For instance, as we
have seen in the Ultimatum Game, even with explicitly monetary
payoffs, fairness and reciprocity enter the subjects’ objective func-
tions. Perhaps the most important reason to have monetary or
other explicit payoffs is to avoid a situation is which the subject,
who, for reasons described by H&O, places excessive emphasis on
satisfying what the subject considers to be the wishes of the ex-
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perimenter. Monetary incentives do not completely “crowd out”
the subject’s motive to please, but they are likely to attenuate this
motive considerably.

The avoidance of deception. According to game theory, in a
novel situation agents attempt to determine what sort of game
they are playing, and adjust their behavior accordingly. Experi-
menter deception adds a degree of uncertainty to this assessment,
and hence adds a dimension of uncertainty to their behavior and
to the interpretation of the results of the experiment. Therefore,
experiments are more likely to achieve interpretable results if the
experimenter can render it extremely probable in the subjects’
minds that this dimension of strategic action is absent from the ex-
periment.
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Are scripts or deception necessary when
repeated trials are used? On the social
context of psychological experiments

Adam S. Goodie
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Abstract: Scripts and deception are alternative means, both imperfect, to
the goal of simulating an environment that cannot be created readily. Un-
der scripts, participants pretend they are in that environment, while de-
ception convinces participants they are in that environment although they
are not. With repeated trials, they ought to be unnecessary. But they are
not, which poses challenges to behavioral sciences.

Hertwig and Ortmann (H&O) outline a number of valid general-
ities about the relative use of four key variables in the disciplines
of psychology and economics that, due to their breadth, are bound
to have significant exceptions, as the authors acknowledge. At the
same disciplinary level of generality, and with the same acknowl-
edgment that exceptions will exist, three of these variables may be
drawn together thus: With repeated trials, scripts ought to be un-
necessary and deception ought to be pointless. But they are not
so, which poses challenges to behavioral sciences in general.

Scripts and deception may be viewed as alternative means to
the common goal of simulating response in an environment that
cannot be created readily. Scripts ask participants to pretend they
are in that environment, while deception aims to convince partic-
ipants that they really are in that environment even though they
are not. Both have pitfalls. H&O present clear evidence that de-
ception often fails to convince participants of its pretense – and
even makes it difficult for non-deceiving experimenters to con-
vince participants of their honest settings.

The use of scripts – enactment, role-playing and the like – also
has dangers. It is at its core a theatrical enterprise, as is suggested
by the terms used to describe it. If an experimenter asked partic-
ipants to act as if a loved one had died, we would not assume that
the resulting behavior provided a faithful picture of the grief
process. Is it safe to assume that a participant trying to behave as
if she were a stock trader provides a true picture of trading? On
the face of it, it is not. H&O provide some reason to think that role-
playing yields representative results, namely, that behavior is
brought closer to normative standards and is made less variable.
Still, in any particular experiment, one does not know if scripted
interactions are representative of non-scripted ones, and it is gen-
erally hazardous to use one’s primary data as a manipulation check.

The use of repeated trials should greatly reduce the need for ei-
ther deception or scripts. It is not necessary to ask participants to
imagine they are engaged in a particular task, or to convince them
they are engaged in a particular task, when they actually are en-
gaged in the task. Why must a participant try to be like a bond

trader in pursuit of maximal money, when a participant really is a
student playing a computer game for maximal money in the con-
text of a psychological experiment? One can simply provide par-
ticipants with enough information to begin playing the game, and
study the strategies that emerge as the game is played (Goodie &
Fantino 1995; 1996; 1999a; 1999b). Experiments are not outside
of participants’ lives; they are a small part of them. The fact that
behavior in experiments fits into patterns of behavior in partici-
pants’ lives can lead experimenters into error – for example, spe-
ciously detecting short-run bias in what is part of an effective long-
run strategy (Arkes & Ayton 1999; Dunwoody 2000; Goodie &
Fantino 1999a) – but it can also be an asset that provides well-
learned initial conditions (Goodie & Fantino 1996).

Interesting to note, a script element that H&O emphasize is the
explicit instruction to maximize performance, whether perfor-
mance is rewarded with money, points or mere correctness. They
document that such instructions often change performance,
which suggests that the real incentive for experimental partici-
pants is not money, points or correctness, but compliance with in-
structions instead. When instructed to maximize profit, partici-
pants maximize profit (or approximately so); but when instructed
otherwise, they do otherwise. This is relevant to Roth’s (1995)
framing of the difference between experiments that use financial
incentives and those that do not as “the question of actual versus
hypothetical choices” (p. 86), which H&O adopt. If money must
be backed by compliance in order to be an effective incentive, as
is sometimes the case, then some caution is warranted in deciding
what incentives to use, and the question is not as simple as “fi-
nancial incentives versus no incentives.” In some settings, a fi-
nancial incentive might be no incentive, and other incentives
might be real incentives. More generally, choices motivated by
points, tokens, the approval of the experimenter or the (learned
or unlearned) rewards of correct answers per se are actual choices,
not hypothetical ones. Such choices may or may not be as strongly
motivated as those that earn money, but they are not less real.

It complicates matters considerably that although scripts should
not matter when repeated trials are used, they often do matter.
Performance on tasks that are instructed is less adaptable to
changes in the rules than performance on tasks that are learned
by experience (Lowe 1980; Matthews et al. 1977). And H&O doc-
ument a number of findings to demonstrate that performance is
sensitive to instructions, even under repeated trials. Choices must
be made between studying the effects of rules of the game and the
effects of instructions, and also about assumptions that will be
made about the variable or variables not under investigation. One
cannot study the effects of the rules of the game, which are typi-
cally identified as completely determining normative standards of
performance, without having one’s data affected by the scripts
chosen. H&O have done the field a significant service by high-
lighting the often neglected and often complex but unavoidable
impact of scripts on performance.

Clear-cut designs versus the uniformity 
of experimental practice

Francesco Guala
Centre for Philosophy of the Social Sciences, University of Exeter, Exeter
EX4 4RJ, United Kingdom. f.guala@ex.ac.uk
www.exeter.ac.uk/shipss/sociology/staff/francesco/index.html

Abstract: Clear-cut designs have a number of methodological virtues,
with respect to internal and external validity, which I illustrate by means
of informal causal analysis. In contrast, a more uniform experimental prac-
tice across disciplines may not lead to progress if causal relations in the hu-
man sciences are highly dependent on the details of the context.

Hertwig and Ortmann’s paper features two messages that should
be kept distinct. The first one is a plea for more uniform experi-
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mental practice across neighbour disciplines like economics and
psychology; the second one is a plea for more clear-cut designs in
these areas. It emerges from the last part of the paper that both
proposals are aimed at a unique – and indeed extremely impor-
tant – goal, namely, enhancing the replicability and comparability
of results across fields, and that they eventually promote progress
in the “softer” discipline of psychology. Hertwig and Ortmann
(H&O) also seem to suggest that their proposals be hierarchically
ordered, the plea for clear-cut designs being functional to the
achievement of the other goal (uniformity), which would in turn
be instrumental to the achievement of the higher-order desidera-
tum (scientific progress).

I would like to argue that we should revise the order of the two
proposals: clear-cut designs must definitely come first, uniformity
of experimental practice being much more questionable as a
methodological standard. By “clear-cut design” I mean an experi-
mental set-up that maximises control. At a very general level of
analysis, this can be achieved in two ways: (1) by keeping other fac-
tors in the background of the independent variable stable, and/or
(2) by randomisation. Letting other factors vary in an uncontrolled
fashion raises the worry that we get caught in “Simpson’s paradox”
situations. But even if we were able to identify a genuinely causal,
non-spurious relationship, letting too many things vary in the
background might confound the result by unduly inflating the er-
ror term and hiding the significance of the main effect.

All these worries have to do with internal validity. But a clear-
cut design also helps to deal with external validity in a most effec-
tive way. Suppose an experiment investigates the proposition that
factor X is the (or a) cause of Y. In order to achieve internal valid-
ity, we shall check whether exogenous manipulations of X are re-
flected in variations of Y, controlling for other experimental pa-
rameters – for example, the kind of setting, of subjects, and so on
(W, Z, . . . ). A clear-cut design will test the effect of X on Y, keep-
ing W (or Z, etc.) fixed at one level (often at the zero level); the
same procedure can be repeated at another level, and so on, until
we have exhausted the plausible sources of variation. Notice that
letting the background vary (or randomising across different
background factors) might not prevent us from measuring the ef-
fect we are interested in. In particular, variations will not do too
much harm if the effect of X combines additively with the effects
of the other factors on Y; X’s net contribution might be partly con-
founded by the other factors, but will nevertheless be constant
across the experiment(s). An additivity assumption solves so many
problems (including problems of statistical analysis) that it is of-
ten taken for granted in empirical research and even in philoso-
phy of science. But consider the possibility of interactions: X “in-
teracts” with Z if its contribution to Y differs depending on the
level of Z. If interactive effects are common, two consequences
follow: first, randomisation (with background variations) is likely
to result in misleading results, in that the measurements may not
reflect the effect of X on Y in any particular causal set-up. Sec-
ondly, clear-cut designs will in contrast provide genuine causal in-
formation about the effect of X on Y in specific causal contexts
(say, when Z is set at level Z*, W at W*, etc.) but will not be gen-
eralisable outside that more or less narrow domain.

Thus, the relative advantage of clear-cut designs can be ratio-
nalised using considerations of causal inference (more on this in
Guala 1999; 2000). Following the above reasoning, experimenting
with and without repetition, with and without monetary incen-
tives, and with different clear-cut scripts, should provide us with
more reliable causal information independently of the ontology of
the subject matter. (The ban on deception belongs to an altogether
different set of considerations and I will not comment on it here.)
But in H&O’s paper the “do-it-both-ways” rule is intended to pro-
mote uniformity in experimental practice and, eventually, theo-
retical convergence. The idea is to create a data-base of results for
various categories of experiments, providing rules like “if you do
an experiment of type A, then remember that financial incentives
matter” (and, perhaps, you won’t be published if you don’t imple-
ment them); “if you do an experiment of type B, remember that

repetition is important”; “for experiments of type C, in contrast,
we have had mixed results, so do it both ways,” and so on.

Such an institution, or something like it, would probably be suc-
cessful in promoting more uniformity and theoretical conver-
gence in areas that presently lack it. But what we want is not con-
vergence per se. We seek convergence towards true causal
knowledge, and the truth may be that causal relations are more
context-dependent than we would like to think. Indeed, a lot of
experimentation in cognitive psychology and behavioural deci-
sion-making is prompted by the idea that behaviour is context-de-
pendent, and sensitive to more differences ‘in the background’
than suggested by standard economic theory. One can easily fore-
see some disagreement, when it will come to define the domain
of “type A,” “type B,” and such other experiments with their re-
spective methodological canons.

We now know that financial incentives have unexpected effects
on the rate of preference reversals (Grether & Plott 1979) and we
would have never discovered it, had we not done it both ways. But
we may have been prevented from discovering such effects, had
we relied on some “similar” experiment suggesting that incentives
always improve cognitive performance. Likewise, focusing on re-
peated trials may prevent us from investigating a whole domain of
behaviour that is interesting on its own (and the excuse that eco-
nomics only deals with “equilibrium” behaviour is quite poor: eco-
nomic theory should be, and is in fact used to provide explanations
of economic behaviour in general).

To sum up: we should go for more clear-cut designs, but seek
uniformity only if the subject matter allows it. But that depends
on how the (social) world is, and I don’t see any reason to legislate
about it at this stage. Thomas Kuhn (1962) famously argued that
a fair amount of dogmatism, tight rules, and conventions are nec-
essary prerequisites for scientific progress. Yet, one should be
wary of imposing the paradigm of contemporary economics on
other neighbouring areas that have constantly provided econo-
mists with challenges in the form of robust anomalous phenom-
ena. As long as that was the result of etherogeneous theorising,
and different methodological approaches, it will be desirable not
to impose too much uniformity in the next future as well. More
clear-cut and varied designs, then, is perhaps the best recipe for
experimental social science.

Doing it both ways – experimental practice
and heuristic context

Glenn W. Harrison and E. Elisabet Rutström
Department of Economics, The Darla Moore School of Business, University
of South Carolina, Columbia, SC 29212.
{harrison; lisar}@darla.badm.sc.edu
www.dmsweb.badm.sc.edu/{glenn; lisa}

Abstract: Psychologists can learn from the procedural conventions of ex-
perimental economics. But the rationale for those conventions must be ex-
amined and understood lest they become constraints. Field referents and
the choice of heuristic, matter for behavior. This theme unites the fields
of experimental psychology and experimental economics by the simple
fact that the object of study in both cases is the same.

We generally agree with the themes proposed by Hertwig and
Ortmann (H&O). Control is the hallmark of good experimental
practice, whether it be undertaken by economists or psycholo-
gists. But practices meant to control may also blunt some of the
very behavior that one would like to study. So while we endorse
the prescriptions to psychologists that they employ some stan-
dards that allow results from one experiment to be replicated and
modified incrementally, we would caution against too dogmatic a
line. We take their main advice to be summarized in the adage to
“do it both ways,” by which we understand them to be encourag-
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ing experimenters to replicate the previous design and then study
the effects of orthogonal variations.

Unfortunately, experimental economists have sometimes fol-
lowed conventional practices with little thought about the conse-
quences.

Consider, for example, the popular use of “lab dollars” (Davis &
Holt 1993, pp. 225ff.). These are a lab currency used in the ex-
periment itself, and then converted to some local currency at the
end of the experiment. Invariably, these lab dollars have lots of ze-
roes after them, so that instead of bidding $30 one might observe
a subject bidding 30,000 “lab pesos.” The purported reason for us-
ing this device is to give the subjects greater incentive to report
monetary responses at a finer level of detail than if a field currency
were used. The problem is that this will occur only if the subject
suffers from some illusion with respect to the exchange rate be-
tween lab currency and field currency. Because such illusion is
bound to vary across subjects, one has lost control over incentives.
At the very least, the incentives will be much lower than intended,
reducing saliency and increasing noise in the data. In the worst
case, payoff dominance problems may cause results to be biased
(Harrison 1989).

H&O consider the need for standards in four areas: script, rep-
etition, financial incentives, and deception. We comment on the
first two.

One tradition in experimental economics is to use scripts that
abstract from any field counterpart of the task (Camerer 1995, pp.
652ff.). The reasoning seems to be that this might contaminate be-
havior, and that any observed behavior could not be then used to
test general theories. There is a logic here, but we believe that it
may have gone too far. Field referents can often help subjects
overcome confusion about the task. Confusion may be present
even in settings that experimenters think are logically or strategi-
cally transparent. If the subject does not understand what the task
is about, in the sense of knowing what actions are feasible and
what the consequences of different actions might be, then control
has been lost at a basic level. In cases where the subject under-
stands all the relevant aspects of the abstract game, problems may
arise due to the triggering of different methods for solving the de-
cision problem. The use of field referents could trigger the use of
specific heuristics from the field to solve the specific problem in
the lab, which otherwise may have been solved less efficiently
from first principles (Gigerenzer et al. 2000). For either of these
reasons: a lack of understanding of the task or a failure to apply a
relevant field heuristic, behavior may differ between the lab and
the field. The implication for experimental design is to just “do it
both ways.” Experimental economists should be willing to con-
sider the effect in their experiments of scripts that are less ab-
stract, but in controlled comparisons with scripts that are abstract
in the traditional sense. Nevertheless, it must also be recognized
that inappropriate choice of field referents may trigger uncon-
trolled psychological motivations. Ultimately, the choice between
an abstract script and one with field referents must be guided by
the research question.

Another tradition in experimental economics is to use repeti-
tion, typically with some shuffling of subjects from period to pe-
riod so that specific opponents in each round are not the same per-
son. The logic is that subjects need to become familiar with the
task before we can say that their behavior is a reliable measure of
their responses to that task (e.g., Holt 1995, pp. 403ff). The cita-
tion from Binmore (1994, pp. 184ff) is right on the mark: Repeti-
tion is a device developed by experimental economists to provide
some operational counterpart to game theorists’ notion of com-
mon knowledge. But so stated, it is just one possible device, and
not always the best one. In addition to the traditional statistical
problem of serial correlation, traditionally ignored by experimen-
tal economists, it is also possible that repetition encourages sub-
jects to use different heuristics than they would use if just playing
the game on a one-shot basis. For example, if subjects are told that
they will play some game for 100 trials, that each trial will last no
more than 20 seconds, that there will be some feedback on per-

formance, and that total payoffs will be the simple sum of payoffs
over all trials, this might encourage use of a heuristic that says
“start with any old solution and then iterate by means of local per-
turbations toward one that gives me better feedback; stop per-
turbing the solution value when the increment in reward drops be-
low some threshold.” This heuristic could easily miss some global
optimum when the payoff function is not extremely well-behaved
(Harrison 1992). If, instead, the subject is told that she will have
only one shot at the game, and all the payoff comes from this one
solution, a different heuristic might be triggered: “exhaustive eval-
uation of all (discretized) choices.” This heuristic would be much
more likely to identify a global optimum.

Psychologists obviously have a lot to learn from the new exper-
imental kids on the block. But we do not believe that the intellec-
tual trade is all one way. Field referents and the choice of heuris-
tics matter for behavior. This is a simple and magnificent theme
that unites the fields of experimental psychology and experimen-
tal economics, by the sheer fact that the object of study in both
cases is the same. The gentle aggression of H&O moves us much
closer to a common language for scientific discovery.
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Challenges for everyone: Real people,
deception, one-shot games, 
social learning, and computers

Joseph Henrich
Business School, University of Michigan, Ann Arbor, MI 48109-1234.
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Abstract: This commentary suggests: (1) experimentalists must expand
their subject pools beyond university students; (2) the pollution created by
deception would not be a problem if experimentalists fully used non-stu-
dent subjects; (3) one-shot games remain important and repeated games
should not ignore social learning; (4) economists need to take better con-
trol of context; and (5) using computers in experiments creates potential
problems.

Hertwig and Ortmann (H&O) provide a useful synthesis and com-
parison of experimental methods from economics and psychology
(i.e., a particular sub-field of psychology). However, in reflecting
on methodological improvements, H&O fail to recognize the ex-
treme reliance of both psychology and economics on university
students as subjects. Many scholars from both fields are guilty of
reaching conclusions about “human reasoning” (i.e., conclusions
about our species) by relying entirely on this very weird, and very
small, slice of humanity. Even efforts at cross-cultural work by
both economists (e.g., Cameron 1999; Roth et al. 1991) and psy-
chologists (Nisbett et al., in press) nearly always involve university
students, albeit from places like China, Indonesia, Japan, and Is-
rael. Meanwhile, there are three billion potential adult subjects
out there who have never participated in any experiments, and are
a lot more representative of humanity than the privileged inhabi-
tants of elite universities. Researchers do not need to go to the
Amazon, Papua New Guinea, the Ituri Forest, or Kalimentan – try
the bus station, the beaches, the market, the used furniture auc-
tion, the bowling alley, the “projects,” or the county fair.

H&O also express an important concern about how the re-
peated use of deception might adversely affect experimental re-
sults. However, if researchers would simply expand their potential
subject pools to include the three billion adults who have never
set foot in a psychology or economics class (or in a university), all
worries about polluting the human subject pool could be put to
rest. All deception experiments could be done outside the univer-
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sity, with a new set of subjects every time if need be. If every ex-
periment requires 100 fresh subjects, we could do 30 million ex-
periments before having to use anyone twice.

I agree with H&O that repeated games can be useful, but they
provide little actual defense for their emphasis on repeated games,
aside from quoting Binmore. First, real life is full of one-shot
games in which individuals must make one-time decisions without
any prior experience. Many people get married only once (divorce
remains illegal in many countries). Many families buy or build only
one house. People also often get only one chance to deal with a
breast cancer diagnosis, a physical assault or a sinking ship. Sec-
ond, in some experiments (like the Ultimatum Game), repeating
the game does not substantially affect the results (Roth et al.
1991). Third, sometimes we only want to measure what people
bring into the experiments, not what they can learn via experience
in highly structured laboratory settings with clear feedback. I
think both one-shot and repeated games are useful, and there is
no particular reason to emphasize one or the other until a research
question is specified.

The other problem with repeated-game experiments is the al-
most complete emphasis on studying individual learning, as op-
posed to social learning. We know that if you provide experimen-
tal subjects with opportunities to imitate others, they will
(Bandura 1977; Henrich & Gil-White 2001), especially when
money is on the line (Baron et al. 1996; Kroll & Levy 1992). In real
life, individuals are repeatedly exposed to the behavior and deci-
sions of others; consequently, it is a serious methodological con-
cern that economics experiments usually ignore the potentially
important impact of imitation and other forms of social learning
on adaptive learning.

H&O emphasize the importance of detailed instructions,
scripts and context. I fully agree. As the authors hint, many econ-
omists go to extreme lengths to excise any context from their ex-
periments in an effort to make the payoff structure the center-
piece of decision-making. However, if people use contextual cues
to figure out which set of norms applies to a particular problem
(independent of the game payoffs), then acontextualizing an ex-
perimental protocol effectively creates an uncontrolled variable,
which liberates subjects to interpret the game according to what-
ever context comes to mind first (which may be governed by their
last social interaction outside the lab, or what they had for lunch).
Such acontextualizing may, for example, account for the high vari-
ance found both within and across public goods games. The “de-
tails” researchers abstract out of their game structures may be ex-
actly those details that cue people into using particular sets of
norms. Economists have taken control of a specific set of poten-
tially important variables that relate to payoffs, but they may still
be missing other key variables (Pillutla & Chen 1999).

Both psychologists and economists use computers to adminis-
ter experimental protocols. Unfortunately, psychological evidence
indicates that people often think of computers as social actors,
with feelings, genders, motivations, and even emotions (Nass et al.
1997). Consequently, experimentalists may be effectively intro-
ducing omniscient third parties into their games. Computers may
not affect the payoff matrix, but they may affect human psychol-
ogy.

Is the challenge for psychologists 
to return to behaviourism?

Denis J. Hilton
Department of Psychology, University of Toulouse-II, 31000 Toulouse,
France. hilton@univ-tlse2.fr

Abstract: I suggest that contemporary economics shares many of the char-
acteristics of methodological behaviourism in psychology, with its empha-
sis on the influence of motivation, learning, and situational incentives on
behaviour, and minimal interest in the details of the cognitive processes

that transform input (information) into output (behaviour). The emphasis
on these characteristics has the same strengths and weaknesses in eco-
nomics as in behaviourist psychology.

In my reactions to Hertwig and Ortmann’s (H&O’s) article, I be-
gin with some historical perspective. To my mind, H&O’s ques-
tions are very similar to the ones that behaviourist psychologists
would pose about current research in psychology. This is no doubt
because economists are still for the most part methodological be-
haviourists (cf. Lewin 1996), focussing on observables such as
market share and prices and eschewing detailed analysis of real
cognitive processes, preferring to use mathematically elegant but
psychologically implausible models to link inputs (information) to
outputs (choices). Thus experimental economists, like behav-
iourist psychologists, emphasise the roles of learning, motivation,
and situational forces (reinforcement contingencies, cost-benefit
matrices, etc.) in controlling human behaviour. 

Although economists have done contemporary psychologists a
service by reminding us of the importance of learning, incentives,
and environmental forces, neither group should fall into the error
of supposing that psychologists have never taken the influence of
situational factors, learning, and motivation on human behaviour
seriously. Today’s cognitive psychology is very much a reaction
against the shortcomings of the behaviourist approach, and owes
its successes to taking the idea that cognitive processes explain im-
portant aspects of behaviour and impose structure on the envi-
ronment, rather than being a tabula rasa written on by external
forces. Linguistics, anthropology, biology, and computer science
adopt similar forms of structural explanation (Piaget 1996), and
the fundamental question these life and information sciences pose
is to ask how input is transformed into output. Consequently,
much experimentation in psychology is directed to understanding
these cognitive (transformation) processes.

That economists in recent years have taken so much interest in
the results of experimental psychology seems to me to be an en-
couraging sign for psychologists, and would itself seem to me to
argue in favour of psychologists continuing much as before.
H&O’s valuable article indeed succeeds in raising important ques-
tions, but a balanced answer to each one needs to take a wide his-
torical and methodological perspective into account. Even if there
is merit in the “quality control” proposed by some experimental
economists, it is surely in no one’s interest to bridle the creativity
that has enabled psychologists to mount such a strong and sys-
tematic challenge to the assumption of economic rationality in
human behaviour. I therefore deal with the major challenges
raised by H&O below, beginning by taking the questions of repe-
tition and incentives together, before going on to discuss scripts
and deception.

Repetition and incentives. For me the most important ques-
tion raised by H&O is whether psychological biases can be elimi-
nated by learning and experience. The evidence strongly suggests
that they cannot. Experimental incentives do sometimes have an
effect of improving rationality, but not always (only in 23 out of the
43 studies created by combining the Hertwig-Ortmann and
Camerer-Hogarth reviews). Even in these studies, irrationality
was probably not altogether eliminated (though unfortunately we
are not given precise information on this point). In seven others
there was no effect of incentives, and in a remarkable 13 cases they
had negative effects. Indeed, given that Wall Street bond traders
dealing day after day in millions of dollars show irrationalities pre-
dicted by prospect theory (Shapira 2000) it would be surprising if
small experimental learning and incentives eliminated irrational-
ity. Finally, the frequency of paradoxical effects of reward sounds
like a wake-up call to economists to develop richer theories of hu-
man motivation, just as Festinger and Carlsmith’s (1957) experi-
ments on insufficient justification forced psychologists to address
the ways in which cognitive dissonance processes mediate the ef-
fects of reward on behavioural intentions. 

In conclusion, while the Hertwig-Ortmann and Camerer-Ho-
garth studies show that cognitive error can be partly corrected by
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learning and incentives, the larger picture remains true – psychol-
ogists did the right thing to abandon behaviourism and to study
cognitive processes through one-shot experiments. Doing learning
and incentive experiments which take longer to do and are more
expensive, do not change the picture radically (and maybe are best
farmed out to experimental economists and learning theorists with
big research grants). In addition, research needs to focus more on
when learning reaches asymptote to assess the stable, lasting effect
(if any) of learning and incentives on irrationality.

Scripts. A first issue is that I think that the general point that
experimenters should specify the norms in a situation before eval-
uating performance is a good one. However, it does not follow that
psychologists should always follow the directive route of econo-
mists of explaining to people what they should do. It can also be
interesting to study how people might spontaneously structure the
situation, for example, by assuming that implicit conversational
norms frame the information given, or that fairness norms might
be relevant in a game situation. While I agree that the experi-
menter should assure himself of what norms the participant is us-
ing, explicit instruction does not seem to me the only way to do this. 

A second issue is that I think that H&O’s example of the Wason
selection task does not illustrate their point about instruction
through scripts well. No matter how hard one tries to explain to
people that this is a logical task, or to pay them, or try to get them
to learn through giving them easier concrete versions to practice
with, most will fail on the abstract version. They simply fail to un-
derstand the problem in its abstract form, and the fact that “social
contract” versions cue them into “correct” interpretations is proof
of an automatic cognitive facilitation effect, and does not indicate
a weakness in the original experimental methodology. The diffi-
culty of the abstract version of the Wason task remains a severe
challenge to anyone who believes that people are “inherently log-
ical,” or that having a university education guarantees content-in-
dependent logical thinking.

Deception. I agree that too much use of deception is a bad
thing, but as a teacher of social psychology I also know that the ex-
periments that most challenge students’ preconceptions about hu-
man behaviour on conformity, obedience, bystander non-inter-
vention, and so on, almost all use deception. While we should
minimise the costs of contaminating subject pools through de-
ception, the social benefits of the knowledge gained through the
effective use of deception seem to me to clearly justify its use
where appropriate.

To what are we trying to generalize?

Robin M. Hogarth
Department of Economics and Business, Pompeu Fabra University, 08005
Barcelona, Spain. robin.hogarth@econ.upf.es

Abstract: In conducting experiments, economists take more care than
psychologists in specifying characteristics of people and tasks and are
clearer about the conditions to which results can be generalized. Psychol-
ogists could learn much from this practice. They should also think in terms
of programs of research – involving laboratory and field studies – that will
allow them to test the generality of their theories.

The paper by Hertwig and Ortmann (H&O) is a welcome contri-
bution to the literature because it forces psychologists – and par-
ticularly those of us doing research in judgment and decision mak-
ing – to think about how we go about our business. Experimental
economics is a “boom industry” and it is helpful to compare and
contrast its experimental practices with those in psychology. 

At a general level, both psychologists and economists share a
common theoretical perspective. Behavior is a joint function of
the organism and the environment in which it acts. However, the
ways in which the two disciplines make this operational differ con-
siderably. In economics, there is a precise model of the organism

in terms of utility functions, beliefs that take the form of proba-
bilities, and a rule for action (maximizing expected utility). As to
environments, these are typically characterized by costs, payoffs,
and specific institutional arrangements. In addition, theory spec-
ifies that different structural representations of the environment
(e.g., framing of decision problems) should make no difference.
In psychology, on the other hand, assumptions about people and
environments tend to be vague (although there are notable ex-
ceptions), and problem representation is a key issue. Context –
however vaguely defined – is important to psychologists, but not
to economists.

The practice of experimental economics is exemplary in design-
ing tasks in ways that replicate salient features of the real world sit-
uations to which the theories being tested apply. Subjects, for ex-
ample, are required to behave within well-defined roles and
institutional arrangements are meticulously respected. There may
be two reasons for this. First, experimental economists have had to
fight hard to be accepted in a profession that for many years looked
down on the relevance of experiments to the real world (a battle
that is not over yet). Second, the primary goal of much experi-
mental economics is theory testing, whereas, for psychologists, ex-
periments are much more part of the process of creating theories.

Lest this latter statement be misinterpreted, let me rephrase as
follows. Compared to economics, psychology does not have a
strong theoretical paradigm and, consequently, the object of much
experimentation is to provide evidence in support of theoretical
notions favored by the author(s). For example, the structure of
many papers is to reject conventional notions or models of behav-
ior in favor of alternatives. As examples, consider the extensive 
literature in judgment on heuristics and biases and alternatives 
to expected utility as a rule for choice (Kahneman et al. 1982; 
Kahneman & Tversky 2000). In experimental economics, on the
other hand, the object is typically to test implications of economic
theory. For example, many experiments have tested predictions of
auction theory, market clearing prices, institutional arrangements,
and the like. Both disciplines, however, tend to publish papers that
support the theories favored by those conducting the tests.

In my view, the main strength of the practice of experimental
economics is the clarity about characteristics of people and tasks
that are being investigated. At the end of the experiment, it is clear
what level of generality of results the authors are claiming. Psy-
chological experiments, on the other hand, are often distinguished
by lack of clarity about the kinds of people and tasks to which the
results might be generalized. Instead, the practice is to report re-
sults that typically have high internal validity, and then to let the
reader surmise as to how such results might be generalized. 

For example, following the early work on heuristics and biases,
many people rushed to conclusions about cognitive skills based on
studies that looked only at discrete units of behavior. And yet, when
the same response tendencies were examined in terms of envi-
ronments that allowed corrective feedback, a different picture
emerged (Hogarth 1981). My point is not that the initial studies
were flawed; it is that insufficient attention was paid to specifying
the conditions (types of subjects and environments) to which the
results applied. Indeed, there is ample evidence in the real world
that people can exhibit significant biases or make errors in judg-
ment in important discrete or one-shot situations. For instance, the
result of the latest Presidential election in the United States may
well have been determined by a “framing” effect induced by the
so-called “butterfly ballots.” A significant number of people mis-
read the ballot and failed to vote for the candidate of their choice. 

Parenthetically, economists often deride the outcomes of psy-
chological experiments because they point out that the behaviors
exhibited would not exist under market conditions. At one level,
they may be correct. But the criticism misses the point. As just
noted above, not all significant behavior takes place in markets
and, even in markets, there is room for many different types of be-
havior. Thus, whereas experimental economists are effective in
conducting experiments that can, in principle, be generalized,
they are also considering only a small subset of human behavior. 
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In short, I do not follow the view that psychologists should
adopt all the practices of experimental economists. I am uncon-
vinced, for example, of the need to remunerate subjects by per-
formance (see Camerer & Hogarth 1999) or to repeat trials (see
comments above on one-shot situations). Moreover, studying the
behavior of inexperienced decision makers is important in its own
right. On the other hand, I do think that experimental practice in
psychology would be improved immensely if we thought more
carefully about characteristics of people and tasks that allow gen-
eral statements to be made. In this regard – and contrary to the
emphasis of H&O – I believe that instead of considering the ex-
periment as the unit of analysis, we should think more in terms of
programs of research. Results found in the laboratory may have
high internal validity; however, can studies also be done outside
the laboratory that could shed light on external validity and limit-
ing conditions? Conducting programs that involve both field and
laboratory studies could help psychologists understand what their
findings mean (for some good examples, see Kahneman & Tver-
sky 2000).

Varying the scale of financial incentives
under real and hypothetical conditions

Charles A. Holta and Susan K. Lauryb

aDepartment of Economics, University of Virginia, Charlottesville, VA 22903;
bDepartment of Economics, Georgia State University, Atlanta, 
GA 30303-3083. cah2k@virginia.edu slaury@gsu.edu
www.people.virginia.edu/~cah2k www.gsu.edu/~ecoskl

Abstract: The use of high hypothetical payoffs has been justified by the
realism and relevance of large monetary consequences and by the im-
practicality of making high cash payments. We argue that subjects may not
be able to imagine how they would behave in high payoff situations.

A psychologist, Sidney Siegel, has been largely responsible for es-
tablishing the procedural standards used in economics experi-
ments. His work used salient financial incentives (e.g., Siegel &
Fouraker 1960), appropriate non-parametric statistics (Siegel
1956), and clear scripts for subjects. In one classic study, the con-
clusions of the previous twenty years of probability matching ex-

periments were reversed by using small financial incentives
(Siegel & Goldstein 1959). In order to address important issues
that involve large sums of money, some psychologists advocate us-
ing high hypothetical payoffs. For example, Kahneman and Tver-
sky (1979, p. 265) recommend the method of large hypothetical
payoffs over the “contrived gambles for small stakes” that are typ-
ical in economics experiments:
The use of the method relies on the assumption that people often know
how they would behave in actual situations of choice, and on the further
assumption that the subjects have no special reason to disguise their true
preferences. (Kahneman & Tversky 1979)

A comment that we often hear at interdisciplinary conferences is:
“If it were just a matter of paying our subjects pennies, we would
pay them, but we are interested in major decisions.” Hertwig and
Ortmann (H&O) do not evaluate this economic realism justifica-
tion for high hypothetical payoffs, nor do the studies they discuss
deal directly with the issue of whether the scale of payoffs matters,
either in real or hypothetical payment situations.

To address payoff scale effects, we consider a lottery choice sit-
uation in which there is some evidence that the nature of payoffs
does not matter. Tversky and Kahneman (1992, p. 315), for ex-
ample, note that in choices between risky prospects, “we did not
find much difference between subjects who were paid a flat fee
and subjects whose payoffs were contingent on their decisions.”
We also observed this type of payoff invariance for choices be-
tween lotteries of the form:

Option A (safe): probability p of $2.00 and 1-p of $1.60,
Option B (risky): probability p of $3.85 and 1-p of $0.10,

where p is varied from 0.1 in decision 1, to 0.2 in decision 2, . . .
to 1.0 in decision 10. As reported in Holt and Laury (2000), each
person made all ten decisions, with one selected at random ex post
facto to determine earnings on the basis of the subject’s choice for
that decision and the random outcome. In total, 93 subjects made
these 10 choices, followed by a menu of hypothetical choices with
all payoffs scaled up by a factor of 20 (payoffs of $40 or $32 for the
safe option versus $77 or $2 for the risky option). After the deter-
mination of these “high” hypothetical earnings, the same subjects
were asked to make the same 10 choices with the high payoffs be-
ing paid in cash.

The results are summarized in Figure 1, which graphs the per-
centage of safe choices in each decision. It is straightforward to

Commentary/Hertwig & Ortmann: Experimental practices in economics

BEHAVIORAL AND BRAIN SCIENCES (2001) 24:3 417

Figure 1 (Holt & Laury). Percentage of safe choices under real and hypothetical conditions (1x, 20x, and 50x payoff scale).

https://doi.org/10.1017/S0140525X0134414X Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X0134414X


verify that a risk neutral person would choose the safe option in
the first four decisions and switch to the risky option as soon as the
probability of the high payoff exceeds 0.4, as shown by the straight
thin line labeled “risk neutral.” The choice percentages for the low
real payoff condition, shown by the line labeled “1x real,” are gen-
erally to the right of the risk neutral line, indicating some risk aver-
sion. The choice percentages for the high hypothetical condition
are represented by the thin line labeled “20x hypothetical,” which
is quite close to the line for the low real payoff condition, and in-
deed the difference is not statistically significant. In contrast, the
thick line labeled “20x real” for high real payoffs lies to the right,
indicating a sharp increase in observed risk aversion when these
payoffs are actually made. In addition, we scaled payoffs up from
the original level by a factor of 50 ($100 or $80 for the safe option,
versus $192.50 or $5 for the risky option). The data for the 9 sub-
jects in this rather expensive treatment are shown by the thick “50x
real” line, which indicates a further increase in risk aversion. In
fact, none of the subjects were risk neutral or risk seeking for this
very high treatment. Notice however, no such scale effect is seen
in the hypothetical choices; the thin “50x hypothetical” line is
quite close to the “20x hypothetical” and “low real” lines.

These results illustrate how the use of low monetary incentives
may not matter, but it does not follow that using high hypotheti-
cal incentives is a way to investigate behavior in high-stakes eco-
nomic choices. In addition, the use of low or hypothetical payoffs
may be misleading in that biases and non-economic factors may
have an impact that is not predictive of their importance in signif-
icant economic choices. For example, women were significantly
more risk averse than men in the low-payoff condition, but this
gender effect vanished in the high-real-payoff condition.

Some data patterns for experiments with hypothetical payments
may not be robust, which may cause journal editors to be hesitant
about accepting results of such studies. For example, when the
above options “A” and “B” are doubled and reflected around zero,
we do not observe strong reflection (risk aversion for gains and risk
seeking for losses) with real money payments although such re-
flection occurred in over half of the cases when gains and losses
were hypothetical (Laury & Holt 2000). In the real payoff condi-
tion, only about 10% of the subjects reflected, and another 5% re-
flected in the wrong direction (risk seeking for gains and risk aver-
sion for losses). These choice patterns are sharply different from
the widely cited results of Kahneman and Tversky (1979) using hy-
pothetical payoffs over different lottery pairs.

In the absence of a widely accepted theory of when financial in-
centives matter, we believe that performance-based payments
should be used in economics experiments, even in seemingly sim-
ilar situations where no effect has been reported in past studies.

Variability is not uniformly bad: 
The practices of psychologists 
generate research questions

Scott A. Huettela and Gregory Lockheadb

aBrain Imaging and Analysis Center, a,bDepartment of Psychology,
Experimental, Duke University, Durham, NC 27708.
{huettel; lockhead}@duke.edu

Abstract: The practices of economists increase experimental repro-
ducibility relative to those of selected psychologists but should not be uni-
versally adopted. Procedures criticized by Hertwig and Ortmann as pro-
ducing variable data are valuable, instead, for generating questions. The
procedure of choice should depend on the theoretical goal: measure a
known factor or learn what factors are important and need to be measured.

According to Hertwig and Ortmann (H&O), experimental proce-
dures adopted by economists allow for reproducibility of results,
facilitate compliance with instructions, and convey experimental
goals faithfully, and psychologists ought to follow these procedures

but do not. These are worthy aims but we disagree that experi-
menters always should specify precisely the experimental setting
for the purpose of reducing participant uncertainty. These pro-
posed methods ought to be rigorously upheld when the research
question is well understood, as is done in most areas of psychol-
ogy. But when the question is not understood, then precisely con-
veyed experimental goals might provide reliable data for the ex-
perimenter’s task, but might not usefully facilitate learning what
people ordinarily do in free situations. It is not that the methods
of psychologists and those of economists conflict, but that the eco-
nomic studies and the particular psychology studies that were se-
lected for consideration by H&O have different goals. When one
wants to answer a well-defined question, then strict procedures as
described by H&O ought to be used. Indeed, these procedures do
not belong to economics but are followed by all scientists, includ-
ing most psychologists. But when the situation is not well defined
and the experimenter wants to learn what might lead to produc-
tive research questions, then procedures that allow subjects to in-
terpret the situation can be valuable.

For their analysis, the authors focus upon four practices of
(some) psychologists: lack of script provision, failure to repeat tri-
als, absence of subject payment, and inclusion of deception. They
summarize use of these practices fairly, and we agree that such
practices reduce replicability of results. These practices reflect a
methodological subset of all practices in psychology. Other, and
perhaps more important, theoretical practices include generation
of new hypotheses, conduct of exploratory analyses on novel ex-
perimental designs, and psychophysical assessments of mental
states. For just one example, consider the issue of understanding
how a choice by one person is affected by his or her expectations
about the choices that might be made by other people. To address
this, we employed a cooperative game (known as “Stag Hunt” or
“Wolf ’s Dilemma”) where every member of a group of players
gains a large reward only if everyone cooperates, and where indi-
viduals who defect gain a small reward no matter what other peo-
ple do (Huettel & Lockhead 2000). Trials were repeated many
times, payment was in lottery tickets based on performance, and
no deception was introduced. However, we violated the first axis
of H&O by placing subjects in competition with computer oppo-
nents, and having them report their assessments of their oppo-
nents’ likely choices before each trial. Relaxation of this proscrip-
tion allowed us to specify what the opponents (i.e., the previously
programmed computer responses) would do across trials, which
provided variability in subjects’ expectations of their opponents’
behavior.

One result from that study shows the relation between the pro-
portion of subjects who cooperated and the proportion of oppo-
nents the subjects expected to cooperate (Fig. 1). Each data point
represents a different sequence of preceding events. Across these
sequences, when subjects expected no one to cooperate on the
next trial, they too did not cooperate, as visible at the lower left of
Figure 1; when subjects expected opponents to cooperate, they
also cooperated, as shown at the upper right of Figure 1; and the
proportion of subjects cooperating grows between these extremes.
The solid line in Figure 1 is not a best-fit curve. Rather, it is the
result of the following calculation: convert the value on the x-axis
to the probability that one or more opponents will defect, multi-
ply this probability by the cooperate/defect payoff ratio, and di-
vide the result by the sum of the payoffs. The apparent close fit of
this function to the data indicates that choices in this experiment
are largely explained by subjects’ expectations of what opponents
would do: When the sequence of prior events leads the subject to
expect opponents to cooperate, then the subject is likely to coop-
erate. Thus, this psychological measure of expectation predicts
this behavioral/economic measure of choice. Without the addi-
tional variability in responses that was introduced by having dif-
ferent computer strategies, this relation could not have been read-
ily identified.

The data point that is most deviant from this explanatory func-
tion (at x 5 0.78, y 5 0.35) provides further evidence for the im-
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portance of looking for new questions. This point represents se-
quences of three trials in which there were three defections and
the same opponent defected on each trial. This caused a lower
than predicted rate of cooperation. When, instead, a different op-
ponent defected on each of the three prior trials, and so there
again were three prior defections, then the proportion of subject
cooperation was much higher (Huettel & Lockhead 2000, Figs. 4,
5). Thus, choices are not only sensitive to the overall likelihood of
cooperation but, further, people attend to failures of cooperation
by individuals.

We do not suggest that results such as these fully describe how
choices depend on expectations of the behavior of others. How-
ever, we do suggest that topics uncovered by such studies, topics
such as the sequence of events, the regularity of individual oppo-
nent’s behaviors across trials, and the number of opponents in-
volved, then can be brought under the tighter controls proposed
by H&O and used routinely in most psychology and other labora-
tories. Perhaps, the particular psychologists addressed by H&O
differ from these economists in what they are attempting to un-
derstand about decision behavior. Hertwig and Ortmann wish to
establish how specific, known factors contribute to decision be-
havior, while these psychologists may wish to learn what additional
factors might contribute to choice. This latter is a more imprecise
approach and following it exclusively can lead to the sort of re-
search circularity that plagues much of the behavioral sciences.
Nevertheless, failure to introduce variability into experimental de-
sign risks missing unexpected aspects of decision making, and of-
ten leads to continuing measurement on factors that are not fun-
damental to the behaviors being studied but are contaminated
with those factors (Lockhead 1992). The balance between re-
stricted experimental designs, which allow reproducibility and hy-
pothesis testing, and exploratory experimental designs, which may
provide new insights into phenomena, is not particular to deci-
sion-making research. In general, no disciplines should be delin-

eated by the research practices they employ and any scientist,
whether psychologist or economist or something else, should
wield tools as needed. Indeed, the two sets of techniques charac-
terized by H&O as reflecting psychological and economic prac-
tices have different strengths, depending on the theoretical ap-
proach of the research. We suggest that the difference between
the particular psychologists and economists considered by H&O
lies not in their research practices but in their research questions.

Why use real and hypothetical payoffs?

Anton Kühberger
Department of Psychology, University of Salzburg, A-5020 Salzburg, Austria.
anton.kuehberger@sbg.ac.at
www.sbg.ac.at/psy/people/kuehberger.html

Abstract: Decision making can be studied using hypothetical payoffs be-
cause it is hypothetical to its very core. However, the core process can be
influenced by contextual features. As there is no theory for these contex-
tual features, a “do-it-both-ways” rule amounts to a waste of money. If we
had such a theory, doing it both ways would be unnecessary.

In their discussion of the role of financial incentives, Hertwig and
Ortmann (H&O) correctly point out that the use of financial in-
centives is obligatory in economics, but the exception in behav-
ioral decision making. Further, they tend to side with the econo-
mists by concluding that, in general, financial incentives affect
performance for the better. They report the results of a meta-
analysis on the use of financial incentives in judgment and deci-
sion-making and propose that psychologists in behavioral decision
making consider using financial incentives. I do not agree with
their evaluation of the usefulness of financial incentives. First,
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Figure 1 (Huettel & Lockhead). The relation between subjects’ choices (y-axis) and their expectations of others’ choices (x-axis) in a
cooperative game. The line indicates the expected utility function translating the psychological measure of expectation to the behavioral
measure of choice behavior, given the parameters used in this game.
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there is a deeper reason than simply the cost for the pervasive use
of hypothetical payoffs in behavioral decision theory. Why do psy-
chologists believe that the study of reactions in imagined situa-
tions is a legitimate means of studying real decision behavior? To
be sure, in other areas of psychology (for instance, in psy-
chophysics), such methods would be considered extremely ques-
tionable if not absurd. The reason is that decision making – rather
than, for example, perception – is hypothetical at its very core.
When making a decision, we anticipate hypothetical states of the
world, we consider events that could or could not obtain, we con-
sider feelings that we do not have yet. At the time of decision, none
of these outcomes, events, or feelings, is real, but all are hypo-
thetical. That is, in essence, decision making consists of the ma-
nipulation of hypothetical mental contents. Thus, decision re-
searchers have some justification in assuming that people’s real
decisions can profitably be investigated by asking them to make
hypothetical decisions. However, this does not necessarily mean
that all real decisions can be studied hypothetically. The problem
is that the core process of decision making, although hypothetical,
may be influenced by the context, for instance, by the importance
of the decision, or in other words, by the incentives involved. But,
the crux is that we have little knowledge concerning the context
conditions that change the core process reliably. For instance, we
have shown (Kühberger et al. 2000) that the framing effect exists
for hypothetical, as well as for real moderate to high incentives
(approx. $50), but we still don’t know whether it exists for real de-
cisions involving hundreds of human lives. Without a theory of
why (some) hypothetical decisions match real decisions, the whole
advantage of hypothetical decision research is defeated because
for each question to be answered by a hypothetical decision ex-
periment the results have to be validated by an accompanying real
decision experiment. However, if the real thing is done, there is
no further need for a hypothetical one.

H&O do touch upon this problem in their discussion of the rea-
sons for mixed results, where they report two possible explana-
tions for these mixed results. However, the “lack of payoff domi-
nance” explanation fails because of its too narrow-minded focus
on incentives alone (see Camerer & Hogarth 1999; Kühberger et
al. 2000). The “multiple and contradictory norms” reason, on the
other hand, shows the vulnerability of experimentation based
solely on the incentive structure to be of limited external validity
(Loewenstein 1999). What is needed is a theory of when and why
real and hypothetical decisions will match, and Camerer and Ho-
garth (1999) present an important step for such a theory. As long
as we lack such a theory H&O’s proposal of a “do-it-both-ways”
rule amounts to a waste of money; as soon as we have a theory,
there is no need for doing it both ways.

Are experimental economists behaviorists
and is behaviorism for the birds?

Robert Kurzban
Humanities and Social Sciences, California Institute of Technology,
Pasadena, CA 91125. rkurzban@hotmail.com

Abstract: Methods in experimental economics are reminiscent of the
methods employed by behaviorists in the first half of the twentieth cen-
tury. Empirical and conceptual progress led the field of psychology away
from the principles of behaviorism, and experimental economists should
consider whether the criticisms leveled against behaviorists might apply
equally to them.

Hertwig and Ortmann’s (H&O’s) discussion of the dimensions of
methodological practices in experimental economics is eerily
evocative of the “dark days of behaviorism” that characterized the
field of psychology in the first part of the twentieth century. Like
some experimental economists, Pavlov, Skinner, Thorndike, and
their intellectual descendants, who used “performance-based in-

centives” (often in the form of Purina Laboratory Chow), never
deceived their subjects, and generally used a sizable number of tri-
als, often numbering in the hundreds.

More generally, the stripped-down experimental context of the
typical behaviorist experiment, the soundproofed bare box with
lever and pellet-dispenser, sounds a great deal like the idealized
context endorsed by experimental economists. Behaviorists be-
lieved for their purposes that “the best thing to do is bring the pi-
geon or rat into an artificial, laboratory environment that prevents
species- and situation-specific behavior patterns from exerting
their influence.” (Schwartz 1989, p. 44). Similarly, H&O suggest
that, “in an attempt to control home-grown priors (i.e., beliefs and
attitudes that participants bring into the experiment), the scripts
provided by economists are typically as content-free as possible”
(n. 4).

These methodological similarities reflect deeper similarities in
theoretical orientation. Economists and behaviorists model the
organisms they study as having a set of relatively simple prefer-
ences (e.g., more money or food is better than less; less effort or
electrical shock is better than more) and a set of rules to learn how
to satisfy these preferences in the environment in which the or-
ganism finds itself. The precise specification of these rules is taken
to be a subject, or perhaps the subject, of empirical investigation.
Given this view of the organism, it makes sense to use incentives,
repetition, and highly abstract environments; features that allow
an uncluttered look at the learning mechanisms.

However, the adoption by some economists of the method-
ological practices of behaviorism might strike some psychologists
as somewhat odd. Theoretical and empirical progress that began
in the sixties led psychology as a field to largely abandon behav-
iorism and its methods. Blows to behaviorism came from several
sources. Garcia and Koelling (1966) showed that organisms must
come to the experimental situation with privileged hypotheses,
rather than blank slates open to any association between stimulus
and reinforcement. Breland and Breland (1961) showed that
there are important limits on how reinforcement can shape the be-
havior of organisms. Finally, Premack and Woodruff (1978), build-
ing on Köhler’s well-known experiments demonstrating insight
learning in chimpanzees, showed a chimp could solve complex
problems without any prior reinforcement or conditioning of the
appropriate behavior.

In short, these experimental findings and others like them
brought the curtain down on behaviorism as the theoretical frame-
work in psychology because it had insufficient theoretical power
in describing the way organisms actually behaved. Behaviorism
not only failed to account for numerous elements of organisms’
behavioral repertoires, but also proved inadequate even in its area
of strength, describing how organisms learned. Behaviorist prin-
ciples gave no account of the large number of cases in which learn-
ing took place without reinforcement, including phenomena such
as “latent” learning, imitation, and insight. More important still
were the conceptual insights of the cognitive revolution, includ-
ing Chomsky’s (1975) work showing that conditioning alone could
not, in principle, explain how children learned language. Later
work in related fields reinforced this conclusion, showing that be-
haviorism’s associationist learning principles also could not ac-
count for phenomena in non-linguistic domains.

Associative learning: The last resort? An alternative to the be-
haviorist view is that cognition consists of a set of domain-specific
computational devices designed to solve the adaptive problems as-
sociated with the organism’s natural history. These systems are de-
ployed in a situation-specific way, and are powerful because they
can make certain assumptions about the environment the organ-
ism will face (Tooby & Cosmides 1992). However, because evolu-
tion cannot anticipate every possible contingency an organism
might face, one possibility is that natural selection has endowed
many organisms with a set of relatively weak, domain-general
learning systems that operate on the principles of pleasure and
pain, generating the law of effect and the other elements of be-
haviorism. These systems generate the well-known learning
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curves observed in the multitude of studies that used highly styl-
ized and content-free stimuli.

Thus, perhaps these learning mechanisms should be construed
as back-up systems that the organism engages when it is confused
by evolutionarily novel stimuli (such as electric shocks), used as a
last resort when its domain-specific systems cannot be applied. It
can be argued, therefore, that behaviorist labs were illuminating
this backup learning system. In contrast, experiments such as
those by Garcia and Koelling were illuminating what would be
construed by some as the more interesting part of rat psychology,
its “home-grown priors” that allow it to navigate the world suc-
cessfully. While the behaviorists expanded our understanding of
the learning system that had evolved in rats to solve problems they
had never encountered during their evolutionary history, Garcia
and those that came after him dissected the evolved content-rich
cognitive architecture of the rat.

If this analysis is correct, behaviorist-like experiments in hu-
mans might also be engaging content-independent mechanisms
that exist because evolution cannot foresee all possible contin-
gencies. Experiments with stripped-down contexts, monetary re-
wards, and repeated trials might indeed allow us to view these
learning systems in sharp relief, as illustrated in recent work de-
tailing models of “fictitious play,” “quantal response,” and so forth
(e.g., Camerer & Ho 1999). However, it is worth considering what
the results of these experiments are really telling us about human
psychology, and what they might be telling us about the last resort
of a confused organism.

Other scientific purposes, other
methodological ways

Marie-Paule Lecoutre and Bruno Lecoutre
ERIS, Laboratoire de Psychologie et Mathématiques Raphaël Salem,
C.N.R.S. et Université de Rouen, 76821, Mont-Saint-Aignan Cedex, France
{marie-paule.lecoutre; bruno.lecoutre}@univ-rouen.fr
www.univ-rouen.fr/LMRS/Persopage/Lecoutre/Eris.htm

Abstract: Hertwig and Ortmann have made a laudable effort to bring to-
gether experimental practices in economics and in psychology. Unfortu-
nately, they ignore one of the primary objectives of psychological research,
which is an analytic description of general cognitive processes. Among ex-
perimental practices in probability judgment tasks they discussed, we will
focus hereafter on enactment of scripts and repetition of trials.

While economists run experiments in a normative perspective,
namely, to test decision-theoretic or game-theoretic models, most
cognitive psychologists have no such priority motivation. Indeed a
primary objective of psychological research in probability judg-
ment situations is an analytic description of general cognitive pro-
cesses involved in a whole class of tasks. Of course normative mod-
els have a role to play in defining and constructing situations of
interest. Furthermore, linking experimental findings to the “opti-
mal” behavior in a given task should also contribute to elaborate
formal descriptive models of cognitive judgments. However, to list
“errors” and deviations from a priori models is clearly insufficient.

Cognitive psychologists need another approach in order to in-
vestigate spontaneous cognitive processes and to provide evi-
dence of a number of fundamental probabilistic intuitions. A fur-
ther aim is to reveal some internal coherence in these processes.
These scientific purposes call for specific methodological ways
and experimental practices. In particular, a constant concern of
cognitive psychologists should be to avoid as much as possible ex-
perimental situations inducing stereotypical or learned answers,
reflecting subjects’ theoretical knowledge (for example, in prob-
ability theory) or experience more than their own opinions and
judgments. An application of such an approach to statistical in-
ference situations can be found in Lecoutre (2000) and Lecoutre
et al. (2001).

Moreover, rather than to repeat trials of one particular task with
a precisely defined “script,” it is desirable to vary the situations for
characterizing the best conditions under which the appropriate
cognitive processes are activated. Only such a variability can allow
us to characterize processes generally enough to be transferable
to a whole class of situations. In this approach, with situations
which the subjects are led to construct themselves, the adequate
representations are increasingly privileged. Such an active con-
struction appears to be a determining factor in the stabilization of
these representations. A recent statement by Fischbein and
Schnarch (1997) refers to this approach: “If students can learn to
analyze the causes of the conflicts and mistakes, they may be able
to overcome them and attain a genuine probabilistic way of think-
ing.” Furthermore, many recent research programs in probabilis-
tic and statistical education emphasize that it is important for stu-
dents to construct their own knowledge and develop probabilistic
and statistical concepts through the use of active learning.

Finally, one can get worried about the generalisability of the re-
sults obtained from a precisely defined script when it is well
known from the analogical transfer literature how much “cover
stories” or semantic contexts can affect transfer. The issue of trans-
fer of learning from one situation to another is of perennial inter-
est to psychologists. Results could be interpreted within the
framework of a general mechanism which is increasingly recog-
nized as playing an important part in cognitive activity: analogical
processing. A lot of experimental evidence in psychology has
shown that the frequency of the use of analogy is due to its heuris-
tic and economical nature which allows people to make “mental
leaps” (Holyoak & Thagard 1995) between different domains, and
to interpret a new situation in terms that transform the newness
into a well-known situation. Usually analogical processing is stud-
ied in an experimental paradigm in which a “source” situation (so-
lutions in problem-solving or a set of knowledge in a domain) is
taught to the participants before testing their behavior within a
“target” situation (the new problem or new domain). It is com-
monly accepted that one may describe this process as a compari-
son mechanism which allows people to recognize and infer simi-
larities between situations. When a subject has to solve a new
situation in which no source situation is given, he uses his own
source analogue evoked or activated by the (semantic) context of
the new situation.

Much recent research focusing on the conditions under which
transfer occurs or fails to occur between two domains shows that
transfer often fails to occur. Indeed, subjects most often have dif-
ficulty in using a source problem to solve either a close or distinct
variant of this problem. In this context Robertson (2000) indicates
the beneficial effect of providing an explanation at a level of gen-
eralisability sufficient to allow the subjects to adapt the procedure
to suit the target problem. Even if the perspective of the experi-
ment is “to give participants a chance to adapt to the environment,
that is, to accrue experience with the experimental setting and
procedure,” such an approach can be an attractive alternative to
the use of repeated trials of the same particular situation. Rather
than acclimatizing subjects to a specific task with a precisely de-
fined script, we may attempt to act upon the cognitive represen-
tations and to give subjects the opportunity to learn processes suf-
ficiently general to be transferable to a whole class of situations.

In partial defense of softness

Daniel S. Levine
Department of Psychology, University of Texas at Arlington, Arlington, TX
76019-0528. levine@uta.edu
www.uta.edu/psychology/faculty/levine

Abstract: The authors wish that the psychology of human decision mak-
ing should borrow methodological rigor from economics. However, unless
economics also borrows from psychology this poses a danger of overly lim-
iting the phenomena studied. In fact, an expanded economic theory
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should be sought that is based in psychology (and ultimately neuroscience)
and encompasses both rational and irrational aspects of decision making.

Hertwig and Ortmann’s (H&O’s) goal is to increase the amount of
methodological rigor, and therefore robustness of results, in psy-
chology, particularly the psychology of human decision making. In
some aspects of this science they see a greater rigor coming from
experimental economics and seek to expand the influence of eco-
nomics on the design of experiments in psychology. Certainly a
greater and more cooperative dialogue between the two fields will
provide many benefits to both. Yet if this influence is only in one
direction, there is a danger that the phenomena to be studied will
be overly limited. There also needs to be a continuing and ex-
panding influence of psychology on the development of economic
theory.

In particular, we need to work toward a theoretical under-
standing of human behavior which encompasses both optimal and
nonoptimal behavior; both one-shot and repeatable behavioral
phenomena; and both heuristic-driven and rationally planned de-
cision making. All these types of behavior are part of the human
experience, and all are rooted in the way our brains are organized
and learn from experience. Hence, psychology will increasingly
build its theoretical foundations under the influence of neuro-
science (see Gazzaniga 1995), neural network theory (see Levine
2000; Martindale 1991; Reed & Miller 1998), and dynamical sys-
tems (see Abraham et al. 1990). Since economic behavior is sub-
ject to the same influences as other types of behavior, these chang-
ing foundations of theoretical psychology are likely to have
increasing influence in economics, not only on the design of eco-
nomic experiments but on the foundations of economic theory it-
self.

For example, the authors cite much evidence that repetition of
trials, performance feedback, and financial incentives frequently
reduce many of the forms of decision making irrationality that
Tversky and Kahneman have popularized, such as preference re-
versals, base rate neglect, violations of Bayes’s rule, and the use of
heuristics such as representativeness. Yet these results argue not
for the unimportance of such irrationalities but for their context
dependence. This is because a large number of economic deci-
sions are made under time pressure, without the benefit of feed-
back, or under confusing and uncertain incentives, as pointed out
by Thaler (1987) whom the authors cite. Such hurried or one-shot
decisions are made both by professional investors (see Shefrin
2000) and by average consumers; an example of the latter is the
preference reversal between Old Coke and New Coke going from
controlled taste tests to the actual market (which has been mod-
eled in a neural network by Leven & Levine 1996). In particular,
the Coke example addresses the observation of Roth (1995), cited
by the authors, that “the question of actual versus hypothetical
choices has become one of the fault lines that have come to dis-
tinguish experiments published in the economics journals from
those published in psychology journals” (p. 86).

I agree with H&O that psychological data have frequently been
used to justify a form of cynicism about human rationality in eco-
nomic decisions, and that this cynicism is misguided. As they say
in the target article, “People’s performance in early trials . . . does
not necessarily reflect their reasoning competence in later trials.”
Indeed, the “irrationality” results of Tversky and Kahneman
(1974; 1981) and many others can be used to argue that people
have stronger reasoning capacities than they appear to show un-
der time pressure or other forms of stress (see Leven & Levine
1995, for such an argument). The often cited work of Cosmides
and Tooby (1996) showing that humans are good at Bayesian rea-
soning if the context is structured to encourage it points in the
same direction.

Yet this argument can only be made effectively within an eco-
nomic theory that is psychologically based; that is, one that incor-
porates both rational and nonrational influences, including the in-
fluences of emotion, habit, and novelty. This needs to be a theory
that transcends the cultural assumptions that reason is superior to

emotion and encompasses both the destructive and the produc-
tive influences of emotion and intuition. It will be a far different
kind of “economic theory” than that the authors discuss in the tar-
get article: “most economics experiments test economic theory,
which provides a comparatively unified framework built on maxi-
mization assumptions (of utility, profit, revenue, etc.) and defines
standards of optimal behavior.” It will, as per H&O’s prescriptions,
not discard repeatable economic phenomena or those subject to
feedback but embed them in a larger framework built on knowl-
edge of the human brain. It will subsume current mainstream eco-
nomic theory much as relativistic mechanics subsumes Newton-
ian mechanics.

What forms of experiments make the best tests of such a psy-
chologically based economic theory? The current mainstream
type of economics experiments, involving financial incentives and
scripts, certainly form part of the data base required. Yet so do
other types of experiments that involve studying the way people
actually make economic decisions, without prompting and with-
out feedback. Clearly, as the authors suggest, the two disciplines
have much to learn from each other. Yet the polarization between
“soft,” “psychological” and “rigorous,” “economic” approaches is
just as silly as other polarizations in the study of behavior, such as
nature versus nurture. Only a dynamical scientific theory that
bridges both will yield answers that are genuinely predictive and
applicable to real-life situations.

We should not impose narrow restrictions 
on psychological methods

Michael Maratsos
Institute of Child Development, University of Minnesota, Minneapolis, MN,
55414. marat001@tc.umn.edu www.umn.edu

Abstract: Hertwig and Ortmann suggest greater standardization of pro-
cedures in experimental psychology to help with problems of replicability
and consistency of findings. It is argued that, (a) this view is inconsistent
with their other interesting proposals, and (b) heterogeneity of method is
appropriate in psychology.

Hertwig and Ortmann (H&O) skilfully argue for a number of spe-
cific proposals: in decision-making studies, they suggest more use
of high-practice, high-knowledge studies; more role-taking stud-
ies; a greater specification of theoretical targets in the real-life sit-
uations used for these variations. More generally, they propose a
minimal use of deception.

But throughout the course of their argument, they also suggest
that experimental psychologists need to do as experimental econ-
omists have done: that is, narrow the variations in their proce-
dures. This argument appears to reach far beyond studies of deci-
sion-making, as general remarks about “soft psychology,” clinical
psychology, and highly general figures in the history of psychology
are cited.

Their own suggestions about decision-making studies, however,
seem to contradict this goal. Mostly what they suggest would lead
to greater variety in psychological work, compared to current
practices: more role-playing studies, more use of contingent pay-
ment, more use of high-practice, repeated-trial, high-knowledge
conditions, more tailoring of procedures to carefully thought-out
real world target behavior and theory domains. It is true they sug-
gest that contingent versus noncontingent payment be adopted as
a standard independent variable. Their suggestion that studies be
carefully tailored to their real-world target behaviors implies that
experimenters only use one procedure if it is relevant. They do not
strictly propose adding procedures not already in (rare) use. But
making rarely-used procedures relatively more common does in-
crease the variety of standard and therefore salient approaches.
Hence, I interpret their proposals as increasing variety, not de-
creasing it.
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The deeper issue is whether standard and narrow procedure re-
ally is the right way for psychological investigation. It probably is
not. Ernst Mayr (1988) in The history of biological thought argues
that in biological systems, attempts to treat biology and evolution
as though they were physics generally fail. Basic physics empha-
sizes a very few principles operating in standard ways. But the ma-
jor characteristics of biological systems and development, and
evolution itself, arise from the diversity of adaptive mechanisms
and circumstances. A few general principles, like the nature of
DNA, have general importance. But breaking down how things
work in practice in species’ physiology, neurology, behavior, and
evolutionary development, typically require awareness of, and at-
tention to, system and behavior diversity. Attempts to operate like
physics typically divert thought from this diversity, and therefore
take a wrong track.

Human psychology, a biological system, shows this same char-
acteristic of diversity of behaviors and systems in diverse situa-
tions. This requires from investigators a willingness to be flexible
in pursuing knowledge of different types of psychological behav-
iors and systems. Attempting to put everything into the same nar-
row methodology and procedure is essentially incorrect, though it
may be correct in highly constrained subjects of study (like psy-
chophysics).

Then, it is complained that findings are difficult to replicate, or
vanish with minor variation. Here, first of all one may hope that
the study of why these variations occur can itself contribute more
valuable knowledge. Further, what if this changeability represents
human functioning as it actually is? There is, in fact, a converse
danger that in narrowing how we study things to a very constrained
set of procedures, we may construct a “fairy tale” depiction of hu-
man life, one more “consistent” and replicable than human life re-
ally is across its variety of situations. American behaviorists in ef-
fect constructed such a fairy tale for themselves, which eventually
had to be broken down. If diverse adaptive mechanisms, respon-
sive to variations in situations, is a key aspect of human life (as
seems likely), simply dispensing with anything that relieves us of
this central – if investigatively annoying – fact, is contrary to sci-
entific truth. And indeed there are good reasons that “soft” areas
of psychology, typically relevant to behaviors and beliefs that are
the most responsive to variations in culture and situation, would
show this characteristic most of all.1

Obviously the above arguments may be negotiated on a case-
by-case basis, to make our work as scientists more practicable.
(More space would permit examples here.) But again, if making
life more “practicable” becomes our central goal, the induced dis-
tortions will probably make us in some deeper sense more igno-
rant, not less, given the human psychology we are dealing with. As
noted above, H&O really seek to introduce more diversity of stan-
dard practice, not less, even in the limited domain of decision be-
havior. In this, their basic instincts about increasing knowledge
fortunately predominate over their desire for a neater method-
ological world.

NOTE
1. And indeed, even worse would be the constraint of psychological

method itself to “true” experimental method, as many psychologists seem
to desire. Given all the central matters that cannot at all be studied in lab-
oratories for ethical and resource reasons, this is absurd. In the scientific
laboratory, can we give people conditions traumatic enough to elicit denial
or repression? Can we make up new cultures, lived in for years, to see how
people’s behavior develops? Rhetorical questions.

Choice output and choice processing: 
An analogy to similarity

Arthur B. Markman
Department of Psychology, University of Texas, Austin, TX 78712.
markman@psy.utexas.edu
www.psy.utexas.edu/psy/faculty/markman/index.html

Abstract: The target article suggests that many practices of experimental
economists are preferable to those used by psychologists studying judg-
ment and decision making. The advantages of the psychological approach
become clear when the focus of research shifts from choice output to
choice processes. I illustrate this point with an example from research on
similarity comparisons.

Output and processing. The target article suggests that the ex-
perimental procedures followed by experimental economists are
often to be preferred to those used by psychologists. These pro-
cedures are likely to decrease variability in choices, to lead to
highly motivated participants, and to minimize participants’ sus-
picions about the experimental situation. The authors suggest that
many conflicting findings in the judgment and decision making lit-
erature may be a function of differences in the experimental
methods used by researchers.

One reason for the variability in studies of judgment and deci-
sion making is that studies focus on choice output rather than on
choice processing. That is, the dependent measures of these stud-
ies consist primarily of choices of one of a set of options or judg-
ments about some situation. Choice output is variable, because
different participants are likely to adopt very different goals in an
experimental situation. Unless the experimental situation is nar-
rowly defined in a way that constrains people’s goals (as in many
studies in experimental economics), there is likely to be significant
variation in performance across participants.

An alternative approach to decision making research focuses on
choice processing (e.g., Payne et al. 1993). This approach assumes
that variability in choices masks conformity at the level of the pro-
cesses people use to make choices. To illustrate this point, I first
draw a brief analogy with research on similarity comparisons.
Then, I explore why techniques from experimental psychology are
better suited to the study of choice processing than are methods
from experimental economics.

The analogy with similarity. Until the early 1990s, the domi-
nant method for studying similarity was to present people with
pairs of items and ask them to assess their similarity through tasks
like ratings. Models were then developed to account for these sim-
ilarity ratings. These models typically involved multidimensional
similarity spaces (e.g., Shepard 1962) or featural representations
of objects (e.g., Tversky 1977).

A drawback of these models was that it was difficult to capture
the effects of context on similarity comparisons. The prevalence
of context effects in similarity judgments led Tversky (1977) to re-
ject spatial models as good explanations for patterns of similarity
judgments. A similar logic was used in later studies to create pat-
terns of data that featural models could not explain (e.g., Gold-
stone et al. 1991).These context effects typically involve cases in
which particular types of properties are more important to simi-
larity judgments in some cases than in others.

Later research on similarity comparisons skirted the influence
of context effects on similarity judgments by focusing on the pro-
cesses people use to make comparisons rather than on the simi-
larity judgments themselves (Gentner & Markman 1997; Medin
et al. 1993). This work suggests that similarity comparisons involve
a comparison of structured representations in which people seek
matching relational structures in two domains.

The stability of the underlying processes has had two salutary
effects on research in similarity. First, it has led to considerable
agreement across research groups about the appropriate way to
model similarity behavior (e.g., Falkenhainer et al. 1989; Hummel
& Holyoak 1997). Second, it has led to the application of these ap-
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proaches to similarity to other cognitive processes that involve
comparisons (e.g., Zhang & Markman 1998).

There is a similar shift occurring in the study of judgment and
decision making. The discipline of consumer behavior focuses on
the way people make choices of consumer products (Jacoby et al.
1998). Unlike experimental economics and behavioral decision
theory, this research is not focused on issues of the optimality of
choices (an output concern). Instead, consumer behavior explores
the processes used to make choices and the way those processes
are affected by task factors such as the information available and
the level of involvement of the consumer.

Processing and methods. I contend that the methods of ex-
perimental psychology are more valuable for the study of choice
processes than are the methods of experimental economics. To
make this point, I take research on consumer behavior as a case
study. First, I briefly consider the four aspects of experimental sit-
uations discussed in the target article. Then, I discuss some addi-
tional points not considered in the target article.

First, consumer behavior relies on participants’ prior exposure
to consumer products and choice to provide stability in the task
environment. In a typical study, participants are given information
about consumer products. For most participants in experimental
research (e.g., college undergraduates), this is a familiar situation.
In this familiar situation, there need not be extensive repetition of
trials. Indeed, analyses of people’s choices from UPC scanner data
suggest that most repeated choices (in supermarkets) are simply
repetitions of choices made previously in the same situation
(Guidagni & Little 1983). Thus, there is little value in looking at
repeated trials.

The issue of participant motivation is a variable that is explicitly
considered by researchers in consumer behavior. While monetary
payments are rarely used, manipulations of participant involve-
ment may be instantiated through instructions or through individ-
ual differences in personality variables (e.g., Johar, 1995). Finally,
because participants are placed in a familiar task environment in
which they are evaluating consumer products, there is often less
suspicion of the experimental situation than there would be in
other experimental situations. Consistent with the suggestions in
the target article, it is possible to carry out many studies in con-
sumer behavior without deception.

Where experimental psychology has an advantage over experi-
mental economics is in the wealth of techniques for studying on-
line processing. Studies may explore a range of behaviors in addi-
tion to choices. For example, recall information about choice
options and retrospective verbal protocols may be collected. More
elaborate process tracing methods include the Mouselab para-
digm (a computerized information board; see Payne et al. 1993)
and eye tracking (Russo & Dosher 1983).

Finally, by exploring decision making as a process, people’s
choice behavior can be unified with the rest of psychology. Rather
than treating decision making as a separate area of research, con-
sumer behavior looks at the role of memory, comparison, catego-
rization, and other fundamental cognitive processes on decision
making. This approach holds promise to provide a more stable
view of judgment and decision making behavior.

Participant skepticism: 
If you can’t beat it, model it

Craig R. M. McKenzie and John T. Wixted
Department of Psychology, University of California, San Diego, La Jolla CA
92093-0109. {cmckenzie; jwixted}@ucsd.edu
www.psy.ucsd.edu/{~mckenzie; ~jwixted}

Abstract: For a variety of reasons, including the common use of decep-
tion in psychology experiments, participants often disbelieve experi-
menters’ assertions about important task parameters. This can lead re-
searchers to conclude incorrectly that participants are behaving non-

normatively. The problem can be overcome by deriving and testing nor-
mative models that do not assume full belief in key task parameters. A real
experimental example is discussed.

Hertwig and Ortmann (H&O) raise several important issues that
need to be considered by psychologists, especially those who study
judgment and decision making. Our commentary focuses on the
widespread use of deception in psychology experiments. H&O
point out that suspicious participants behave differently from trust-
ing ones. Not mentioned by the authors, however, is that this can
be especially problematic in tasks that compare participants’ be-
havior to a normative standard, like those often used in judgment
and decision making, because differences between behavior and
the normative response are often interpreted as errors. A critical as-
sumption in attributing errors to participants is that they fully be-
lieve the assumptions underlying the purported normative re-
sponse (e.g., that the options are truly mutually exclusive and
exhaustive, or that the observations are truly randomly sampled).
Skepticism about task parameters – skepticism that is justified,
given that participants are often deceived – can lead to a different
normative response than assumed by the experimenters. This prob-
lem can be overcome, however, by deriving and testing normative
models that do not assume full belief in important task parameters.
We provide a real experimental example to illustrate our point.

Recently, we have examined the relationship between confi-
dence in two widely used tasks in psychology: Yes/no and forced-
choice tasks (McKenzie et al. 2000; 2001). Both tasks are routinely
used in studies of perception, categorization, memory, and judg-
ment and decision making. For example, imagine reporting con-
fidence in the truth of two general knowledge statements pre-
sented sequentially: (A) The population of the U.S. is greater than
265 million. (B) Sophocles was born before Socrates. Assume that
you are 80% confident that A is true and 40% confident that B is
true. You are subsequently informed that one of the statements is
true and one is false. That is, the task has changed from yes/no for
each of A and B to forced-choice involving both A and B. Now,
how confident would you be that A is true? That B is true? How
confident should you be? Assuming that confidence in A and con-
fidence in B at the yes/no stage (c[A] and c[B], respectively) are
independent, the normative level of confidence in A at the forced-
choice stage (c[A,B]) is the following:

c(A,B) 5 c(A)[1 2 c(B)]/{c(A)[1 2 c(B)] 1 c(B)[12 c(A)]}

Using the above example, confidence in A should increase from
80% to 86% and confidence in B should decrease from 40% to 14%.

McKenzie et al. (2001) tested the normative model and three
descriptive models by asking participants to report their confi-
dence in general knowledge statements presented individually,
and then again when they were arranged in pairs. Participants
were told that one statement in each pair was true and one was
false. Results from two experiments showed that the normative
model did not fare well. In particular, participants’ forced-choice
confidence reports were not extreme enough; they tended to fall
somewhere between the normative forced-choice response and
their reported yes/no responses. A descriptive model indicating
that confidence in the non-focal statement was underweighted
tended to perform best. That is, confidence in B did not have
enough impact when reporting confidence in A at the forced-
choice stage (McKenzie 1998; 1999).

McKenzie et al. (2000) pursued a possible explanation of why
confidence in the non-focal alternative was underweighted:
Maybe participants did not fully believe that the two statements at
the forced-choice stage were mutually exclusive and exhaustive,
despite being told so. Indeed, participants are sometimes told that
options are mutually exclusive and exhaustive when in fact they are
not (e.g., Glanzer & Bowles 1976; Wixted 1992). The authors de-
rived a new normative model (the “trust model”) that does not as-
sume that the forced-choice items are believed to be mutually ex-
clusive and exhaustive. The only free parameter in the trust model
is the participants’ perceived reliability, r, of the experimenter:
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rc(A)[1 2 c(B)]1(1 2 r)c(A)c(B)
c(A,B) 5

r{c(A)[1 2 c(B)] 1 c(B)[1 2 c(A)]} 1 (1 2 r){c(A)c(B)
1[1 2 c(A)][1 2 c(B)]}

The equation provides the Bayes-optimal forced-choice confi-
dence in A, given r, which is assumed to range between 0.5 and 1.
When r 5 0.5, experimenter reliability is at a minimum, and
c(A,B) 5 c(A). This is as it should be because the experimenter’s
claim that the forced-choice options are mutually exclusive and ex-
haustive is seen as completely uninformative and hence confi-
dence in A remains unchanged. When r 5 1, the experimenter is
believed completely, and it is easy to see that the trust model re-
duces to the normative model provided earlier. When 0.5 , r
, 1, the experimenter is seen as somewhat reliable, and confi-
dence will fall somewhere between c(A) and the normative re-
sponse provided earlier.

In an experiment using a visual identification task, McKenzie et
al. (2000) found that, among the four models tested (all with one
free parameter), the trust model performed best (with its free pa-
rameter, r, equal to 0.85, indicating that participants as a group did
not find the experimenter perfectly reliable). In addition, when
participants were asked at the end of the experiment whether they
believed that exactly one statement was true when reporting con-
fidence at the forced-choice stage, about 40% expressed at least
some doubt. We found this percentage surprisingly high, espe-
cially given that we had taken extra care to ensure that participants
believed the information. (Participants were not allowed to pro-
ceed to the forced-choice stage unless they verbally expressed to
the experimenter that they understood that exactly one statement
in each pair was true.) Furthermore, when the trust model was fit
separately to subgroups of participants: those who did versus those
who did not report fully believing the information, r was much
higher for the former subgroup (0.94 vs. 0.80). The second ex-
periment manipulated participants’ degree of belief that the
forced choice items were mutually exclusive and exhaustive and
found similar results. Thus, the fact that the traditional normative
model did not fare well in the original experiments reported by
McKenzie et al. (2001) can be almost entirely accounted for by the
fact that at least some participants did not fully believe that the
forced-choice items were mutually exclusive and exhaustive, de-
spite being told so.

The trust model’s larger implications may be considerable. The
idea that participants might not fully believe experimenters’ as-
sertions about task parameters is not one that is usually taken into
consideration in experiments designed to assess whether partici-
pants behave in a normative manner. Often, such studies lead to
the conclusion that participants behave non-normatively, just as
those of McKenzie et al. (2001) did. For example, Kahneman and
Tversky (1973) argued, using results from their well-known
lawyer-engineer problem, that participants were committing a
normative error by severely underweighting base rates when re-
porting subjective probabilities. However, Gigerenzer et al. (1988)
disputed that conclusion because a key assumption underlying the
normative model – that the observations on which the subjective
probabilities were based were randomly sampled – was merely as-
serted by the experimenters (and was untrue). If participants did
not believe the assertion, then calling the subsequent responses
“errors” would be misleading. Gigerenzer et al. made random sam-
pling more believable to participants by having them draw the ob-
servations themselves from urns, which resulted in subjective
probabilities closer to the normative response. Gigerenzer et al.’s
approach to participant skepticism was to try to eliminate it. How-
ever, the results of McKenzie et al. (2000) indicate that this is not
sufficient. Some participants will still be skeptical. (Again, the
skepticism would be justified: Gigerenzer et al.’s “random sam-
pling” was illusory.) McKenzie et al. (2000) took the additional
steps of deriving and testing a normative model that took into ac-
count participants’ degree of belief in an important task parameter.
Note that, in theory, the same could be done for the base rate task.

Regardless of whether or not one agrees with H&O’s prescrip-
tions regarding the use of deception, it should be kept in mind
that, even if deception were completely eliminated today, partici-
pants’ skepticism would continue. Such skepticism can be mini-
mized (the first author of this commentary has considered putting
a “guarantee” on his laboratory wall, with a picture of his smiling
face and the claim, “No deception or receive double your experi-
mental credit or pay”), but it probably cannot be erased com-
pletely. Accepting that participant skepticism is an important (and
tractable) variable in laboratory experiments, especially those that
compare behavior to a normative standard, will lead to more ac-
curate – and interesting – accounts of human behavior.

Theorize it both ways?

Tim Rakow
Department of Psychology, University of Essex, Colchester, Essex, CO4
3SQ, United Kingdom. timrakow@essex.ac.uk

Abstract: Psychologists’ lack of methodological uniformity reflects their
greater breadth of enquiry than experimental economists. The need for a
theoretical understanding of one-shot decisions validates research under-
taken without the repetition of trials. Theories tested only with financial
incentives may not reliably predict some classes of decision such as those
involving health. Undue emphasis on the importance of replication risks
the proliferation of theories with limited generalizability.

Hertwig and Ortmann (H&O) quite reasonably point to the di-
versity of purpose among psychologists as one explanation for the
range of methodological practices among psychologists investi-
gating decision making. Their critique that this provides no justi-
fication for a failure to consider the impact of variation in experi-
mental practice seems similarly reasoned. However, this broader
range of reasons that psychologists have for conducting experi-
ments can be seen to lie behind some of the potential strengths in
their approach that are not highlighted in the target article.

With respect to the repetition of trials, it is easy to see how the
economists’ primary interest in equilibrium behavior results in
their fairly uniform experimental practice. However, psychologists
need not be ashamed that they also have an interest in one-shot,
first-shot, or not-very-many-shots decisions. In fact, not least
among the good reasons for determining the impact of feedback
is that there are many situations where feedback is limited and de-
cisions are taken long before some equilibrium point is, or can be,
reached. Our courts operate with jurors who have not previously
served in that capacity, and our hospitals are staffed with young
doctors who cannot always “familiarise themselves with all the
wrinkles of the unusual situation” in which they are placed. Econ-
omists may have grounds for claiming that many counter exam-
ples to economic theory arise out of a lack of feedback in experi-
mental studies. However, there is surely a place for a theoretical
appreciation of non-equilibrium decisions. Thus, while H&O put
forward a methodological challenge to examine the impact of the
repetition of trials, there is a corresponding theoretical challenge
to “theorize it both ways.”

With respect to financial incentives, economists’ uniformity in
experimental practice follows naturally from their primary inter-
est in maximising wealth, profit or utility. Psychologists’ more di-
verse interests, which further include the structure and process of
judgements and decisions (Svenson 1996), may well mean that
they are prone to lose sight of performance when these other an-
alytical components are to the fore. This shifting focus may be an
additional reason for the diversity in practice noted by H&O.
Without doubting the value in understanding how incentives af-
fect performance, again psychologists need have no shame that
their interests extend beyond what choices are made, to how and
why these decisions are taken. Further to this, it would be helpful
to examine whether financial incentives are always a suitable
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“marker” or “metric” for the utility of choices. For instance, eco-
nomic theories of utility maximisation are frequently applied to
health care decisions. However, people readily recognise scenar-
ios involving life expectancy and money as distinct classes of deci-
sion, and how they categorize decisions is seen to be related to
their preferences (Chapman & Johnson 1995). The parameters of
decisions involving health (such as temporal discount rates) can be
quite different from those involving money (Chapman & Elstein
1995). Furthermore, contrary to predictions that might be made
on the basis of experiments with financial incentives, people can
be reluctant to trade or gamble life expectancy for improved qual-
ity of life (Stiggelbout et al. 1996). Thus, there is the possibility
that an understanding of some classes of decision are best served
by experiments involving non-financial incentives.

H&O express the concern that methodological diversity makes
replication harder. However, if experimental economists’ unifor-
mity of practice improves their chances of replicating results, this
may be at the expense of the generalizability of theories. Restrict-
ing the variation in experimental practices restricts the range of
conditions under which a theory is tested. Of course, this may of-
ten reflect that the theory was conceived under strict assumptions.
Nonetheless, this exposes the experimenters’ endeavors to a num-
ber of threats to construct validity such as mono-operation bias,
mono-method bias, or restricted generalizability across constructs
(Cook & Campbell 1979). The danger is that theoretical con-
structs are “underrepresented,” limiting the application of the the-
ory to a narrow set of situations. The failure to replicate findings
in different settings can reflect that a theory has “bitten off more
than it can chew” – but that is a lesson we can learn from. Con-
versely, if in our desire to replicate results we limit the breadth of
our enquiry, we are in danger of developing malnourished theo-
ries which permit only slow progress.

In summary, there is a sound theoretical rationale for diversity
in experimental practices. Namely that diversity in research prac-
tice supports the exploration of a range of phenomena under dif-
ferent conditions, without which theories are in danger of having
limited coverage or application. To this end, the systematic varia-
tion of experimental methodology (as proposed by H&O) seems
far preferable to either the restriction of methodological variation
or to non-systematic experimental variation.

The game-theoretic innocence of
experimental behavioral psychology

Don Ross
School of Economics, University of Cape Town, Rondebosch 7700, South
Africa. dross@humanities.uct.ac.za
www.commerce.uct.ac.za/economics

Abstract: Hertwig and Ortmann imply that failure of many behavioral
psychologists to observe several central methodological principles of ex-
perimental economics derives mainly from differences in disciplinary cul-
ture. I suggest that there are deeper philosophical causes, based (ironi-
cally) on a legacy of methodological individualism in psychology from
which economists have substantially cured themselves through use of
game theory. Psychologists often misidentify their objects of study by try-
ing to wrench subjects out of their normal behavioral contexts in games.

An economist reads Hertwig and Ortmann’s (H&O’s) report on
the methodological practices of behavioral psychologists with ini-
tial incredulity. It is difficult to imagine scientists doing behavioral
experiments and hoping for both reliability and replicability with-
out scripts or familiarization regimes or clear incentives for sub-
jects. This astonishment likely depends, however, on an assump-
tion that these psychologists are studying the same sorts of
problems we are, and with the same explanatory ends in view. I
have no general quarrel with H&O’s analysis or their conclusion.

They are substantially correct that because experimental econo-
mists, unlike psychologists, have not been able to take the appro-
priateness of behavioral experimentation for granted within their
own disciplinary milieu, they have had to be more self-conscious
about their methods. Nevertheless, there are at least two broad is-
sues here, one epistemological and one related to policy-related
motivations for research, that the authors do not directly address.

H&O rightly note that “the appropriateness of a design depends
crucially on what aspects of behavior and cognition a given theory
is designed to capture.” They claim, also correctly, that “many . . .
psychological judgment and decision-making theories are not ex-
plicit about the kind of behavior they target – first impressions,
learning, or equilibrium behavior – and also do not explicate how
feedback and learning may affect it.” If psychologists tend to be
less explicit than economists about these things, though, perhaps
we might be charitable and ask about the extent to which their
general epistemological targets and assumptions are taken to be
reasonably implicitly clear – and implicitly clearly different from
those of a typical economist.

Cognitive psychologists work mainly within a framework that
assumes a “normal” baseline of competences. This norm may be
biological and pre-social; that is, they are sometimes wondering
about the functional characteristics of the natural, genetic equip-
ment with which people confront the world prior to acquisition of
the repertoire of problem-solving routines encapsulated in their
particular cultures. On other occasions, they presuppose a matu-
ration threshold that may incorporate some sort of generic cultural
input, but imagines leaving the task of specific local cohort con-
tributions to sociologists and anthropologists. Now, to the extent
that these assumptions guide psychological practice, that practice
may be subject to the critique of Tooby and Cosmides (1992) that
it implicitly posits overly general learning mechanisms, with re-
spect to which the relative contributions of nature and nurture –
or, more precisely here, individual competence and cultural com-
petence – can be factored out. But this critique is distinct from
H&O’s. An interest in “baseline” individual competence, encour-
aged by the traditional basis for distinguishing between psychol-
ogy and sociology, can explain, even if it does not in the end jus-
tify, reluctance to worry about learned behavior at equilibria that
may be path-dependent within particular cultures. This point ap-
plies in a fairly obvious way to the absence of familiarization
regimes in psychological experiments noted by the authors, but it
is also relevant to the relative paucity of scripts. The roles around
which scripts are cast may presuppose conventional selections of
equilibria and their associated strategy mixes in populations,
whereas the psychologist may take herself to be seeking the “nat-
ural” strategies that subjects tend to use just when the signals and
cues that pick out their local equilibrium strategies are missing.
Again, standard psychological methods might not be well adapted
to finding these strategies; the point is merely that failure to use
scripts and protocol familiarization is not inexplicable, and need
not be a product of mere sloppiness, disciplinary inertia, or some
other aspect of mere disciplinary culture.

This epistemological point is closely related to one concerning
policy-related motivations. Economists are typically concerned
with promoting predictions of responses to shifts in incentive
landscapes. To this extent, they want to know how a particular pop-
ulation, given the conjunction of its members’ genetic compe-
tences and their conventional equilibrium strategies, will react to
exogenous changes in incentivizing parameters. A psychologist is
more likely to be hoping to find, and perhaps measure, extents to
which individual biases will produce statistical departures from
the predictions of rational-agent (both folk and scientific) frame-
works. This may explain the relative infrequency of use of mone-
tary incentives in psychology, since these will tend automatically
to pull subjects into strategic mode, and this may be exactly what
the psychologist’s interests imply discouraging.

These points may well deepen H&O’s critique, implying a con-
fused fundamental epistemology and metaphysics of behavior on
psychologists’ part in addition to a shallower lack of methodolog-
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ical self-consciousness. For people are no more “natural,” as
agents, when they are confused by the absence of equilibrating
cues (including, then, social roles as represented in scripts, and 
social learning, and price signals), than they are in a “natural” etho-
logical state when they are naked. Many psychologists may be us-
ing (roughly) the right methodology to study a kind of phenome-
non – the human agent wrenched out of any well-defined game –
that naturally occurs only under unusual circumstances in which
all decision-problems are purely parametric. Of course, this very
kind of strange situation – Robinson Crusoe alone on his island –
was just where economists came in to begin with, and what game
theory has been moving them away from over the past few years.
Perhaps we should not be surprised if psychologists are trailing a
bit behind in this respect. If I am right, however, there is an in-
teresting irony here. Economists are regularly criticized for carry-
ing methodological (“metaphysical” would be the more appropri-
ate word in the typical context of debate) individualism to silly
extremes. The game-theoretic perspective, however, is a deep
cure for this, since its fundamental objects of study are sets of be-
havioral strategies, and individual intentions and competences slip
inside black boxes. I am not sure that H&O quite intend to be rec-
ommending that psychologists shake off their individualism and
get with the game theory program; but I have tried to suggest that
they should be read that way, and that so read they are right.

Form and function in experimental design

Alvin E. Roth
Department of Economics and Harvard Business School, Harvard University,
Cambridge, MA 02138. Al_roth@harvard.edu
www.economics.harvard.edu/~aroth/alroth.html

Abstract: Standard practices in experimental economics arise for differ-
ent reasons. The “no deception” rule comes from a cost-benefit tradeoff;
other practices have to do with the uses to which economists put experi-
ments. Because experiments are part of scientific conversations that
mostly go on within disciplines, differences in standard practices between
disciplines are likely to persist.

As an experimental economist who finds much to admire in ex-
perimental psychology (and has sometimes published in psychol-
ogy journals and experienced the different expectations of refer-
ees and editors in the two disciplines), I read Hertwig and
Ortmann (H&O) with lively interest. Although I am not sure that
the use of “scripts” is common in economics experiments, I can
confirm from experience (e.g., as coeditor of the Handbook of
experimental economics, Kagel & Roth 1995) that economists do
indeed almost universally use performance-based monetary in-
centives, frequently examine repeated trials with feedback, and
almost never use deception. I recognize the benefits to experi-
mental economics that H&O associate with some of these exper-
imental methods. I also think both economics and psychology reap
considerable benefits by allowing experimenters flexibility. In ex-
perimental design, form follows function, and different design
practices reflect some of the different uses to which experiments
are put. In this connection, I think economists might also profit by
making more use of some practices from psychology.

Let me start with an anecdote about the different perceptions
of deception. When I was setting up a new lab, I met with a re-
search administrator, a psychologist. One of my colleagues men-
tioned that economists do not use deception, and the administra-
tor looked to me, in puzzlement. I said economists believed a
reputation for non-deceptive practices was a public good; that if
we started to use deception, this might cause changes in subject
behavior and make experiments harder to interpret. The admin-
istrator replied, with apparent relief, “I knew economists wouldn’t
object to deception on ethical grounds.”

This practical concern may have different implications for psy-

chologists and economists, given that economists do not have a
long history of interesting uses of deception in experiments, while
psychologists do. It is difficult to get large, diverse groups to pro-
vide public goods, especially once there is a history of free riding.
Particularly for the public good “no deception,” even if all psy-
chologists stopped using deception tomorrow, the fact that im-
portant experiments using deception are taught in introductory
classes might mean the benefit from this change would be long in
coming, since psychology students would remain suspicious for a
long time. But the costs would be immediate.

And there are costs, because there have been psychology ex-
periments that used deception to spectacularly good effect. For
example, the widely taught Milgram experiment would lose its
force if some subjects had not believed they were administering
dangerous shocks to an unwilling subject. (And even economists
might find ethical objections to the non-deceptive version of the
experiment in which they were.)

For economists, in contrast, the fact that deception is seldom
used and is received with hostility by referees and editors makes
the non-deceptive status quo easy to maintain. I tell students they
shouldn’t contemplate using deception unless they have a spectac-
ularly good reason. The tradeoff of private costs and public bene-
fits may thus be different for economists than for psychologists.

The other differences in experimental methods between disci-
plines often have to do with the different ways experiments, and
theories, can be used. The traditional use of experiments is to test
if theories are false, and a theory can be falsified with a single well-
chosen experiment. However, if the theory is intended to be a use-
ful approximation, valued for the accuracy of its predictions on
many, but not necessarily all domains, then the importance of a
falsifying experiment may be ambiguous. Economic theories are
mostly meant to be useful approximations, and many of the ex-
perimental practices in economics arise from the need to per-
suade other economists that the experiment is appropriate for
evaluating the usefulness of the approximation.

The choice of single or repeated trials is often made with this in
mind. For a task in which behavior changes substantially over re-
peated trials with feedback, implications for behavior outside the
laboratory will depend on judgments about the natural environ-
ment in which similar decisions may be taken. Are we trying to
predict the behavior of people with lots of experience at the task,
or of people who have little relevant experience? Which kinds of
experience are relevant? Economists (like psychologists) are in-
terested in behavior both in novel and in familiar situations.

Because economists are often interested in applying very gen-
eral theories over a wide domain, economic experiments are often
conducted in relatively abstract, context-free environments. If the
experiment tests a theory that predicts that players in a game tend
to play an equilibrium because they are highly rational, the best
evidence might come from an experiment in which there are no
cues to the subjects about how to behave except those strategic
features of the game that the theory predicts are important. In a
high context experiment, subjects might perform as predicted for
different reasons. But while abstract environments may be good
for testing the most general predictions of the theory, behavior in
abstract environments may not always be a good predictor of be-
havior in familiar environments. In this respect there is room for
economists to emulate psychologists by more frequently framing
experiments in natural contexts.

Monetary incentives started to to be fairly standard in econom-
ics experiments as early as the 1950s, to make clear the economic
structure of the experimental environment (cf. Kagel & Roth
1995; or Roth 1993). Even here, relying exclusively on purely
monetary incentives would miss some important phenomena.
Kahneman and Thaler, for example, showed that subjects who
were given a coffee mug valued it more highly than subjects who
had not been given one. To the extent that people treat posses-
sions differently from money, this would have been a hard effect
to observe if the only payoffs available to subjects had been mon-
etary. On the other hand, even when social incentives are the ob-
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ject of study, their importance is often clarified (at least to econo-
mists) when they can be seen to overcome contrary monetary in-
centives.

In summary, a good experiment is one that studies an interest-
ing question in a way that controls for the most plausible alterna-
tive hypotheses. Since “interesting” and “plausible” are in the eye
of the beholder, we can expect persistent differences in good ex-
periments across disciplines, despite the fact that we nevertheless
have a lot to learn from one another.

From old issues to new directions 
in experimental psychology 
and economics

Vernon L. Smith
Economic Science Laboratory, University of Arizona, Tucson, AZ 85721.
smith@econlab.arizona.edu

Abstract: The rhetoric of hypothesis testing implies that game theory is
not testable if a negative result is blamed on any auxiliary hypothesis such
as “rewards are inadequate.” This is because either the theory is not falsi-
fiable (since a larger payoff can be imagined, one can always conclude that
payoffs were inadequate) or it has no predictive content (the appropriate
payoff cannot be prespecified).

Scripts and rewards in the early years. From 1955 to 1965 cer-
tain founders of experimental economics included both psycholo-
gists (W. Edwards, S. Siegel, A. Tversky) and economists (R. Sel-
ten, L. Fouraker, V. Smith, J. Friedman). These researchers relied
on monetary rewards for motivation; some varied the rewards as
treatments; and they all used careful scripts to limit task ambigu-
ity. The excellent instructions and rigorous protocols pioneered by
Siegel set protocol standards – even much of the language – that
were later applied widely by experimental economists, but not
psychologists. Why the two communities have diverged is an im-
portant topic in experimental methodology that is explored in the
interesting essay by Lopes (1991), while the new understanding
contributed by Gigerenzer may hasten convergence. Psycholo-
gists must seek a deeper understanding of the observational phe-
nomena to which they attach names, such as framing, representa-
tiveness, anchoring, availability, and fairness.

Games theory, experiment, and the Duhem-Quine (D-Q) prob-
lem. At the heart of the Hertwig & Ortmann (H&O) target article
is the D-Q thesis: all tests of theory require auxiliary hypotheses
to implement them. Consequently, all falsifying outcomes can be
dismissed by arguing that it is the auxiliary hypotheses, not the
theory, that must be rejected. The faith of devout believers stands
unshaken, while the skeptics say, “We told you so.” The former, af-
ter seeing the outcome, seek a reinterpretation of what constitutes
an appropriate test; the latter seek new falsifying outcomes. Thus,
game theory often fails, based on the classic assumptions of dom-
inant strategy self-interested types, common “knowledge” of the
same, and backward induction. Here are a few examples of ex post
facto reinterpretations when tests of game theory fail.

Treatment protocol and/or context
Face-to face bargaining
Anonymous dictator, ultimatum, and other extensive form games
Same; any experiment
Same, but use advanced graduate students
Any experiment

Theory rescuing interpretation
Social context loses control over preferences
Reparameterize with other-regarding utility to fit the data
Unsophisticated undergraduates
All subjects need experience: repeat with new strangers after

each play
Payoffs too low

These are the “just so stories” of economic/psychological testing.
Taking seriously the last, most ubiquitous objection to falsifying
evidence, there are only two interpretations: (1) the theory cannot
be falsified; (2) the theory has no predictive content. (1) follows if,
for any increase in payoffs, the test is negative; then one can al-
ways imagine still larger payoffs, and argue that the payoffs were
inadequate. (2) follows if, after increasing payoffs sufficiently, the
test is positive; then the theory is sterile because it cannot pre-
specify the payoff conditions that enable successful testing. The
same logic applies if a falsifying outcome is rejected because the
subjects were insufficiently sophisticated. The theory forever lags
behind the empirical results, yielding what Lakatos calls “miser-
able degenerating research programmes.”

This undesirable state is a consequence of the rhetorical com-
mitment to falsificationist/predictive criteria. Why should we be-
lieve that we can construct falsifiable, predictive models by ab-
stract thought alone? If we have learned anything in 50 years of
experimental economics it is that real people do not solve strate-
gic decision problems by thinking about them the way we do. In
fact, we do not solve our own decision problems this way, except
in our publications. There isn’t time, it’s cognitively too costly; and
if the problem has really high stakes (the vast majority of daily de-
cisions have low stakes), we hire professionals.

All science lives in a sea of contradictory observations. Our task
should be to modify theory in the light of evidence, and aspire to
encompass suspected auxiliary hypotheses (stakes, subject sophis-
tication) explicitly into the theory to motivate new tests. If payoffs
matter, why? All theories “predict” optimal choice, however gen-
tly curved the payoff function. If results improve with reward
some cost must be overcome by the increased motivation. Walker
and Smith (1993) assumed that cognitive effort cost, and the pro-
ductivity of effort, lay behind the data, but that such “unobserv-
ables” had observable consequences. (See Smith & Szidarovszky
2000 for an extension to strategic interactions.) More constructiv-
ity is needed rather than to repeat over and over that payoffs are
inadequate. The latter leaves unanswered why “small” payoffs
sometimes yield good results, and why increasing payoffs do not
always yield better results.

New directions defined by the machine builders. Science is
driven more fundamentally by the machine builders, than either
the theorists or experimentalists. Witness the impact of the tele-
scope, microscope, and accelerator in changing the terms on
which theory interacted with observations. Computer/communi-
cation and imaging technologies are driving experimental eco-
nomics in new directions. Both will marginalize extant research in
individual decision.

When A. Williams programmed the first electronic double auc-
tion (e-commerce in the lab) in 1976, it changed the way we
thought about markets, much as the internet is changing the way
people think about doing business. Circa 1976 we thought going
electronic would merely facilitate experimental control, data col-
lection, and record keeping. What we discovered was altogether
different: computerization vastly expanded the message space
within which economic agents could communicate at vanishingly
small transactions cost. This enabled Stephen Rassenti to invent
the first smart computer assisted combinatorial auction market,
driven by optimizing algorithms applied to the decentralized mes-
sages of agents (see Rassenti 1981). This set the stage for smart
markets in electric power, pipeline networks, water networks,
scheduling space manifests, and pollution credits in which com-
modities are endogenously defined by a market for their charac-
teristics. Lab experiments became the means by which heretofore
unimaginable market designs could be performance tested.

Brain scanning technology now enables us to study the neural
correlates of “mind reading” (inferring the thoughts of others from
their words or actions) and, for the first time, associate mental
modules in the brain with external choices. As this technology be-
comes cheaper and less cumbersome to use, it promises to bring
new dimensions of understanding to our traditional observations
from experiments. Game theory postulates known intentions, and
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minds do not have to be read. But when subjects forego the sub-
game perfect equilibrium outcome to attempt cooperation, and
this trust is reciprocated, it is interpreted as a mutually beneficial
exchange based on “mindreading.” McCabe et al. (2000) report
the first evidence that such decisions activate brain modules that
are associated with mentalizing about what players believe about
each other.

Different perspectives of human behavior
entail different experimental practices

Ramzi Suleiman
Department of Psychology, University of Haifa, Haifa, 31905, Israel.
suleiman@psy.haifa.ac.il

Abstract: My main argument is that the advice offered to experimental
psychologists by Hertwig & Ortmann overlooks fundamental differences
between the goals of researchers in psychology and economics. Further-
more, it is argued that the reduction of data variability is not always an end
to be sought by psychologists. Variability that originates in individual dif-
ferences constitutes valuable data for psychological research.

Hertwig and Ortmann (H&O) discuss four key features of exper-
imental design (enactment of scripts, repetition of trials, perfor-
mance-based monetary payments, and the use of deception) that
are realized differently in economics and in areas of psychology
relevant to both economists and psychologists. Notwithstanding
some minor reservations, the authors express a strong preference
for economists’ practices on all four features and advise experi-
mental psychologists to adopt the conventional practices of ex-
perimental economics. They also posit that the arbitrariness of ex-
perimental designs in psychology is partly a byproduct of theories
which lack explicitness about the “kind of behavior they target”;
this in contrast to the clarity of (the dominant) game theory in eco-
nomics which specifies equilibrium behavior as its target.

I would like to suggest that the advice offered to experimental
psychologists by H&O is highly sweeping and that it overlooks
fundamental differences between the theoretical perspectives
and goals adhered to by researchers in the two disciplines. A de-
tailed substantiation of my claim is beyond the limited scope of
this commentary, thus I shall focus on two critical remarks.

(1) H&O applaud the implementation of clear (hence binding)
scripts in experiments conducted by economists. They argue that
scripts can constrain participants’ interpretations of the situation
by focusing their attention on those cues that are intentionally
communicated by the experimenter (e.g., the task instructions),
thus clarifying the demand characteristics of the social situation.
At least two pitfalls of using scripts that are too restricting may be
pointed out. The first is methodological and is relevant to experi-
ments in psychology and economics alike. It concerns the unde-
sirable possibility that “clarification of the demand characteristics”
of the type described above is unavoidably entangled with the en-
hancement of those demand characteristic which coincide with
the experimenters’ focus. A relevant argument was succinctly put
by Dawes (1999), who posited that “the psychologist critic con-
cerned with experimental demand would point out that econo-
mists’ experiments that are carefully and tightly designed to extri-
cate rational behavior involve ‘some beating subjects over the
head’ through constant repetition, feedback, complete and de-
tailed information, and anonymity” (Dawes 1999, p. 23).

The second argument against the use in psychological research
of scripts and other design features that are too “tight” rests on the
fundamental difference between theories in psychology and eco-
nomics with regard to what determines human behavior. Eco-
nomic theories, including game theory, are hardly concerned with
personality related variables. Such theories and related analyses of
experimental data assume that behavior is determined by situa-
tional factors (e.g., the game structure). In contrast, psychologists

are interested not only in situational effects on behavior, but also
in the effects of personality variables and their interaction with a
given situation. Such interactionist perspective (Blass 1984) is fun-
damental to the social psychological paradigm (Lewin 1935;
1947). From this perspective, design features that are too “tight,”
such as scripts that are too constraining and repetition of trials, are
bound to enhance the salience of situational factors at the expense
of personality (individual differences) related factors. This will
eventually impede the detection of possible effects of individual
traits and styles on behavior.

The above argument relates to the strong emphasis put by H&O
on reducing data variability as a desired objective. No one can ar-
gue against the importance of controlling for intervening variables
and the minimization of measurement noise. Nonetheless, mere
reduction of data variability is not an end to be sought by psy-
chologists. For them, data variability which originates in individ-
ual differences (in response to a given situation) is a main ingre-
dient of the “bread and butter” of their research.

To summarize this point, it is argued that the stand taken by
H&O on this issue is too simplistic. Obviously, designs that are free
from constraint on subjects’ choices are useless because they do
not yield interpretable information. But, conversely, under total
constraints “no information can be gathered either because sub-
jects ‘could not have done otherwise’” (Dawes 1999, p. 22). Rather
than unconditional and categorical choice between options, it is
proposed here to view the extreme cases described above as two
endpoints on a continuum, and to subordinate the choice regard-
ing the desirable degree of constraint to the specific research ob-
jectives.

(2) The authors posit that if theories in psychology were more
explicit about their target behavior (as game theory is), then the
theories rather than the experimenter would define the appropri-
ate test conditions. Notwithstanding the value of theory (prefer-
ably competing theories) in guiding empirical research, it is ar-
gued that the economic research on equilibrium behavior is not a
good example to follow. First, because it devotes little effort to
“bottom up” investigations aimed at using empirical results to
modify existing theories and stimulate novel development of the-
ory. Second, because, like any theory-centered approach, it is
likely to result (as it frequently does) in procedures that are biased
toward obtaining a theory-predicted result (Greenwald et al.
1986). A demonstrative (albeit extreme) example of such theory-
confirmation bias is evident in the research on testing the equi-
librium prediction in ultimatum bargaining. In one study (Bin-
more et al. 1985) the written instructions included the following
passage: “How do we want you to play? YOU WILL BE DOING
US A FAVOR IF YOU SIMPLY SET OUT TO MAXIMIZE
YOUR WINNINGS” (capitals in the original). Other studies were
less explicit about directing subjects to behave strategically, none-
theless they included various extrinsic manipulations, designed to
elicit strategic behavior from the side of allocators. Auctioning the
allocator’s role (Güth & Tietz 1986), enforcing the allocator’s prop-
erty rights, and “framing” the situation in economic terms of
“buyer” and “seller” (Hoffman et al. 1994), are all examples where
intervening variables that are extrinsic to the game (and thus not
alluded to by game theory), were introduced with the purpose of
“pulling” subjects’ responses towards validating the theory where
the basic game fails to do that.

Self-interest as self-fulfilling prophecy

Mark Van Vugt
Department of Psychology, University of Southampton, Southampton, United
Kingdom. mvv@soton.ac.uk psy.soton.ac.uk/~psyweb/vugt

Abstract: The adoption of experimental methods from economics, in par-
ticular script-enactment, performance-related payment, and the absence
of deception, will turn experimental social psychology into a trivial science
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subject. Such procedures force participants to conform to a normative ex-
pectation that they must behave rationally and in accordance with their
self-interest. The self-fulfilling prophecy inherent in these procedures
makes it more difficult to conduct innovative social-psychological re-
search.

Why are the experimental procedures in psychology so diverse
compared to the highly standardized method in experimental
economics? The obvious answer is that it reflects a difference in
theoretical diversity. Whereas experimental economists use the
theory of self-interest as a unique explanatory framework for un-
derstanding human behavior, psychologists have no single moti-
vational theory of human conduct. Psychologists believe that,
given the right conditions, people can be rational or irrational,
selfish or altruistic, aggressive or helpful.

Largely ignoring these disciplinary differences, Hertwig & Ort-
mann (H&O) propose that experimental psychology could bene-
fit from adopting the procedural regularity of experimental eco-
nomics with the aim to “reduce participants’ uncertainty by
precisely specifying the social situation.” Inspired by the research
tradition in economics, they suggest four ways to improve the ex-
perimental practice in psychology, via script enactment, repeated
trials, performance-related payment, and the absence of decep-
tion.

Although I share some of H&O’s concerns about the experi-
mental and mundane realism of psychological research, I believe
the introduction of these practices has potential drawbacks, in par-
ticular for experimental social psychology, my research field. Be-
cause the laboratory experiment is an artificial, isolated event
without the normal situational constraints on behavior, partici-
pants are extremely sensitive to cues from the experimenter. In-
terestingly, this is even more so when people are keen to partici-
pate, for example, because they receive a monetary reward, than
when they participate in order to receive course credits (Rosen-
thal & Rosnow 1975).

Consequently, participants will respond to the slightest sugges-
tion about the appropriateness of certain attitudes or actions. The
result is that participants’ behavior simply becomes a self-fulfill-
ing prophecy, a confirmation of the experimenter’s pre-existing
belief set (Snyder & Swann 1978). Unfortunately, this obscures
the influence of many interesting psychological differences be-
tween people, such as differences in personality, attitude, and val-
ues.

First, the presentation of script information before the experi-
ment can act as a self-fulfilling prophecy, because scripts are sel-
dom value-neutral. For example, asking participants to imagine
that they are traders in an investment game elicits their competi-
tive attitudes and beliefs, hence their desire to win the game. Ask-
ing the same person to act as a social worker or teacher increases
their cooperation and trust. Participants simply respond to the
script instead of the nature of the task. In social-psychological re-
search it is therefore advisable to give as little information about
the roles of participants, unless it is of theoretical interest (e.g.,
leader-follower).

The danger of a self-fulfilling prophecy effect is even more ap-
parent in tasks which use performance-related payment. I am not
convinced about the argument put forward in the target article
that experiments with performance payment increase the motiva-
tion of participants. A plausible alternative explanation for the ap-
parent superior performance in tasks with payment schemes is
that it sustains a norm of self-interest (Miller 1999). Participants
believe they should behave in a particular way, because they are
paid for their performance. No wonder then that participants’ re-
sponses show little deviation from the rationality principle. They
simply behave according to what they believe the experimenter is
looking for, that is, to act in their self-interest.

This is even problematic in experiments where performance is
not defined in terms of individual gains but in gains for others, for
example in the study of prosocial behavior. If research shows a
greater incidence of helping another person in reward-contin-

gency tasks, what can be concluded about the motives for help-
ing? Either participants use the reward as a legitimate reason for
helping (in which case they are selfish) or they use it as a post hoc
justification. We will never know.

With regard to the ethics of psychological research, I agree that
the use of deception is a questionable practice and that it should
be avoided as much as possible. However, deception is permitted,
I believe, if it serves the goal of developing theories of human be-
havior which are counter-intuitive. For this purpose, sometimes
researchers must conceal the true purpose of an experimental
task.

One of the more robust effects in social psychology, the cogni-
tive dissonance effect (Festinger 1957), could have only been
found because participants were giving misleading reasons to en-
gage in actions countering their initial attitude. For example, had
participants in advance been told that the true purpose of a study
was to find out how they would change their attitude, for exam-
ple, towards abortion, as a result of writing a pro- or anti-abortion
essay, they would not have shown the dissonance-effect (i.e.,
change in initial attitude). They would have stayed with their ini-
tial attitude, believing that this was the rational, hence, more re-
warding choice. Transparency of instructions thus carries the dan-
ger of leading participants to conform to certain norms and
expectations outside the experimental situation.

Interestingly, the practice of deception is attacked on external
rather than internal grounds in the article. Deception does not so
much threaten the internal validity of research, but it erodes the
general faith in experiments. Participants will be less likely to turn
up again. Although I endorse this view (and believe therefore in
an extensive debriefing procedure), the same argument can be
made against the use of payments. According to economic simple
reasoning, once participants have earned a particular sum of
money in an experiment, they will be less motivated to do their
best in experiments which offer less. This could lead to an infla-
tion in payment fees, which no department, economics or psy-
chology, is able to afford.

In sum, I have argued against the application of methods from
experimental economics to experimental social psychology: in par-
ticular, script-enactment, performance-related payment, and ab-
sence of deception. These practices turn social psychology into a
trivial science. They force participants to conform to the norma-
tive expectation to behave rationally and in line with self-interest.
The self-fulfilling prophecy inherent in such procedures hinders
the scientific progress by decreasing the chances of finding sur-
prising and counter-intuitive results.

Meta-theory rather than method fascism

Elke U. Weber
Graduate School of Business and Department of Psychology, Columbia
University, New York, NY 10027-6902. euw2@columbia.edu

Abstract: Three comments take issue with specifics of the target article.
First, I argue for the development of meta-theory to deal with inconsis-
tencies in experimental results. Second, I advocate the use of the compat-
ibility between experiment and application to decide on the optimal de-
sign and procedure of experimental studies. Last, I support the explicit
incorporation of motivation into models of decision making.

Hertwig & Ortmann (H&O) are to be commended for their com-
parison of the methodological practices of psychology and exper-
imental economics with the goal of making the behavioral deci-
sion research enterprise more cumulative. While globally
sympathetic and locally mostly in agreement, I have three com-
ments that qualify or take issue with some specifics of their arti-
cle.

H&O explicitly disavow the rather rigid methodological pre-
scriptions of experimental economics (the “methodological fas-
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cism” facetiously alluded to in the title of my commentary). Yet,
for reasons that are sound and well articulated, their implicit sym-
pathies lie closer to the economics’ end of the continuum than to
the laissez-faire state of affairs of psychology. I would like to argue
against both the restrictive practices of experimental economics
and against the authors’ final recommendation, the ecumenical
“do-it-both-ways” rule, which may be too undirected.

(1) As others and I have argued elsewhere (see Weber & Hsee
1999), empirical research ought to be theory-driven. Existing the-
ory can and should guide questions about both the design and the
analysis of experiments. Meta-theory (i.e., “meta” in the sense of
taking existing theory one level further back) can also help recon-
cile apparently contradictory empirical results. Erev et al. (1994)
provide a classic example for how the introduction of an additional
theoretical construct – the existence of random error in judg-
ments of likelihood – resolves the apparent contradiction between
two sets of research findings, namely, conservatism in the revision-
of-opinion literature and overconfidence in the calibration litera-
ture. I argue that meta-theory can also shed some light on the ef-
fect of enacting a script discussed by H&O in section 2. Being in
a particular social or economic role often comes with a specific set
of asymmetric loss functions. Thus, the buyer of a used car may
feel worse if he overestimated the car value and paid too much for
it, than if he underestimated the value and offered too little, run-
ning the chance of being outbid by other interested parties. A dif-
ferent set of asymmetric loss functions are in place for the seller
of the car or for a neutral assessor of the car’s value (Birnbaum &
Stegner 1979). Asking respondents to provide a value for a com-
modity of uncertain value without providing them with a script
that specifies the perspective they should assume may thus lead to
inconsistent and “noisy” answers, because different respondents
will (implicitly) assume different perspectives, perhaps as a func-
tion of recent prior experience. Asymmetric loss functions affect
judgment and choice in a wide range of situations (Weber 1994),
leading to decisions that often deviate from expected utility max-
imization and can be modeled by rank-dependent utility maxi-
mization where the nature of the rank-dependency of utilities can
be predicted by the nature of the loss function asymmetry (Weber
& Kirsner 1997). The perspectives example mentioned by H&O
as leading to different problem-solving results as a function of
solving it from an employer’s or employee’s perspective (sect. 2.1),
is another case in point. Researchers would thus be well advised
to think about the possible perspectives participants could bring
to a particular judgment or choice task and to consider the impli-
cations of each perspective for the experimental task, starting with
a specification of loss function symmetry or asymmetry. Experi-
mental specification of a script that induces a particular perspec-
tive will then lead to more than just random error reduction, but
will allow us to test hypotheses about the mechanisms by which
perspective affects task performance. Meta-theory will also be re-
quired to explain the inconsistent effects of financial incentives
discussed by the authors in section 4.

(2) Compatibility is a construct used by Slovic et al. (1990) to
model the effect of response mode (e.g., pricing vs. choice) on ap-
parent preference (see Payne et al. 1993, pp. 43–45). A more
macro-level compatibility principle can be brought to bear on the
question of optimal design of experiments or, perhaps more per-
tinently, on the question of optimal generalization from existing
experimental results. Given that response mode, framing manip-
ulations, and script-induced perspectives have been shown to af-
fect judgments and choice, the question arises of what behavior to
predict in a particular policy application or how to solicit prefer-
ence in a particular decision-aiding application. For both ques-
tions, the compatibility-principle can provide guidance: Make the
experiment as similar as possible to the application on all features
of context, perspective, and elicitation procedure that are known
to (or suspected of) affecting task performance. Experiment-ap-
plication compatibility will maximize predictive success in the pol-
icy application and minimize any differences between predicted
and experienced utility in the decision-aiding application. The im-

plication for the target article is that the study and incorporation
of the effects of perspective and role playing into judgment and
choice theory and experimental design will allow us to apply the
compatibility principle in a more effective fashion. Some applica-
tions may best be modeled by putting respondents into a particu-
lar well-specified role with the help of a detailed script. Other ap-
plications may be better modeled without such a script because
decision makers in the application are similarly unsure of the role
they play in the situation. The compatibility principle similarly ap-
plies to H&O’s discussion of the pros and cons of repeated trials
versus snapshot studies in section 3. Some applications provide
decision makers with feedback, making learning and equilibrium
models relevant theoretical tools and repeated trials the appro-
priate experimental procedure. Other applications do not, and
therefore ask for theory and procedure capable of modeling first
impressions or untutored choice.

(3) Finally, I would like to second H&O’s exhortation to incor-
porate decision makers’ motivations more explicitly into judgment
and choice models. In my lab, we are engaged in a research pro-
ject to show that decision makers’ goals and motivations influence
how they go about making their decision, and that the chosen de-
cision mode in turn influences the outcome of the decision (We-
ber 1998). Our preliminary results show the utility of more explicit
theory about the effects of motivation on decision processes and
outcomes.

Deception by researchers is necessary 
and not necessarily evil

David J. Weiss
Department of Psychology, California State University, Los Angeles, CA
90032. dweiss@calstatela.edu
www.calstatela.edu/academic/psych/html/dweiss.htm

Abstract: Despite claims of pure pragmatism, Hertwig and Ortmann’s
negative perspective on deception suggests a selfish psychologist willing to
sacrifice the reputation of the discipline in order to expedite the research.
Although questions that appear to have correct answers may be investi-
gated with complete openness, research that delves into personal secrets
often requires deception as a tool to counter self-presentation bias.

From the participant’s perspective, there are two kinds of behav-
ioral research. Hertwig and Ortmann (H&O) seem to have con-
sidered only the class of experiments in which the task is to per-
form optimally in some defined respect. I refer to these as “IQ
tests.” There is clearly a right answer, and the participant is asked
to find it. Economists and some psychologists exclusively employ
such tasks in their studies. “IQ test” researchers have traditionally
seen little need for deception, and so can afford to seize the moral
high ground.

The other class of studies consists of those that “pry.” The re-
searcher wants to know some aspect of the participant’s character,
attitudes, or personal history. If we presume that one of the par-
ticipant’s main personal goals in any study is to come off looking
good – referred to as self-presentation bias (Catania et al. 1990) –
then we can see why the methodologies for the two kinds of re-
search often diverge.

When there appears to be a correct response, the participant
can do little to improve self-presentation other than try to get the
right answer. On the other hand, when the research appears to be
probing personal issues, then many participants inevitably try to
hide attitudes or behaviors they think reflect badly on themselves.
The researcher’s primary tools for countering these attempts to
conceal are deception and privacy manipulation. It is important to
note that the investigator cannot always specify the sensitive areas
(Ong & Weiss 2000).

For me, the danger is that the persuasive arguments raised by
H&O will be used by the timorous APA to justify a blanket prohi-
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bition against deceptive practices. The other key variables they
mention (scripts, repetition, and performance-based payoffs)
seem to concern empirical issues, but deception is a different mat-
ter. Despite the authors’ explicit statement that they do not op-
pose deception on moral grounds, I am skeptical. The argument
regarding the common good is clearly designed to inflict guilt on
those of us who enlist deception in an effort to “pry.” Exposed
trickery contaminates the pool of potential subjects, so that even
the pure suffer for the sins of the miscreants down the hall. I liken
H&O to vegetarians who, having failed to convince the carnivores
that eating animals is evil, stress the health benefits of the ethical
diet.

Continuing in metaphorical mode, I suggest that a superior
analogy for deception is the medical community’s reliance upon
antibiotics to combat bacterial infection. Each time an antibiotic
is used, the likelihood of its efficacy in the future is reduced; but
curing the current patient is deemed to justify this cost. New an-
tibiotics have to be crafted on an ongoing basis to keep ahead of
the microbes; so too behavioral researchers may need to create
novel deceptions. The one-way mirror no longer works, so we
abandon it. Of course, we always seek superior new methods; we
are not committed to deception any more than the physician is
committed to antibiotics. We use the most appropriate techniques
available.

Even the “IQ testing” research community would be well-ad-
vised to be cautious regarding a ban on deception. In psychology,
it has become routine to collect demographic information from
our volunteers. Some participants may be curious as to why they
are asked to provide their ethnicity or gender. That curiosity may
lead to hypotheses that will affect the behavior under examination.
Some will not want to reveal personal data, and circumventing that
reluctance may call for subtlety.

People can be treated with respect even while they are being
tricked (Saxe 1991). What is important is that we do not violate
our participant’s sense of self-worth. That is a subjective construct,
to be sure, which is why the democratic institution of the Institu-
tional Review Board can be so helpful.

Individual psychology, market scaffolding,
and behavioral tests

Daniel John Zizzo
Department of Economics, Christ Church College, Oxford University, Oxford
OX1 3BW, United Kingdom. daniel.zizzo@economics.ox.ac.uk
www.economics.ox.ac.uk/research/BREB/index.html

Abstract: Hertwig and Ortmann (H&O) rightly criticize the usage of de-
ception. However, stationary replication may often have no ecological va-
lidity. Many economic experiments are not interactive; when they are,
there is not much specifically validating H&O’s psychological views on
script enactment. Incentives in specific market structures may scaffold
even zero rational decision-making, but this says very little about individ-
ual psychology.

People sometimes ask me what experiments run by economists
look like. My short answer is that it is like doing a psychological
experiment, but with monetary incentives and no deception. To
these factors, H&O add script enactment and the importance at-
tributed to repetition and stationary replication.

I wholeheartedly agree with H&O’s treatment of deception. An
experimental economist, Bardsley (2000), recently devised a
method to reap some benefits of deception without actually de-
ceiving anyone. Take an experiment with repeated tasks and mon-
etary incentives. Subjects are informed in advance that one task is
“for real” (they are paid for it, and everything they are told about
it is true) and others fictitious, but they are not told which is which.
The technique is not without problems. For example, if a subject
is surprised by, say, the others’ contributions in a social dilemma,

he may think it is a fake distribution of contributions, and behave
(and not learn) accordingly. Yet, the method is potentially inter-
esting.

I agree less with H&O’s stress on stationary replication. How
empirically plausible is it that, in many cases, subjects repeat and
receive feedback on exactly the same task 10, 20, 100 n consecu-
tive times? There are three problems here: the number of times a
subject has faced the same task in the real world; the availability
of unambiguous feedback; the frequency of presentation. Unless
all three criteria are met in the real world environment of inter-
est, there is no reason why limited research resources should be
invested in trying to achieve stationarity. My criteria might be too
strict because they do not allow for transfer of knowledge between
similar tasks. If transfer of knowledge were adequately strong,
however, why should it not apply also to when subjects enter the
laboratory (Loewenstein 1999)? If anything, strong knowledge
transfer effects would make short-run responses more, not less,
interesting.

I am not fully convinced about script enactment. First, many ex-
perimental economists deal with individual decision-making using
non-interactive experiments (e.g., most of the work reviewed in
Camerer 1995). Second, economists have an obvious interest in
interactive decision-making in specific institutions and games, and
have to provide instructions to subjects to deal with this kind of
experiment; however, there is very little in this specifically vali-
dating H&O’s psychological views on script enactment.

When interactive experiments are made, roles are typically as-
signed only insofar as they are absolutely necessary: this is the case
when subjects are not all in the same position, but have to under-
stand what subjects in other positions do; then it is virtually un-
avoidable to use labels (“buyers,” “sellers”). Even then, as admit-
ted by H&O in a footnote, instructions are as content-free as
possible. You talk about buyers and sellers, not about workers and
firms, even in an experiment on fair wages in sequential labour
markets (Fehr et al. 1993). In a trust experiment, you talk about
“persons in Room A” and “persons in Room B” – not according to
the script of a “lost wallet game” used in the published paper
(Dufwenberg & Gneezy 2000). H&O believe that scripts matter,
and they may be right, but, aside from a footnote, one should not
give the impression to ascribe to experimental economists a
methodology which is not (by and large) theirs, except where
forced by the nature of the object of investigation.

What H&O attribute to script enactment may not have to do
with script enactment at all in explaining how bounded rational
agents fare in specific market institutions. It is known from com-
puter simulations, for example, that even zero rational traders will
converge to the efficient equilibrium in a double auction (Gode &
Sunder 1993). This tells us nothing about human psychology.
Rather, it tells us about how the structural incentives underlying
specific institutions help to “scaffold” bounded rational agents in
making a more rational choice (see Clark 1997). Similarly, the fact
that fairness does not matter in straight double auctions says
something about the incentive structure of this peculiar market
structure, but nothing about fairness as a psychological motiva-
tion; indeed, simply adding a sequential component to the double
auction changes the incentives and allows fairness to re-emerge
(Fehr & Falk 1999). One cannot use the evidence from market ex-
periments to validate the importance of script enaction and, con-
sequentially, the uselessness of decontextualised experiments.
Nor can it be used, say, to dismiss bounded rationality anomalies
as figments of semantic misunderstandings.

On this last point, Camerer’s (1995) review shows that method-
ological strictures reduce, but rarely eliminate bounded rational-
ity anomalies (outside, only sometimes, specific market institu-
tions). The conjunction fallacy is a case in point. Zizzo et al. (2000)
replicated findings on the conjunction fallacy with monetary in-
centives, strong hints, the word “likelihood” rather than “proba-
bility” and some learning feedback. Recently, I implemented a be-
havioral version of the conjunction fallacy task, with more salient
monetary incentives and 150 rounds of variously composed prac-
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tice; I still found a robust lower bound of 20% (with an average of
36.61%) of fallacy committal (Zizzo 2001). Rather than chasing
the goose of trying to wipe out “irrational” behaviour by ever more
sophisticated means, researchers should focus on trying to explain
how and why bounded-rational agents behave the way they do. I
am unsure the methodological debate really helps in this respect,
though perhaps behavioral analysis as such may help going beyond
claims about semantic ambiguities.

Finally, H&O’s footnote dismissal of Frey’s work on crowding-
out of intrinsic incentives is unwarranted. They ignore the field
evidence presented by Frey in leading economics journals (Frey
et al. 1996; Frey & Obeerholzer-Gee 1997). They also ignore cur-
rent experimental economics research showing that crowding-
out matters in contractual relationships (Bohnet et al. 2000; Fehr
& Gachter, forthcoming; Gneezy & Rustichini, forthcoming).
Crowding-out of intrinsic incentives should be a concern to psy-
chologists, particularly social psychologists, given the non-finan-
cial nature of many non-economic decisions.
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Abstract: This response reinforces the major themes of our tar-
get article. The impact of key methodological variables should not
be taken for granted. Rather, we suggest grounding experimental
practices in empirical evidence. If no evidence is available, deci-
sions about design and implementation ought to be subjected to
systematic experimentation. In other words, we argue against em-
pirically blind conventions and against methodological choices
based on beliefs, habits, or rituals. Our approach will neither in-
hibit methodological diversity nor constrain experimental creativ-
ity. More likely, it will promote both goals.

R1. Introduction

We concluded the target article in the hope that it would
“spur psychologists and economists to join in a spirited dis-
cussion of the benefits and costs of current experimental
practices.” We are delighted to see that our hope has be-
come reality. Psychologists and economists, together with
researchers from other disciplines, responded to our “gen-
tle aggression” (Harrison & Rutström) by contributing to
an overdue conversation on the nature, causes, and conse-
quences of the diverging experimental practices in psy-
chology and economics. We would be pleased if this dis-
course indeed moved us “closer to a common language for
scientific discovery” (Harrison & Rutström).

Our reply includes two major parts. In the first part
(sects. R3–R6), we address commentators’ responses to
our discussion of four key variables of experimental design.
The second section (sects. R7–R9) is organized around a

number of additional issues – among them are conjectures
on the causes of the methodological differences and the
affinity between experimental economics and behaviorism.
We conclude with an outline of some aspects of experi-
mentation in psychology from which we believe economists
could learn. We begin with a discussion of what appears to
be the most serious and common concern with regard to
our analysis.

R2. Do our policy recommendations jeopardize
experimental diversity and creativity?

A number of commentators (e.g., and prominently, Gil-
White, Guala, Hilton, Huettel & Lockhead, and
Kurzban) argue that our recommendations – to ground
design decisions in empirical evidence, to systematically
manipulate key variables of experimental design (as ex-
pressed by our do-it-both-ways rule1), and to use deception
as practice of truly last resort – would stifle methodological
diversity and constrain experimental creativity. Both are im-
portant goods, and endangering them would compromise
our policy recommendations. Like Maratsos and Harri-
son & Rutström, however, we believe that our recom-
mendations will not have this effect. Rather, we anticipate
our recommendations will promote both experimental di-
versity and creativity. To explain why, we first summarize
our argument and – drawing on commentators’ objections
– refine it.

We documented in the target article that many experi-
menters in the field of behavioral decision making and re-
lated areas in social and cognitive psychology tend to real-
ize key variables of experimental design in a fast (e.g., using
snapshot studies, and brief scripts), inexpensive (e.g., offer-
ing no financial incentives), and convenient (using decep-
tion) way. The drift toward these and other seemingly cost-
effective experimental methods such as large classroom
studies and take-home questionnaires (Gigerenzer) has
occurred, we argue, due to a lack of both strong conventions
and a theoretical framework which suggest how to imple-
ment experimental tests. While it is rational for experi-
menters as individuals to select methods and evolve con-
ventions that minimize the costs (in time and money) of
producing publishable data, we documented that this pref-
erence has a price tag that is too often overlooked: a greater
likelihood of systematic data variability and error variance
than alternative (and more expensive) methods would yield.
Ultimately, the predominance of fast, inexpensive, and con-
venient methods of data collection is likely to contribute to
a lack of replicability of experimental results. We identify
the fast, inexpensive, and convenient route to data collec-
tion as one source of data variability. Experimental prac-
tices that contribute to this first source of data variability
undermine control – “the hallmark of good experimental
practice, whether it be undertaken by economists or psy-
chologists” (Harrison & Rutström).

Another source of data variability in psychological exper-
imentation is due to methodological diversity. Methodolog-
ical diversity is high in the research areas we focused on be-
cause in these areas some researchers choose to implement
more “expensive” realizations of the key variables, employ-
ing repeated trials and financial incentives and never using
deception. The fact that many researchers use seemingly
cost-effective methods, whereas others do not, is likely to
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induce systematic data variability. The variability in em-
pirical findings which we asserted and documented thus
draws on two sources: the variability in results due to fast,
inexpensive, and convenient experimental methods (what
Davis & Durham call lack of “reliability” and what
Guala calls lack of “clear-cut design”) and due to the fact
that a small but significant number of experimenters ac-
tually use other methods (what Guala calls “varied de-
signs”). In the target article, we did not distinguish as
clearly between these two sources of variability as, with
thanks to our commentators’ insights and our own hind-
sight, we now realize we should have. This unfortunate
fact seems to have been the reason for some commenta-
tors’ concern that we are out to stifle experimental diver-
sity and creativity.

The do-it-both-ways rule (which accords key variables of
experimental design the status of independent variables)
does not post a risk to methodological diversity and exper-
imental creativity for three reasons. First, the rule is tai-
lored to the four key variables in question, and is not meant
to interfere with other aspects of experimentation (i.e., our
discussion has no bearing on the “participant-observer
methodology or single case studies in clinical psychology”
as Davis & Durham suggest). Second, in contrast to Davis
& Durham’s, Gil-White’s, and Maratsos’s explicit reading
and other commentators’ (e.g., Betsch & Haberstroh,
Guala, Suleiman) implicit suggestion, we do not endorse
empirically blind rules such as economists’ strict conven-
tion of always using financial incentives.2 Rather, design
and implementation decisions ought to be informed by the
evidence rather than by beliefs, habits, or rituals. Third, the
do-it-both-ways rule – applicable when evidence is un-
available or mixed – is a systematic reminder to implement
more than one realization of a key design variable. It ac-
knowledges that methodological variables represent auxil-
iary hypotheses (Gillies & Rigdon, Smith) and makes
them an explicit part of theory testing. The do-it-both-ways
rule broadens our experimental inquiry as it adds to re-
searchers’ methodological repertoire of fast, inexpensive,
and convenient methods, alternative realizations of key
variables (a consequence that Maratsos also foresees). Ul-
timately, the do-it-both-ways rule will counteract the de
facto hegemony of the seemingly cost-effective methods
that presently contribute to what we identified as the first
source of data variability.

We admit that our suggestion to eschew deception,
whenever possible, imposes constraints. We do not think,
however, that such a convention undermines experimental
ingenuity. The fact that deception – notwithstanding the
APA’s admonition to use it only as a last-resort – is still fre-
quently used, indicates that there are no strong incentives
to develop, evaluate, and employ alternatives. Making de-
ception into a strategy of last resort is likely to spur the in-
vention of new methods (as suggested by Baumrind 1971,
and as exemplified by Bardsley 2000). We now turn to com-
mentators’ responses to our discussion of four key variables
of experimental design.

R3. Enacting a script versus “ad-libbing”

There were apparently misunderstandings and questions
about what we meant by a script. Economist Roth, for ex-
ample, was “not sure that the use of ‘scripts’ is common in
economics experiments.” And psychologist Baron, for ex-

ample, said, “I do not understand what is not a script . . . ”
What is a script, and why does it matter?

We defined a script as clear and comprehensive instruc-
tions which detail players (e.g., buyer, seller, market analyst,
proposer, responder), their action choices, and the possible
consequences of their choices (i.e., the payoffs). In addi-
tion, we described the particular kind of role-playing typi-
cally employed in economics experiments. Letting partici-
pants take on a particular role – having them enact a script
– can be used to study not only strategic interactions but
judgment, reasoning, and memory performance (e.g., Wa-
son selection task, hindsight bias).

In our opinion, having participants enact explicit and
comprehensive scripts has four potential advantages. First,
scripts may constrain participants’ interpretations of the
situation by focusing their attention on those aspects that
are intentionally communicated by the experimenter. The
hindsight bias studies we described illustrate this point.
Davies (1992) only told participants to recreate a previous
state of knowledge, thus leaving participants to decide
whether they should (1) attempt to retrieve their previous
judgment as accurately as possible, (2) look as good (i.e.,
knowledgeable) as possible, or (3) spare their cognitive ef-
fort as their recollections would have no tangible conse-
quences. In contrast, in Camerer et al.’s (1989) market ex-
periment, the objective of avoiding the hindsight bias
followed from being a successful trader; in other words, the
role per se clarified the demand characteristic of the situa-
tion. Second, scripts can promote participants’ active in-
volvement in the experiment by making their choices ones
that have tangible consequences. Third, scripts (especially
if they are not abstract) restrict the sets of perspectives that
participants bring to a particular judgment, choice, or rea-
soning task, and thus allow us to explore the mechanisms by
which perspectives affect task performance (e.g., inference
mechanisms as suggested by Cosmides & Tooby 1992 or
(a)symmetric loss functions as suggested by Weber).

Finally, explicit and comprehensive scripts are the basis
on which the sometimes subtle influence of instructions can
be studied. There is, for instance, intriguing evidence that
seemingly tiny procedural differences can make a large dif-
ference to behavior. Recently, Burnham et al. (2000) and
Hoffman et al. (2000) showed, for instance, that changing
the word “opponent” to “partner” or prompting players
to think strategically before making an offer can have sig-
nificant effects on how they behave in various contexts (for
another striking example, see Harrison 1999, pp. 26–28).
Therefore, explicit and comprehensive instructions en-
hance procedural regularity and ultimately, we claim, rep-
licability (see also Binmore 1999). Scripts are thus one key
to understanding the variability of experimental results – in
economics and psychology. For an example, consider the
test of the ultimatum game which one of our commenta-
tors, Henrich, conducted.

Whereas previous tests demonstrated that the “norma-
tive” solution of an uneven split was not a good description
of empirical results, Henrich (2000) found that the Machi-
guenga people of the Peruvian Amazon make decisions
which are much closer to the game-theoretic prediction.
Henrich used instructions (“a set script”), but he had to ex-
plain the game at least three times. In addition, “often nu-
merous examples were necessary to make the game fully un-
derstood” (p. 975). The experiment itself was introduced to
an initial group of participants “under the auspices of ‘play-
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ing a fun game for money’” (p. 975). Whereas Henrich
(2000) suggests that “procedural differences seem unlikely
to explain the substantial differences in observed behav-
ior” (p. 975), Burnham et al.’s (2000) and Hoffman et al.’s
(2000) results suggest the opposite. Certainly, the specific
aspects of design mentioned above represent significant
departures from the standard scripting of ultimatum
games. For example, there is no telling what the impact
was of the repeated explanations of the set-up or the nu-
merous (possibly unscripted) examples. There is also a
good chance that the framing of the experiment as a “fun
game” being played for money hadan impact on the result.
While there are still other possible explanations for the
surprising results (e.g., the relative social distance among
Machiguenga families), we argue that a clear and compre-
hensive script, to which the experimenters religiously ad-
hered, would have increased one’s confidence in the ro-
bustness of the reported results.

In the context of scripts, Suleiman points out that the
“clarification of the demand characteristics is unavoidably
entangled with the enhancement of those demand charac-
teristics which coincide with the experimenters’ focus.” We
agree and share his concern – as our comment on the reit-
erated explanations to participants of the ultimatum game
in Henrich (2000) illustrates. We also share Suleiman’s as-
sessment of a problematic instruction from a well-known
economic experiment published in 1985 – although the re-
ally interesting issue related to this two-stage implementa-
tion of the ultimatum game is, as one of the authors of the
incriminated sentence has pointed out elsewhere, “why did
[participants] not do what they were told at the first trial?”
(Binmore 1999, F20). That said, we suggest that the bene-
fits from clear and comprehensive instructions typically out-
weigh the costs of demand effects. Of course, even this is an
empirical issue and can be approached as such. Relatedly,
Goodie makes the excellent point that “one does not know
if scripted interactions are representative of nonscripted
ones.” To which we say, amen, and would add that one also
does not know whether nonscripted interactions are repre-
sentative of that which an experimenter would like them to
be representative. Again, even that is an empirical issue.

None of this implies (as, for example, Davis & Durham
and Huettel & Lockhead intimate) that we try to exorcize
incomplete information or uncertainty (including expecta-
tions regarding the behavior of other participants) from ex-
perimental settings. The provision of clear scripts and the
systematic manipulation of (incomplete or uncertain) in-
formation are not mutually exclusive. Economists, for in-
stance, routinely and systematically try to understand how
“a choice by one person is affected by her or his expecta-
tions about the choices that might be made by other peo-
ple” (Huettel & Lockhead). As a matter of fact, the recent
literature on various bargaining games (e.g., Charness &
Rabin 2000; Dufwenberg & Kirchsteiger 2000; Falk & Fis-
chenbacher 1999) is all about this issue. Our point is that
scripts can help to reduce unwanted, uncontrolled, and
unnecessary uncertainty by channeling participants’ inter-
pretations of the experimental situation. Giving as little
information as possible to participants about roles and per-
spectives as Van Vugt advises does not mean that partici-
pants will not bring perspectives to a particular judgment
or choice task – only that no attempt has been made to con-
trol them or to understand how they affect task perfor-
mance.

Regarding the provision of scripts (and the realization of
other key variables), Weber emphasizes that existing the-
ory can and should guide experimenter’s decisions. We
agree: The appropriateness of a key variable’s implementa-
tion depends crucially on what aspects of behavior and cog-
nition the theory under test is designed to capture. We also
agree with Weber that, ideally, conflicting results should be
resolved by theory rather than ever more experiments.
When such a theory does not exist or is based on little em-
pirical support, however, we suggest that the “ecumenical”
do-it-both ways rule is a good idea. Being admittedly costly
in the short and medium term, it promises to be cost-ef-
fective in the long term. By employing the rule, researchers
are likely to accrue knowledge that allows us to eventually
resolve seemingly neverending debates (about, for in-
stance, whether or not incentives matter) and thus to allo-
cate our resouces more efficiently in the future.

To conclude: Of the four key variables of experimental
design, the effects of scripts (and their enactment) are most
difficult to analyze due to scripts being rarely treated as in-
dependent variables. Thus, the evidence for our claim that
providing a script affects results obtained is tenuous. While
psychologists and economists are likely to share the view
that supplying clear and comprehensive instructions is good
experimental practice, there is nevertheless a difference
between a script that details a role and scant instructions
which make no reference to a role or a perspective (which,
to answer Baron, counts as no script). Does the difference
matter? We delineated four reasons why it might matter.
Fortunately, whether it actually does can (and, we argue,
should) be investigated experimentally.

R4. Repeated trials versus snapshot studies

No doubt, the study of both one-shot and repeated game
and decision situations is useful (see Barron & Erev 2000).
Indeed, economists have recently contributed models of
(noisy) introspection for one-shot games (namely, Goeree
& Holt 2000; in press b; Olcina & Urbano 1994; Stahl &
Wilson 1995) that provide an explanation for departures
from normative solutions.

Our argument is not that there is no place for exper-
iments carried out only once, rather, that there has been lit-
tle emphasis on repetition and feedback in psychological
research (as, for instance, our analysis of the Bayesian rea-
soning literature illustrated). Why do we think that repeti-
tion and feedback are important?

R4.1. Why repetition?

We advocate repetition not only because the environment
typically forces us into repeated decision and game situa-
tions (as suggested by Betsch & Haberstroh). Rather, our
concern is that participants have a chance to become famil-
iar with what is, under even the best of circumstances, an
unusual situation. We gave these “practice effects” (Baron)
as the first and foremost reason (for similar argument see
Binmore 1999). In decision situations (i.e., “games against
nature”), the particular kind of repeated trials which we dis-
cussed – stationary replication – means repeated decision-
making or judgments in the same scenario. In game situa-
tions, stationary replication often takes the specific form of
a “turnpike design” where one makes repeated decisions but

Response/Hertwig & Ortmann: Experimental practices in economics

BEHAVIORAL AND BRAIN SCIENCES (2001) 24:3 435
https://doi.org/10.1017/S0140525X0134414X Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X0134414X


encounters the same player(s) only once. A second motiva-
tion for the use of repeated trials is specific to interactive sit-
uations. Repeated trials of this kind afford participants the
opportunity to learn how their own choices interact with
those of other players in a specific situation. We acknowl-
edged that these two kinds of learning may be difficult to dis-
tinguish. Still, in the target article we pointed out

the first kind of learning (adapting to the laboratory environment) re-
lates to a methodological concern that participants may not initially un-
derstand the laboratory environment and task, whereas the second kind
of learning (understanding how one’s own choices interact with those of
other participants) relates to the understanding of the possible strate-
gic aspects of the decision situation.

R4.2. Stationary replication and other repeated trials

Gillies & Rigdon take us to task for our rationalization of
the frequent use of repetition in economics. They argue
that we get the history of game theory backwards. However,
we did not aspire to tell the history of the eductive and the
evolutive approach to equilibrium (selection) – one of us
has done this elsewhere (Goodie et al. 1999) and has con-
tributed to an analysis of the comparative advantages of the
two approaches (Van Huyck et al. 1995; see also Blume &
Ortmann 2000). Our point was simply to note that most
economists are interested in equilibrium behavior and that
experimentalists often justify their focus on play in late
rounds in this manner (Camerer 1997).

Gillies & Rigdon also suggest that we do not under-
stand that repeated games may generate additional equi-
libria. We did not focus on what Gillies & Rigdon call “rep-
etition with replacement.” Rather, we discussed stationary
replication. In this context (i.e., when one employs a turn-
pike design), their objection (see also Harrison & Rut-
ström) that repetition of the trust game was likely to lead
participants to “update their estimates of the distribution of
player types (trusters or not) in the environment” is well-
taken. However, if experimenters are concerned about such
an effect (as well they should be) they can always refrain
from giving feedback until all rounds are played. It is pos-
sible that this would not get rid of the problem completely
because there is evidence that simple repetition even with-
out feedback has effects (e.g., Keren & Wagenaar 1987, or
more recently Barron & Erev 2000) but we believe that
simple repetition without feedback significantly attenuates
the problem brought up by Gillies & Rigdon and Harrison
& Rutström.

Henrich argues that another problem with repeated-
game experiments is the almost complete emphasis on
studying individual learning, as opposed to social learning.
This, lest we misunderstand, strikes us as an untenable
statement. Experimental economists routinely study, for in-
stance, the emergence of conventions (e.g., Van Huyck et
al. 1995; Young 1993). In fact, what is now called (evolu-
tionary) game theory (e.g., Weibull 1995; see also Binmore
1994; and earlier Smith 1976[1759]) is all about social
learning; so is much of game theory due to its interactive
nature as Ross points out.

R5. Financial incentives versus no incentives

In response to our analysis of financial incentives and our
“exhortation to incorporate decision makers’ motivations

more explicitly into judgment and choice models” (We-
ber), commentators focused on three major issues: the con-
ditions under which incentives are (not) suitable; the dif-
ference between real and hypothetical payoffs; and the
effect of financial incentive on anomalies (i.e., violations of
normative standards) in individual decision making. We ad-
dress each of these issues in more detail.

R5.1. When should incentives be used?

We suggested two criteria for the use of incentives: that re-
search focus on people’s maximal performance and that
standards of optimal behavior be available. In addition, we
proposed a simple decision tree to determine whether or
not incentives should in fact be used when both criteria are
met. First, is there evidence in past research regarding the
effects of incentives? If “yes,” does the available evidence
indicate that financial (or possibly other) incentives affect
behavior? If “no,” we suggested applying a simple do-it-
both-ways rule, thus according financial incentives the sta-
tus of an independent variable.

In light of this approach, warning that relying exclusively
on financial incentives would miss some important phe-
nomena (Roth), or that investigating behavior such as child
rearing using financial incentives would be inappropriate
(Davis & Durham) are orthogonal to the policy we pro-
pose. Evidently, our policy does not adopt economists’ cur-
rent practices lock, stock, and barrel, nor does it define fi-
nancial incentives to be the norm in decision experiments
(as suggested by Gil-White). Moreover, the policy does not
deny the exciting possibility that less effortful processes can
outperform more effortful ones (Betsch & Haberstroh;
see also Hertwig & Todd, in press) or that decision param-
eters differ across domains (Rakow). Of course, this ap-
proach also does not deny that incentives other than money
may motivate participants (e.g., credit points; Goodie). In
this context, it is heartening to see that even economists
have started to explore the effects of financial incentives
systematically, rather than taking them for granted. Schot-
ter and Merlo (1999), for example, have translated the in-
sight that exploring the strategy space may be (cognitively)
expensive to participants in an experimental design which
demonstrates that not paying participants while they learn
can lead to significant improvements in outcomes (see also
Berninghaus & Ehrhart 1998).

Betsch & Haberstroh discuss a set of four “principles”
that must be met for financial incentives to be beneficial in
terms of people’s performance. The first “principle,” avail-
ability of exact performance criteria, reflects common wis-
dom. Next, as the second and third “principles,” they stress
that “external”(experimenter’s) and “internal” (participant’s)
criteria, together with participant’s and experimenter’s rep-
resentation of the task, should be congruent. We under-
stand that Betsch & Haberstroh do not presume such con-
gruence to be necessary for financial incentives to be
employed (as we can never a priori ascertain it and because
payoff instructions are one key route to aligning experi-
menters’ and participants’ task representations) but rather
that discongruence is a good candidate explanation when fi-
nancial incentives have no effect or impair performance. As
a fourth “principle” for incentives to be beneficial, Betsch
& Haberstroh propose that a deliberate strategy must be
the most appropriate way to solve the problem. They claim
that people often use other than deliberate processes to
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their advantage. This is a point well-taken. Previous re-
search (in psychology and even more so in economics) has
underestimated the role of simple, noneffortful, possibly
automatic processes. That said, aspects of our memory,
judgment, and decision-making performance are, as we
documented, under strategic control, and thus the amount
of cognitive effort invested can affect the performance. But
even when less effortful processes are the objects of study,
financial incentives can make the demonstration that those
processes outperform effortful ones even more convincing.
Moreover, financial incentives can help to explain where
and how effortful processes can go wrong. Betsch & Haber-
stroh’s conclusion that because financial incentives “might
have counterproductive effects,” they ought not to be used
is a non sequitur. To rephrase Betsch & Haberstroh’s con-
clusion, not taking the role of methodological key variables
for granted but subjecting them to systematic variation
paves the way to good experimentation (see Fantino &
Stolarz-Fantino, Guala, Harrison & Rutström).

R5.2. Aren’t hypothetical incentives sufficient?

Kühberger offers an intriguing argument: Since decision
making involves anticipation of hypothetical events (e.g.,
future feelings, states of the world), hypothetical decisions
are a valid proxy for people’s real decisions. The implication
of his argument is that hypothetical payoffs may suffice to
study people’s decisions. Kühberger, however, qualified his
claim: The decision’s importance can turn hypothetical de-
cisions into invalid proxies for real ones. Holt & Laury pre-
cisely demonstrate such a case. In a choice between lotter-
ies, they find comparable amounts of risk aversion for
hypothetical and low real payoff conditions. A high real pay-
off condition, however, produced drastically different risk
attitudes. Holt & Laury (personal communication) have
since strengthened these results by conducting additional
sessions with even higher real payoffs. Relatedly, Fantino
& Stolarz-Fantino suggest that the importance of what is
at stake may also explain why experiments with humans ob-
tain less impulsive behavior than experiments with pigeons.
The incentives experimenters offer to pigeons dwarf those
offered to humans (of course, even here Harrison’s [1994],
dominance critique of payoffs might apply).

Although Kühberger acknowledges that what is at stake
matters and Holt & Laury demonstrate that high payoffs
can cause dramatic differences, they arrive at opposite pol-
icy recommendations. The former stresses the need for a
theory of when and why real and hypothetical decisions co-
incide. In the absence of such a theory, he considers the do-
it-both-ways rule a waste of money. In contrast, Holt &
Laury argue that even while the discipline lacks an accepted
theory of when financial incentives matter, they should
nonetheless be used in economics experiments. If they have
in mind a convention of always using financial incentives,
we disagree. If, however, their argument is intended as a
call to manipulate the provision of incentives systematically
(as they in fact did), we agree. In contrast to Kühberger, we
consider the do-it-both-ways rule (which in the present
context may be better called the do-it-n-ways rule) an in-
vestment that promises high payoffs. Waiting for a theory
of hypothetical and real decisions to emerge from an em-
pirical vacuum seems overly optimistic. In fact, a compre-
hensive collection of reliable effects of financial incentives
(as would quickly evolve if the do-it-both-ways rule was ap-

plied in psychology and economics) may act as a strong in-
centive to develop such a theory.

Finally, let us stress that the domain of high-stake deci-
sions is not the only one where real and hypothetical in-
centives can yield divergent results. The results reported in
Table 2 (of the target article) and in Camerer and Hogarth
(1999) demonstrate that the payoffs need not be high stake
incentives to affect people’s judgment and decision-mak-
ing.

R5.3. Do incentives eliminate anomalies?

From the 1970s, psychologists conducting research in the
tradition of the heuristics-and-biases program have accu-
mulated experimental evidence that suggests “behavioral
assumptions employed by economists are simply wrong”
(Grether 1978, p. 70). One prominent response of econo-
mists to this challenge has been to question the validity of
the evidence. Experimentally observed anomalies (“falla-
cies,” “biases,” “cognitive illusions”) could be, so the argu-
ment goes, peculiar to the methodological customs and rit-
uals of psychologists (e.g., Grether 1980; 1992; Grether &
Plott 1979). A number of commentators (e.g., Fantino &
Stolarz-Fantino, Gil-White, Holt & Laury, Kühber-
ger, Zizzo) take up this debate and discuss the robustness
of anomalies. Hilton, for instance, asks whether anomalies
can be eliminated by financial incentives and learning, and
he concludes that the evidence strongly suggests that they
cannot.

The picture is more differentiated and we agree with
Smith that more “constructivity” is needed. It is time to go
beyond blanket claims and categorical questions such as
whether or not financial incentives eliminate anomalies. We
also agree with Fantino & Stolarz-Fantino’s conclusion
that the impact of key methodological variables on the re-
sults obtained “are not fixed and should not be taken for
granted.” Holt & Laury’s study is a good example of how
differentiated the empirical pattern can be. In addition, it is
important to acknowledge that conclusions regarding the ef-
fects of financial incentives (and similarly, repetition and
feedback) are based on small and (sometimes opportunistic)
samples of studies, and thus very likely are not the last word.

The little we know, however, suggests that financial in-
centives matter more in some areas than others (see
Camerer & Hogarth 1999). Moreover, as we pointed out in
Hertwig and Ortmann (in press), they matter more often
than not in those areas that belong to the home turf of psy-
chologists, namely, studies on judgment and decision mak-
ing. Ironically, they may matter less in “game and market
experiments” (Camerer & Hogarth 1999, but see Smith &
Walker 1993a and Schotter & Merlo 1999), the home turf
of economists. The need for a theory of the effects of finan-
cial incentives is apparent. We suggest that Camerer and
Hogarth (1999) is an excellent point of departure. Most im-
portant, their capital-labor framework of cognitive effort
highlights the interaction effects between key design vari-
ables such as repetition and financial incentives. Thus, it
may have the potential to account for the conflicting obser-
vations regarding the effects of financial incentives.

Related to the existence of anomalies, Gil-White asks “if
(1) people are given rewards for being good Bayesians, and
(2) they receive feedback that is immediate and highly ac-
curate, should we – upon the observation of results consis-
tent with Bayesian reasoning – conclude that we have shown
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that people are good Bayesians, or that experiments set up
in this way can train them to be such?” The “context depen-
dency of results” (Levine) is, indeed, an important question
– but it is one that deserves equal attention in studies with-
out rewards and feedback. To rephrase Gil-White: If people
are given no rewards, and if they have only one or a few
chances for an answer in an unfamiliar context, should we –
upon the observation of results inconsistent with Bayesian
reasoning – conclude that we have shown that people are
bad Bayesians? In our view, Hogarth answers Gil-White’s
challenge: He reminds us that when faced with context-
dependent results, researchers need to theoretically clarify
the conditions to which results can be generalized.

Finally, we stress that the robustness of anomalies is de-
bated not only in economics but also in psychology. In the
wake of this debate, rich empirical and theoretical work in
psychology has evolved that attempts to explain when and
why people’s inferences obey or disobey certain normative
standards (see e.g., Erev et al. 1994; Gigerenzer 1996; Hil-
ton 1995; Juslin et al. 2000; Krueger 1998). Thus, focusing
merely on learning and financial incentives overlooks, for in-
stance, what is likely to be the most powerful tool to reduce
and sometimes even to eliminate “blunders of probabilistic
reasoning” (Tversky & Kahneman 1987, p. 90), namely, to
present statistical information in terms of (natural) frequen-
cies rather than probabilities (e.g., Cosmides & Tooby 1996;
Gigerenzer 1991a; Gigerenzer & Hoffrage 1995; Hoffrage
et al. 2000). The seemingly robust conjunction fallacy (that
Zizzo discusses), for instance, can be reduced and is some-
times completely eliminated when the information is pre-
sented in terms of frequencies (see Hertwig & Gigerenzer
1999, but also Mellers et al., 2001). Unfortunately, recent re-
views of psychological literature for economists seem to be
blissfully unaware of these empirical findings and theoreti-
cal discussions (e.g., Rabin 1998).

R6. Honesty versus deception

The use of deception in experiments entails costs. In light
of the still frequent use of deception in some areas of psy-
chology, it was surprising for us to see that none of the com-
mentators explicitly question this assessment, and some
commentators explicitly agree with it (e.g., Baron, Goodie,
McKenzie & Wixted, Zizzo). We first clarify the defi-
nition of deception, then discuss McKenzie & Wixted’s il-
lustration of how suspicion contaminates experimental re- 
sults, and finally explore when and why some commentators
consider deception to be necessary.

R6.1. Reprise: What is deception, and what is not?

Baron proposes that not informing participants of the pur-
pose of the study is “deception by omission” – but is it? In
contrast to Baron, most researchers do not seem to regard
the withholding of information as deception. Such agree-
ment is, for instance, manifest in studies that review how
often deception is used in psychological experiments. In
Hertwig and Ortmann (2000), we examined the criteria for
deception in those review studies. Intentional and explicit
misrepresentation, that is, provision of false information, is
unanimously considered to be deception. In contrast, not
acquainting participants in advance with all aspects of the
research being conducted, such as the hypotheses explored

(e.g., the relationship between positive rewards and mood,
to use Baron’s example) is typically not considered decep-
tion. This view is also shared across disciplinary boundaries
as the following statement by Hey (1998) illustrates: “There
is a world of difference between not telling subjects things
and telling them the wrong things. The latter is deception,
the former is not” (p. 397).

Despite such a consensus, we appreciate Baron’s argu-
ment that withholding information makes full disclosure,
when it is desirable, appear suspicious. In Ortmann and
Hertwig (2000), we argued that one specific kind of “de-
ception by omission” has the same potential for creating
distrust as providing false information, namely, the violation
of participants’ default assumptions. For instance, a default
assumption participants are likely to have is that a study
starts only after an experimenter has clearly indicated its
beginning. As a consequence, a participant might assume
that her initial interactions with the experimenter (upon en-
tering the laboratory) are not part of the experiment, and
might feel misled if she finds out otherwise. We propose
that violating default assumptions should be avoided.

R6.2. How participants’ suspicions systematically 
contaminate data

McKenzie & Wixted provide two intriguing examples of
how participants’ distrust (likely to be fueled by the use of
deception) systematically contaminated experimental re-
sults. Specifically, they show that the failure to recognize
that participants may distrust experimenters’ assertions
about important task parameters (e.g., that a particular piece
of information was randomly drawn) can lead participants’
responses to be misclassified as irrational (e.g., as non-
Bayesian). McKenzie & Wixted’s analysis shows that partic-
ipants’ distrust has the potential of systematically distorting
empirical observations and thus leading experimenters to
draw erroneous conclusions – for instance, regarding peo-
ple’s ability to reason in accordance with normative princi-
ples (e.g., Bayes’s rule). The threat of systematic contami-
nation due to distrust has also been documented in other
domains. In an extensive search for studies exploring the
contaminating effects of deception, Hertwig and Ortmann
(2000) and Ortmann and Hertwig (2000) found that, across
a variety of research domains, personal experience with de-
ception can and does distort observed behavior (e.g., judg-
ments, attitudes, and measures of incidental learning and
verbal conditioning).

As an option to deal with participants’ skepticism about
task parameters, McKenzie & Wixted propose incorpo-
rating a “trust” (or distrust) parameter into models of par-
ticipants’ behavior. While elegant, this approach introduces
a free parameter into the models (thus increasing the dan-
ger of data-fitting, in particular when unlike in McKenzie
and Wixted’s models, more than one free parameter is in-
volved). Moreover, we fear that this modeling approach will
often not be applicable, as it demands a good understand-
ing of where and how distrust interferes with the processes
under consideration.

R6.3. Is deception indispensable, and is it treated 
as a last-resort strategy?

The most common argument for deception is that it is in-
dispensable for the study of those facets of behavior for
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which participants have reasons to conceal their truthful
opinions, attitudes, or preferences. Therefore, experiment-
ers must lie in order to avoid being lied to. Several com-
mentators reiterated this argument (e.g., Davis & Dur-
ham; Van Vugt) or variants of it (Baron). In the absence
of strong incentives to develop alternatives to deception,
this rationale can only be evaluated in the abstract. Clearly,
at this point there is no principled argument that could
prove this rationale wrong. Consequently, we stated in the
target article that we do not exclude the possibility that
there are important research questions for which deception
is indispensable. Irrespective of this issue, however, we ar-
gue that the prevalence of deception could substantially be
reduced if it were used as a strategy of last resort. It is here
where we disagree with Weiss who whole-heartedly de-
fends the current practices.

Weiss complains that our focus on the methodological
costs of deception is an ethical argument in disguise. In sus-
pecting an ethical argument, Weiss refers to our public
good analysis of deception. Clearly, our argument is orthog-
onal to the deontological arguments put forth by Baumrind
(1964; 1979; 1985). We agree with Weiss that this analysis
invites a value judgment, namely, that the experimenters
who produce the public good while others do not are being
exploited. But, such a judgment surely does not make the
analysis of deception in terms of a public good problem less
valuable; nor does it absolve the defenders of deception
from discussing its contaminating potential. Weiss does not
devote a single word to this potential.

Ironically, Weiss himself points out that deception
comes at a considerable cost, namely, that of an arms race
in which experimenters have to design even more sophisti-
cated ways of camouflaging the true purpose of the experi-
ment since participants may become increasingly distrust-
ful and sophisticated in figuring out where deception
occurs.3 He compares behavioral researchers to medical re-
searchers who have to continuously invent new antibiotics
(or novel techniques of deception) to keep abreast of the
microbes (or participants’ suspicions). Why? Because, and
for us this is the crucial lesson of Weiss’s analogy, they are
often not used as a treatment of last resort but instead as
first-resort treatment in cases of common infections (or
simply to promote growth in animals; see The New York
Times, January 17, 2001, Section: Living). The unfortunate
consequence is that bacterial resistance to antibiotics is thus
much more likely to evolve. Take the U.S. and the Nether-
lands as examples. In the U.S., it is routine to use antibiotics
for treating middle ear infection, one of the most common
diagnoses in children, whereas in the Netherlands, the stan-
dard practice is to use antibiotics only if the infection fails
to improve after a time of ‘watchful waiting.’ Not supris-
ingly, bacterial resistance in the Netherlands is about 1%,
compared with the U.S. average of around 25% (see
http://healthlink.mcw.edu/article/965945751.html).

Just as antibiotics (in the U.S.), deception is not exclu-
sively used as a last-resort strategy. In contradiction to
Davis & Durham’s belief, even a cursory glance at con-
temporary deception studies reveals that deception is used
even when it is not indispensable (recall that every third
study in JPSP and every second study in JESP uses decep-
tion). Examples include studies in which participants are in-
structed that incentives are performance contingent when
in reality they are not or the claim that some aspect of an
experiment (e.g., the allocation of a specific role, a piece of

information, etc.) was randomly chosen when in reality it
was not (for more details see Hertwig & Ortmann, in press).
Deception is a method that saves resources (as Baron
points out) but it is only inexpensive if there will be no (or
only minimal) costs for future experiments. But are there
really no costs? We doubt that the participants believe
promises of performance-dependent rewards at face value
in future experiments if they just found out (through de-
briefing) that the experimenter misled them on the contin-
gency of those rewards. Once bitten, twice shy.

The evidence regarding the consequence of firsthand ex-
perience with deception (see Hertwig & Ortmann 2000;
Ortmann & Hertwig 2000) counsels us to treat deception
as a last-resort strategy, thus limiting the number of partic-
ipants with firsthand experience. In fact, this is the policy as
currently stipulated by the APA guidelines. Considerations
as formulated by Baron (resource saving) and Van Vugt
(deception is justified when beneficial in the development
of nontrivial theories of human behavior) are not endorsed
by the APA guidelines. Finally, experiments that a number
of commentators (e.g., Davis & Durham, Hilton, Roth)
consider to be prime examples of cases in which deception
was indispensable or yielded valuable, and eminently teach-
able, insights into human behavior would likely not pass
contemporary ethical committees (e.g., the Milgram exper-
iment). Therefore, the utility of those studies does not ab-
solve us to/from deciding anew about the use of deception
in present experiments.

How can deception be implemented as a last-resort strat-
egy and how can the existing distrust among participants be
overcome? In Hertwig and Ortmann (2000), we propose an
incentive-compatible mechanism that has the potential to
reduce the frequency of deception (and to promote meth-
odological innovation). To overcome existing distrust, each
individual laboratory can attempt to (re-)establish trust by
taking measures such as introducing a monitor into experi-
mentation (i.e., participants elect one of themselves to be a
paid monitor who inspects all equipment and observes all
procedures during the experiment; see Grether 1980; 1992;
for a similar proposal see Baron). Such concrete gestures
to (re-)gain participants’ trust may also help to shorten the
time any policy change will require for psychologists to
overcome their reputation (a problem that Roth points
out).

As still another remedy, Henrich proposes conducting
deception studies outside the laboratory. Albeit an original
proposal, we doubt its long term utility. If psychologists re-
stricted the use of deception to studies done outside the
university, this practice would quickly become public
knowledge. Such knowledge, and the expectations it is
likely to evoke, may compromise not only the work of re-
searchers who conduct field studies but also that of profes-
sional psychologists in general.

R7. Additional issues: Subject pools,
institutional arrangements, and the art
of fast data collection

In reflecting on how we go about our business, several com-
mentators highlighted practices that, in their and our view,
deserve closer scrutiny. Henrich, for instance, criticizes the
reliance of both psychology and economics on university
students as participants – a “very weird, and very small, slice
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of humanity.” He argues that as a result of this practice, re-
searchers from both fields overgeneralize their results.

Psychology’s reliance on a highly selected subject pool may
be even more pronounced than Henrich assumes. According
to Sieber and Saks (1989), “undergraduate students have
been a major source of research data in many areas of psy-
chology” (p. 1053). The participation of undergraduates in
the subject pool is typically institutionalized through the re-
quirement that students in introductory psychology need to
participate in (some) research projects as part of their course
requirements. This availability of “free subjects” may be a key
to understanding psychologists’ experimental practices. Ver-
non Smith (personal communication) once asked a colleague
from psychology “why psychologists, who you would expect
to be concerned about motivation, did not pay salient re-
wards to subjects. [The psychologist] said it was simple.
Every psychology department requires majors to participate
in a minimum number of experiments as a condition for a de-
gree, and that it was unthinkable that you would start using
rewards for this huge population of free subjects.”

While the use of deception appears to have immediate
detrimental effects – namely, suspicion and distrust among
those who experienced it – the institutional response to
those effects may also come with a price tag: There is evi-
dence indicating that since the 1960s the proportion of par-
ticipants in psychology experiments from introductory
courses has been on the rise (see Hertwig & Ortmann, in
press). This change to the current widespread recruitment
from introductory courses (and thus reliance on an even
more unrepresentative subject pool) can be read as an in-
stitutional response to the risks of a subject pool contami-
nated by distrust (Ortmann & Hertwig 2000). Recruiting
participants who are less likely to have firsthand experi-
ence with deception – students in introductory classes –
minimizes the problem of participants’ suspicions.4 Albeit
speculative, this explanation is consistent with the advice
psychologists were given not to use the same (deceived) stu-
dents twice: Based on experimental evidence, Silverman et
al. (1970) concluded, more than 30 years ago, “that the
practice of using the same subjects repeatedly be curtailed,
and whenever administratively possible, subjects who have
been deceived and debriefed be excluded from further par-
ticipation” (p. 211). Increased reliance on introductory stu-
dents has – to the best of our knowledge – not been ob-
served in economics.

In our view, Hogarth suggests one important step to-
ward a systematic remedy of a potentially unrepresentative
subject pool. He calls for theoretical clarity about the kinds
of people and tasks to which the results might be general-
ized. In addition, he advocates the combination of labora-
tory and field studies, thus rendering it possible for experi-
menters to explore the generalizability of their laboratory
results. In Hogarth’s view, economists more than psycholo-
gists explicate the characteristics of people and tasks to
which experimental results are meant to be generalized. By
attending to the task, (and its correlates in the real world)
Hogarth reminds psychologists of a concern that is remi-
niscent of Egon Brunswik’s (1955; as does Weber by em-
phasizing “compatibility” between the experiment and its
targeted real-world application). Brunswik criticized his
colleagues for practicing “double standards” by generaliz-
ing their results to both a population of situations and a pop-
ulation of people, although only being concerned with the
sampling of the latter.

Gigerenzer describes a tendency in psychological ex-
perimentation to conduct large-scale data collection out-
side the laboratory context, in particular, the practices of
“take-home questionnaires” and “large classroom experi-
ments.” These methods are another instance of fast and
seemingly inexpensive methods. Gigerenzer suggests, that
their use at American universities may help to explain re-
peatedly observed performance differences between Amer-
ican and German studies examing probabilistic and logical
reasoning. If so, these methods may also help explain why
much past research in behavioral decision-making has ar-
rived at rather pessimistic conclusions regarding people’s
reasoning abilities. Clearly, this hypothesis can be tested
empirically.

R8. Why do the methodological practices differ?

A number of commentators argue that the answer simply is
that practices (must) differ because the two disciplines have
different subject matters and research questions (e.g., Davis
& Durham, Gil-White, Lecoutre & Lecoutre, Sulei-
man). But is it “really the question being asked that will al-
ways determine the methodology” (Davis & Durham; see
also for a similar form-ought-to-follow-function argument,
Baron, Huettel & Lockhead, Lecoutre & Lecoutre,
Roth)? Gigerenzer reveals the ahistorical naivete of this
claim. Even within psychology, this “naturalistic” argument
fails to explain surprising structural similarities in different
theoretical traditions. What are more substantial explana-
tions of the observed differences? Blaich & Barreto sug-
gest that the different practices may be driven by econo-
mists’ and psychologists’ different use of statistics. Gintis
reiterates the conjecture in our target article of the unify-
ing role of game theory, arguing that the emergence of
game theory suffices to explain the differences in experi-
mental practices. Finally, Huettel & Lockhead argue that
psychologists’ and economists’ experiments serve different
functions.

Before proceeding to address these proposals, let us dis-
tinguish two aspects of methodological standards, namely
their “nature” and their “content.” The former refers to
how binding standards are; the latter to their actual sub-
stance (e.g., use of financial incentives). We suggest that
any explanation of the different nature of standards in eco-
nomics and psychology needs to acknowledge the broader
context from which experimentation emerged in either
field. Hogarth and Roth reiterate our suggestion that ex-
perimental economists had to fight hard to be accepted in
a profession that for many years doubted the utility of lab-
oratory experiments for making inferences about the real
world (as can be glimpsed from the introductory remarks
of two path-breaking papers, Smith 1976; 1982). In con-
trast, experimental psychologists never similarly had to
battle for respect within their own discipline. While the
specific circumstances of their emergence may explain
why methodological standards are less binding in psychol-
ogy than in economics, history does not explain the content
of the standards. How did the content evolve?

R8.1. Use of statistics

In Blaich & Barreto’s view, research practices differ be-
cause psychologists and economists make different use of
inferential statistics: “The fact that experimental psycholo-
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gists tend to assign much more importance to rejecting the
null hypothesis but less importance on making precise pa-
rameter estimates than experimental economists plays an
important rule, in our view, in creating the differences in
the two fields.” Although we are not convinced that these
differences have caused different methodological practices
(e.g., psychologists’ use of deception and economists’ pro-
scription of deception), it may very well be that psychology’s
practice of null-hypothesis testing perpetuates differences.
It does so by impeding the elaboration of precise theories
(an argument that has repeatedly been made within psy-
chology, Hertwig & Todd 2000; Krueger 1998; Schmidt &
Hunter 1997). Imprecise theories, in turn, tend to leave de-
cisions on how to realize experimental tests to the discre-
tion of the researchers, and thus to the dominant method-
ological preferences in a field. In contrast, precise theories
are more likely to imply appropriate test conditions, for in-
stance, by explicitly defining the behavior it targets (e.g.,
first impression, learning, equilibrium behavior).

R8.2. The role of game theory

Gintis claims that there is a simple answer why method-
ological practices differs. It is because economists use game
theory to design and interpret experiments. Although we
hinted at the unifying role of game theory, its presence can-
not explain why methodological conventions have such a
regulatory nature in economics. We believe that the most
plausible candidate explanation for their nature is the
strategic role that the canonization of mandatory rules
played in the process of gaining acceptance within the dis-
cipline. With regards to the content of the conventions,
Gillies & Rigdon argue – contrary to Gintis’s thesis – that
three of the four key variables (namely, deception, financial
incentives, and scripting) are “general” variables “whose ap-
propriateness is independent of the theory being tested.”
Whether or not this assessment is correct, we anticipate
that any comprehensive explanation of why methodological
practices in the two fields differ will involve among others,
an understanding of the role of early key players (Holt &
Laury and Smith point out that a psychologist, Sidney
Siegel, has been largely responsible for establishing the
procedural standards used in economics experiments5), the
role (or relative lack thereof) of unifying theories (e.g., game
theory, behaviorism), institutional arrangements (e.g., the
availability of subject pools) as well as the fact that experi-
mental economics for a significant number of years was
done only in about half a dozen laboratories.

While discussing game theory, let us note that Van Vugt’s
assertion that “economists [and hence experimental econo-
mists] use the theory of self-interest as [a] unique explana-
tory framework for understanding human behavior,” is
wrong. It demonstrates lack of awareness of the theoretical
developments that have dramatically reframed economics
– primarily by way of mostly game-theoretic reformula-
tions. We doubt that there are economists out there who do
not believe that “given the right conditions, people can be
rational or irrational, selfish or altruistic, aggressive or help-
ful” (Van Vugt). We are certain that if indeed such an “econ”
(Leijonhufvid) exists, he or she is not an experimental econ-
omist. Van Vugt’s wage escalation argument, furthermore,
misapplies basic tenets of marginal utility theory. Money is
typically chosen because of its, for all practical purposes,
nonsatiation property. By Van Vugt’s logic, real wages would

go up and up and up. . . . Last but not least, and also re-
garding issues of homo economicus, Zizzo takes us to task
for our comments on Frey’s work on intrinsic motivation.
We urge the reader to re-read footnote 8 of the target arti-
cle and read the references therein.

R8.3. Do psychologists generate questions, 
whereas economists test models?

Huettel & Lockhead make a distinction between “re-
stricted experimental designs, which allow reproducibility
and hypothesis testing, and exploratory designs, which may
provide new insights into phenomena.” Based on this dis-
tinction, they suggest that economics studies were designed
to answer well-defined hypotheses, whereas the psychology
studies in question have more of an exploratory character.

Huettel & Lockhead’s characterization of the psycho-
logical studies in question is not well-informed. Research in
experimental economics and psychological research on
judgment and decision making are particularly well suited
for a comparison of methods across disciplines because
studies in both fields often address similar and sometimes
even identical questions. As examples, consider questions
such as whether or not people update probabilities in a
Bayesian way, make choices in a transitive way, are subject
to the hindsight bias (“curse of knowledge”), or allocate re-
sources in a way that satisfies rational economic theory (or
motives such as fairness). Sometimes economists and psy-
chologists explore exactly the same hypothesis: for instance,
whether or not people apply the representativeness heuris-
tic (Kahneman & Tversky 1973) to update probabilities
(e.g., Grether 1980; 1992; Harrison 1994). Arguing, as
Huettel & Lockhead do, that the economists’ and “the par-
ticular psychology studies that were selected for considera-
tion” differ because the latter are in the business of “gen-
erating questions,” whereas the former test well-defined
hypotheses reveals, depending on the perspective, a rather
self-deprecating or condescending attitude. We do, how-
ever, agree with Hogarth’s assessment that many psycho-
logical studies test theoretical notions rather than formal-
ized theories or process models – exactly this fact has been
at the heart of a controversial debate among psychologists
(Gigerenzer 1996; Kahneman & Tversky 1996).

Despite our disagreement with how Huettel & Lock-
head characterize the goal of psychological studies, we 
appreciate the more general question they raise, namely,
whether or not our policy recommendations should (equally)
apply to hypothesis-testing and hypothesis-generating ex-
periments. While we agree with Huettel and Lockhead that
in the context of discovery “everything goes,” we point out
that placing participants in a not well-defined situation is
only one tool and probably not a particularly productive one
for generating questions (for other tools used in the context
of discovery see, for instance, Gigerenzer 1991b).

In the context of theory testing, Erev highlights one of
the crucial benefits of standardized test conditions, namely
the emergence of data sets that, because of being collected
under comparable conditions, can be used in toto to test a
hypothesis, a model, or a theory. Such a body of data will al-
low researchers to use a strict rule, the “generality first”
rule, in the process of theory selection. This rule requires
that a new model replaces an old model only if it explains
previous data plus new data that the old model cannot ac-
commodate. While we suggest that this rule should not be
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used in isolation (but be complemented by other theory-se-
lection criteria such as internal consistency and simplicity),
we agree with Erev that the evolution of large standardized
data sets is one promising route to cumulative progress in
modeling. We also agree with Erev that the do-it-both-ways
rule will first quickly help to identify how key variables of
experimental design affect the results obtained, and then,
once such knowledge is available, will promote the evolu-
tion of data sets collected under comparable conditions.

As an aside, the generality-first rule also implies a third
way of testing theories – beyond null-hypothesis testing and
parameter estimation (Blaich & Barreto). According to
this rule, a theory is tested against the aggregate set of data,
and its status (rejected/accepted) is a function of its ex-
planatory power (regarding this set) and the performance
of its competitors. Because they are intended to be useful
approximations (Roth), theories can overcome rejection
based on individual experiments if they still succeed in ac-
counting for a wide range of observations.

R9. Experimental economics and behaviorism:
Guilty by association?

I have not the slightest doubt that if Sid Siegel had lived, say an-
other 25–30 years, the development of experimental econom-
ics would have been much advanced in time. He was just get-
ting started, was a fountain of ideas, a powerhouse of energy,
and had unsurpassed technique and mastery of experimental
science. Twenty-five years later I asked Amos Tversky, “What-
ever happened to the tradition of Sidney Siegel in psychology?”
His answer: “YOU’RE IT!”

In relating this episode to us, Vernon Smith made it clear
that Tversky’s response was meant to be a put-down. Tver-
sky saw Siegel as one of the last of the Skinnerian behavior-
ists. Likewise, a number of commentators remark on what
they see as similarities between the experimental practices
of economists and behaviorists. Fantino & Stolarz-Fantino
see this similarity in a positive light and illustrate how clas-
sic effects observed in the heuristics-and-biases program
(e.g., base-rate neglect, conjunction fallacy) can be studied
using methods from the learning tradition. For Hilton and
Kurzban (and in a somewhat related way also Maratsos)
in contrast, this similarity is a reason for concern. Admit-
tedly simplified, Hilton and Kurzban’s arguments are the
following: First, the experimental methods in economics
resemble those employed by behaviorists. Second, the
methodological similarity indicates a theoretical affinity,
with economists being “methodological behaviorists” who
focus on observables at the expense of cognitive processes
(Hilton; see also Markman, Rakow), or focus, like behav-
iorists do, on domain-general nonsignificant learning mech-
anisms. Third, either focus is a theoretical cul de sac, and
“psychologists did the right thing to abandon behaviorism”
(Hilton), whereas adopting economists’ methodology in
psychology would be tantamount to “behaviorist-like ex-
periments” and akin to a return to the “dark days of behav-
iorism” (Kurzban).

We disagree with Hilton’s and Kurzban’s view. They
seem to suggest that taking into account realizations of key
variables of experimental design that economists and be-
haviorists value, goes along with adopting their imputed
theoretical biases (i.e., focus on output or nonsignificant
learning mechanisms). As Gigerenzer explains, however,

there is not such automaticity. Even within psychology,
there are research programs that are utterly different in
their theoretical nature despite commonalities in experi-
mental practices. Thus, even if it were true that economists
focus on observable outcomes (at the expense of processes)
as Hilton and Rakow suggest, nothing in the emphasis on
learning and motivation excludes the study of processes (as,
for instance, Wallsten’s 1972; 1976, studies on probabilistic
information processing illustrate). On the contrary, the pro-
vision of financial incentives is one important tool for de-
creasing variability, thus increasing the reliability of pro-
cesses (and process measures); and the use of repeated
trials is a powerful tool for studying the evolution of pro-
cesses. There is hardly an automatic contingency between
the use of financial incentives, scripts, and repetition, and
the sudden disappearance of cognitive processes in a black
box.

But is the conventional wisdom that Hilton and Le-
coutre & Lecoutre express even accurate – that psychol-
ogists are process-oriented, whereas economists focus on
observable outcomes? There are important counterexam-
ples. Take, for instance, the most influential research pro-
gram in psychological research on behavioral decision mak-
ing, the heuristics-and-biases program. It seems fair to
conclude that this program has an explicit focus on observ-
able outcomes (Markman seems to agree). Compared to
the search for new “biases,” “fallacies,” and “cognitive illu-
sions,” the modeling of the psychological processes has re-
ceived little attention (see the debate between Kahneman
& Tversky [1996] and Gigerenzer [1996]). Counterexam-
ples to economists focus on observable outcomes are, for
instance, the research programs by Camerer et al. (1993),
Costa-Gomes et al. (2001), or McCabe et al. (2000).
Whereas these researchers are still interested in outcomes,
they focus on the reasoning processes underlying choices
leading to outcomes, and even their neurological correlates
(Smith).

Finally, what about Kurzban’s argument that economists
(and behaviorists alike) study domain-general mechanisms
of nonsignificant relevance? Although we are not sure what
mechanisms Kurzban has in mind, it is worth remembering
that theorizing about domain-specificity (as evolutionary
psychologists such as Kurzban do) apparently can profit
from domain-general theoretical frameworks such as game
theory. Take Cosmides and Tooby’s (1992) social contract
theory, one major theory in recent evolutionary psychology,
as an example. In their view, the barrier to the evolution of
social exchange is a problem that is structurally identical to
the one-move Prisoner’s Dilemma, and indeed Cosmides
and Tooby (1992) used this game to refine their theory.

R10. Experimental practices in psychology: 
A challenge for economists?

Several commentators point out that the methodological di-
alogue between economists and psychologists must not be
a one-way street (Harrison & Rutström, Levine, Roth).
We whole-heartedly agree. Indeed, such a debate can work
only if both sides are open to the input from the other camp.
Admittedly, we focused in our treatment on those key vari-
ables where we believe psychologists can profit from com-
paring their experimental practices with those of experi-
mental economists, the new kid on the block.
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We also pointed out, however, that the conventions and
practices of experimental economists (that Weber face-
tiously describes as “method fascism”) do not constitute the
gold standard of experimentation, and that “a paper enti-
tled ‘Experimental practices in psychology: A challenge for
economists?’ may well be worth writing.” To our minds,
there is no doubt that Harrison & Rutström are right on
the money when they argue: “Unfortunately, experimental
economists have sometimes followed conventional prac-
tices with little thought about the consequences.” We share
their skepticism of “the popular use of ‘lab dollars’” (as, in-
cidentally, do Davis & Holt 1993, p. 29). More generally, we
also stress that the do-it-both-ways rule is a significant de-
parture from empirically blind conventions that experi-
mental economists currently take for granted.

R10.1. Acontextualization, field referents, 
and framing effects

Harrison & Rutström also discuss the issue of field ref-
erents that participants may bring into the laboratory.
Economists typically try to overcome the problem of such
imported priors by acontextualization – stripping the ex-
perimental scenario and instructions of any reference to the
real-world problem that may have motivated the scenario.
For example, in principal-agent games most experimental
economists label the employee the “seller” and the em-
ployer the “buyer” of unspecified goods or services. Some-
times they even omit these labels and call the employee
(employer), say, “participant A” (“participant B”). Although
acontextualization has the advantage of counteracting the
problems of uncontrolled priors that participants bring into
the laboratory (an issue that Fantino & Stolarz-Fantino,
Goodie, and Betsch & Haberstroh also highlight), it has
two clear drawbacks. First, the abstract context invites
sense-making exercises on the part of the participants who
might try to make the connection between the laboratory
set-up and possible real-world correlates. Second, the ab-
stract context may prevent participants from invoking the
kind of inference routines that they use to navigate similarly
structured real-world environments. We use the word “rou-
tines” here intentionally because, although we disagree
with their claim about the scope, we agree with Betsch &
Haberstroh’s emphasis of the importance of less effortful
processes.

Relatedly, Hogarth argues that “theory (in economics)
specifies that different structural representations of the en-
vironment (e.g., framing of decision problems) should
make no difference. . . . Context – however vaguely de-
fined – is important to psychologists, but not to econo-
mists.” Although that statement is not true in its generality
(e.g., Andreoni 1995; Offerman et al. in press; Ortmann et
al. 2000; or the previously mentioned work by Smith and
his collaborators), there can be no doubt that psychologists
are overwhelmingly more sensitive to how problem and in-
formation representation affects people’s reasoning.

R10.2. Heuristics and how to select them

Harrison & Rutström highlight the selection of heuris-
tics as a theoretical theme that unites the field of experi-
mental economics and psychology. We agree whole-heart-
edly. More generally, we believe that in a world in which
knowledge and mental resources are limited, and in which

time is pressing, the study of real-world judgments and de-
cisions require alternatives to traditional models of un-
bounded rationality and optimization. In a recent BBS pré-
cis, Todd and Gigerenzer (2000) described the framework
of fast and frugal heuristics and placed the study of those
heuristics within the context of bounded rationality (Si-
mon 1990). Looking toward future work, Todd et al.
(2000) delineate three major theoretical questions: Where
do heuristics come from? How are they selected and how
are they adapted to the decision and environment struc-
ture in which they evolve? Seeking to answer these and
related questions can foster a further theoretical conver-
gence. Although we are not sure that the search for bound-
edly rational heuristics is what Levine envisions when he
talks about a “psychologically based economic theory,” we
agree with him that emotions – whether they function as
stopping rules for search (Simon 1956) or in some other
way – will be a crucial topic in any program of bounded ra-
tionality.

Theoretical and methodological issues are often linked.
The study of heuristics is a case in point. Obtaining empir-
ical evidence for the use of particular heuristics demands
careful methodology because of challenges such as the flat
maximum phenomenon and individual differences in their
use (a source of variance that Suleiman stresses). The
study of heuristics will require psychologists and econo-
mists to make methodological decisions closely related to
those that we have discussed here – decisions about the
structure of the decision environment (e.g., abstract vs.
content-rich), the incentive landscape (e.g., favoring accu-
racy, speed, or other performance criteria), or the structure
and kind of feedback (to study the evolution and learning
of heuristics). We agree with Markman that psychology
has much to offer in terms of techniques for studying on-
line processing and heuristics. In fact, economists have al-
ready started using techniques such as MouseLab (e.g.,
Camerer et al. 1993; Costa-Gomez et al. 2001).

R11. Conclusion

Methodological discussion, like spinach and calisthenics, is
good for us . . . . (Paul Samuelson, p. 231)

Commenting on presentations by Ernest Nagel, Sherman
Krupp, and Andreas Papandreou on methodological prob-
lems, Samuelson (1963) noted that while undoubtedly
methodological discussion is good for us, it is not often
practiced and thus may be, ultimately, inconsequential.
We hope that Samuelson is wrong with his assessment and
that Harrison & Rutström are right with their generous
claim about the effect of our target article. There is hope.
After all, more people today appreciate spinach and calis-
thenics (although they typically have fancier names for the
latter).

We are convinced that a common language of scientific
discovery and theory-testing, in addition to experimental
practices grounded in empirical evidence, promise high
payoffs. Ultimately, of course, these claims are an empiri-
cal question. We can say for ourselves – one being a psy-
chologist, the other being an economist – that we found
the conversation across disciplinary borders a rewarding
(albeit not always easy) exercise. We urge others to follow
suit.
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NOTES
1. We use the term do-it-both-ways rule as a short-hand ex-

pression. Obviously, there are situations where more than two re-
alizations of a variable will be explored.

2. We note that there is one important exception to that state-
ment: The work Cummings and Harrison and their collaborators
have done on hypothetical bias in contingent valuation studies (see
Harrison 1999 for an excellent survey and discussion).

3. Parenthetically, we note that we believe this concern to be
significantly more relevant than Van Vugt’s concern about partic-
ipants being less likely to turn up again after having experienced
deception once.

4. Students in introductory classes are also less likely to have
already concluded a large number of psychology courses. Rubin
and Moore (1971) observed that the number of psychology
courses which students had completed—not the number of de-
ception experiments in which participants recall having taken
part—correlated with participants’ level of suspicion.

5. Revisiting the experimental practices of early key players in
psychology also reveals that today’s principles of experimentation
are not necessarily the ones endored by those who founded the
field of behavioral decision making. Take, for instance, Ward Ed-
wards (personal communication), who says that the following key
principle (among others) guided his PhD thesis: “Since the va-
garies of circumstances, especially of human circumstances, are
unlimited in complexity, the inevitably-inadequate tools that one
tries to use in understanding and dealing with them must be as
bullet-proof as possible. That calls for realism in experimental de-
sign (real payoffs, for example; more precisely, realism of payoffs
was sure to be, and in fact was, an interesting and important ex-
perimental manipulandum).”
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