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Abstract
Industry 4.0 integrated with robotic and digital fabrication technologies have attracted the attention of manufac-
turing researchers. Autonomous assembly with supervisory control and data acquisition (SCADA) systems holds
the promise of greater scalability, adaptability, and potentially evolved design possibilities helping to maintain effi-
ciency, process data for smarter decisions, and communicate system issues to help mitigate downtime. This paper
concerns with developing an intelligent control system based on SCADA in the Internet of Things (IoT) platform to
process configuration and reconfiguration of an autonomous assembly system. The implementation study certifies
the effectiveness of the proposed IoT-based SCADA control system in autonomous assembly.

1. Introduction

The advance of manufacturing technologies relates closely to information technologies (ITs). Since
design and operation of a manufacturing system need numerous types of decision making at all of its
levels and domains of business activities, prompt and effective decisions not only depend on reasoning
techniques but also on the quality and quantity of data. Every major shifting of manufacturing paradigm
has been supported by the advancement of IT. For example, the wide adoption of computer numerical
control and industrial robots made flexible manufacturing systems (FMSs) feasible; the technologies for
computer-aided design, computer-aided manufacturing, and computer-aided processing planning made
computer-integrated manufacturing (CIM) practical. In developing their enterprise systems, more and
more enterprises rely on the professional providers of IT software service to replace or advance their
conventional systems [10]. Therefore, it makes sense to examine the evolution of the IT infrastructure
and evaluate its impact on the evolution of manufacturing paradigms, when a new IT becomes influential.

While Internet of things (IoT) discussions often center on consumer use, there is a great potential
for adoption on the manufacturing shop floor. Today’s factory bears little resemblance to the stereo-
typical image of manufacturinLg. Long gone are the days of repetitious assembly lines where workers
create part after an identical part. Today’s modern shop floor is a hub of technology, full of sensors,
electronic controls, and automated equipment. These interconnected devices drive efficiency, quality,
and flexibility.

The vision of a smart factory is based on the notion of Industry 4.0 that denotes technologies
and concepts related to cyber-physical systems (CPS) and the IoT. In smart factories, CPSs moni-
tor physical processes, create a virtual copy of the physical world, and make decentralized decisions.
Over the IoT, cyber-physical systems communicate and cooperate with each other and humans in real
time. In parallel, the advancement of IoT and CPS brings some challenges to manufacturing systems.
Research on manufacturing systems is focused on production scheduling [1, 4, 5], production control
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[19, 20], production management [18], and other aspects of manufacturing industry. And manufacturing
systems reveal increasing characteristics of discretization, intelligence, and autonomy. With the compli-
cation of manufacturing systems, it becomes very difficult to realize these characteristics by traditional
technologies.

Robots today perform the mechanical assembly of various products that are typically repetitive and/or
require precision component mating. The set-up of the robot(s) and the automated assembly flow process
necessitate extensive initial adjustment and require continual programmer/operator attention as piece
part batch variances are introduced into the process. The current requirement for human intervention
introduces manufacturing delays and work flow stoppages, thereby reducing production efficiency. Many
automation clients have sought the ability to reduce or eliminate the human factor involved in these
requirements.

The challenge is to adapt the autonomous assembly system to the real-time dynamisms of data in
a production system. This adaptation should be handled so that the essential performance criteria are
maintained leading to economic profit and cost reduction purposes.

This work has investigated the impact of IoT on assembly system paradigms, when IoT can be
applied in modern manufacturing enterprises. To achieve this objective, both the evolutions of IoT-based
autonomous manufacturing paradigms are discussed. Also, a supervisory control and data acquisi-
tion (SCADA) system are adapted using IoT technologies for an autonomous assembly process. The
autonomous system is equipped with robots for manufacturing task fulfillment. Then, due to dynamic
data received from different operations and demands, assembly processes are configured and consid-
ering real-time fluctuations of data the assembly processes are reconfigured. The impact of IoT to
control data dynamism and real-time data transfer through a modified SCADA system is substantial for
optimality purposes. A mathematical model is formulated to handle the autonomous assembly process
configuration/reconfiguration

The remainder of the paper is organized as follows. Next, the related works are reviewed. In
Section 3, the manufacturing assembly system and autonomous assembly paradigms are introduced and
an overview on principles of autonomy for both physical and control systems and introduces autonomous
resources, products, and processes are presented. In Section 4, the IoT development model in a manu-
facturing assembly technology is discussed on autonomous processes on system level which includes
the design of autonomous assembly systems, scheduling and control of assembly orders, and routing
and transport of parts and subassemblies. In Section 5, the SCADA and IoT-based SCADA architecture
are detailed. In Section 6, the proposed mathematical optimization in the designed SCADA system for
configure–reconfigure decisions in an autonomous assembly system is reported. Section 7 conducts a
numerical illustration followed by discussions and analysis in Section 8. Finally, the conclusions and
future research directions are given in Section 9.

2. Related works

In this section, a brief survey of related works was provided. The survey does not span the entire field of
configurable robotic systems. Instead, it focuses on systems for which autonomous assembly has been
demonstrated.

Due to increasing market dynamics, planning, optimization, and control of assembly have become
more challenging for manufacturing companies. Today, plans and schedules have to adapt quickly to
a variety of products and changing market demands. But conventional structures and methods can-
not handle changes, unpredictable events, and disturbances in a satisfactory manner. To manage these
dynamics inside and outside an assembly system, a number of novel concepts for both the physical
system and the control system were proposed and partly realized in the last decades. The most popu-
lar ones are FMSs and Reconfigurable Manufacturing Systems on the hardware side and the Holonic
Manufacturing System and the Biological Manufacturing System on the software side. A configuration
of autonomous flexible manufacturing system is shown in Fig. 1.
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Figure 1. An autonomous flexible manufacturing system (reference).

The recent concepts have a common characteristic: the assembly system – consisting of a network of
assembly stations or cells, buffers, transport systems, etc. – is clustered into subsystems and modules.
These subsystems and modules get a certain degree of freedom to react on changes by themselves and
adapt to new demands, and they are more or less autonomous. Autonomy in general means the inde-
pendence of a system in making decisions by itself without external instructions and performing actions
by itself without external forces. Approaches for (partly) autonomous systems are, e.g., autonomous
production cells, automated guided vehicles, mobile autonomous robots, moving assembly stations, or
dexterous robots with intelligent sensors.

IoT technologies are now been adopted to support a more effective management of safety in com-
plex systems is currently a challenge for both researchers and companies [22]. Among the several IoT
tools, radio-frequency identification (RFID) technologies could be an efficient tool: these technologies
are widespread in industrial systems and services for the identification and traceability of products
and/or people [16]. The RFID identification, unlike traditional barcode, uses radio waves to read the
data encoded on electronic labels (or tags); the reading process – that occurs through an appropriate
device – performance shall vary from a few centimeters to meters [23]. RFID technology allows iden-
tification of objects without contact, by using radio frequency transmission of information; the basic
elements of an RFID system are the so-called tags (composed of an antenna and a chip) applied on or
inside of the objects to be identified, and the reader, which communicates with the tags [3].

The application of autonomous subsystems is realized by recent information and communication
technologies such asRFID, sensor technologies, and wireless communication networks. These ubiqui-
tous computing technologies enable a high flexibility and changeability of assembly systems to manage
today’s increasing requirements. This paper mainly focuses on the intersection of the intelligent produc-
tion control assemble system areas, and thus deals with IoT-based reconfigurable assembly systems and
autonomous control concepts for assembly processes (see Fig. 2).

Manufacturing, through the Industry 4.0 concept, is moving to the next phase; that of digitalization.
Industry 4.0 enables the transition of traditional manufacturing systems to modern digitalized ones,
generating significant economic opportunities by reshaping of industry. This procedure requires high-
performance processes and flexible production systems. The adoption of the IoT in manufacturing will
enable effective and adaptive planning and control of production systems [15]. Smart manufacturing
utilizes rich process data to enable accurate tracking and monitoring of individual products throughout
the process chain. [9] developed the perception of, sensing in, and control of smart manufacturing sys-
tems by leveraging active sensor systems within smart products during the manufacturing phase. The
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Figure 2. Focus of the paper.

continuous development of Internet communication technology has given birth to the development of
IoT technology and the integration of intelligent manufacturing to accelerate the upgrading of traditional
industrial production lines [6].

The IoT supports various industrial applications. The cooperation and coordination of smart things
are a promising strategy for satisfying requirements that are beyond the capacity of a single smart thing.
Since each IoT device includes one or more microservices, the increasing number of devices around the
user makes them difficult to assemble in order to achieve a common goal. [8] proposed a self-assembling
solution based on self-controlled service components taking into account nonfunctional requirements
concerning the offered quality of services and the structuration of the resulting assembly. Human–
robot collaboration is becoming a trend in manufacturing industry. However, the dramatic changes of
requirements from the market put a higher demand for the flexibility of manufacturing systems. Cyber-
physical production system that offers benefits of autonomy, self-organization, and interoperability can
be adopted to increase the flexibility of manufacturing systems [24].

Autonomous, matrix-structured assembly systems are discussed as a promising approach for dealing
with current challenges as high product variance. For production planning in such systems, the so-
called volume cycle concept is proposed, in which a fixed-order volume per time unit is consolidated
for assembly [17]. With rapid advances in new generation ITs, digital twin, and cyber-physical system,
smart assembly has become a core focus for intelligent manufacturing in the fourth industrial evolution.
Deep integration between information and physical worlds is a key phase to develop smart assembly
process design that bridge the gap between product assembly design and manufacturing [25].

3. Reconfigurable autonomous assembly system

Autonomous robots are devices that are programmed to perform tasks with little to no human interven-
tion or interaction. They can vary significantly in size, functionality, mobility, dexterity, intelligence,
and cost – from robotic process automation to ?ying vehicles with artificial intelligence. Autonomous
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Figure 3. A reconfigurable assembly system.

robots can recognize and learn from their surroundings and make decisions independently. Autonomous
robots are expected to see strong growth over the next period of time, particularly within supply chain
operations that include lower value, potentially dangerous or high-risk tasks. Manufacturing, final
assembly, and warehousing, for example, are areas where robots already have a presence; continued
growth of autonomous robots could allow people currently performing these tasks to shift to more
strategic, less dangerous, and higher value work.

Autonomy of a system implies two basic characteristics: First, independence from neighbor systems
and from its environment, and second, the ability to control itself. The first characteristic can be reached
by clustering an assembly shop into subsystems and modules with standardized interfaces. The second
characteristic requires the decentralization of the control system according to the granularity of the
subsystems and modules.

The need for clustering an assembly shop into subsystems and modules came up in the early 1990s
when customized products and highly fluctuating demand could not be handled anymore by the former
FMS. The quick changes in products, variants, and production volume required increased flexibility and
adaptability of the assembly system. This led to reconfigurable manufacturing systems (RMS), which
could be reconfigured regarding both capacity and functionality.

The reconfigurability was realized by building autonomous assembly cells that were connected by
flexible transport systems such as automated guided vehicles. An assembly system consisting of flexibly
connected autonomous cells can be adapted quickly to changing production volume and product mix. To
increase flexibility and adaptability, the cells were built up of replaceable components and modules. A
reconfigurable assembly system is illustrated in Fig. 3. It is illustrated that two separate assembly routes
are using machines in common just by some adjustments and replacements increasing the flexibility to
assemble multiple products through a manufacturing system.

Furthermore, autonomous robots were developed that are able to recognize their environment by
sensors, to coordinate their work with other robots and assembly equipment, and to adapt the assembly
process if new products had to be assembled. Such degree of autonomy requires also sensor-equipped
grippers and manipulators that are able to act like a human hand. The research on such dexterous hands
and fingers is still in progress.
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To sum up, the following list shows examples for autonomous systems and resources, respectively,
on the different system levels:

• System: e.g. shops as autonomous profit centers
• Subsystem: e.g. autonomous cells
• Machine: e.g. autonomous robots, AGV
• Component: e.g. dexterous grippers, artificial hands

These autonomous resources within an assembly system should be able to identify and locate
themselves, to sense their environment, to communicate with other resources and with parts and
subassemblies to be assembled or transported, and – last but not the least – to control themselves
autonomously by using their integrated control system. These requirements are obvious for mobile
autonomous robots and automated guided vehicles, but also needed for more conventional assem-
bly equipment such as conveyors, stationary robots, and part feeders to realize autonomous assembly
processes.

In the 1980s, the FMS were controlled by a central control system. Within the concept of CIM,
all product and production data were integrated into a central database. Despite extensive research in
CIM and the obvious advantages of this concept, some researchers already recognized the drawbacks
of central control in hierarchical structures. Alternatively, heterarchical control architectures lead to
reduced complexity by localizing information and control, to reduced software development costs by
eliminating supervisory levels, higher maintainability and modifiability due to improved modularity
and self-configurability, and improved reliability by taking a fault-tolerant approach rather than a fault-
free approach. With the upcoming need for Reconfigurable Manufacturing Systems and the clustering
of the assembly shop into subsystems and modules in the early 1990s, decentralized control approaches
and heterarchical architectures came to the fore. Furthermore, the implementation of intelligent control
strategies became required in order to adapt the system.

Recent research projects investigate the introduction of autonomous parts and subassemblies that are
able to allocate transport and assembly resources by themselves and – in doing so – route themselves
through the assembly system. A first step toward autonomous parts and subassemblies is the tagging
or embedding of identification devices. There are, for example, first prototypical integrations of RFID
devices into die casting metal parts. Such identifiable parts can be connected with the ERP system to
get product data, process plans, and even data of customer orders. In a second step, some of these data
can be directly kept on the part itself. For that, the simple RFID device has to be replaced by a chip
with data storage, a processor, and a communication unit to exchange data between the part and the ERP
system. The last step to a completely autonomous part is the integration of a software agent which is
able to communicate with other parts and resources to coordinate all transport and assembly processes.
The question whether the agent should be embedded into the physical part or could remain in a separate
control system depends on the communication effort between different agents as well as the amount of
data to be exchanged. A flexible solution is the use of mobile agents that are able to migrate from the
control system to the physical object and vice versa.

4. IoT-based autonomous assembly operations control

Consider the scheduling of assembly and the routing of the parts through the assembly shop: Due to
the high communication and coordination effort between parts and resources, the mobile agents would
migrate into the control system. If the final products leave the assembly system, the agents could migrate
back to the physical objects to autonomously control the distribution process of the products.

Mobile agents are a specific form of mobile code and the software agent’s paradigm. They are active
in that way they choose to migrate between computers at any time during their execution. This makes
them a powerful tool for implementing autonomous parts and subassemblies in an assembly system. In
general, a mobile agent is able to transport its state from one environment to another, with its data intact,
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and still being able to perform appropriately in the new environment. Mobile agents decide when and
where to move next. A mobile agent accomplishes this move through data duplication. When a mobile
agent decides to move, it saves its own state and transports this saved state to the next host and resume
execution from the saved state. To sum up, the enabling technologies to realize autonomous products
are as follows:

• Identification (e.g. RFID),
• Localization (e.g. RFID reader, WiFi, GPS),
• Communication (e.g. WiFi, UMTS),
• Decentralized data processing (e.g. software agents),
• Sensor networks (e.g. visual sensors).

The combination of autonomous resources on one hand and autonomous parts, subassemblies, and
products on the other hand will lead to autonomous processes where parts and subassemblies allo-
cate resources and coordinate their assembly by themselves. Such autonomous processes would lead to
highly flexible and self-adaptable assembly systems which could make a variety of customized products
and deal with fluctuating demand with only little or even no human interventions.

Scheduling of assembly systems is characterized by high complexity (number of orders, variety of
products, and variety of resources). The general task of assembly scheduling is the assignment of opera-
tions to workstations, allocation of resources and building a schedule. The assembly scheduling problem
is similar to the known job shop scheduling. But the assembly scheduling is even more complicated due
to the fact that in an assembly sequence are often many candidate operations which can be performed
next. In autonomous assembly systems, the schedule must be reactive to deal with uncertainty and dis-
ruptions. Disruptions should be treated at the system level where they appear. In general, the assembly
scheduling problem is NP-complete and requires heuristic approaches to get feasible solutions in ade-
quate time. In an assembly control system with reactive scheduling capabilities, the different components
cannot be independently programmed since an assembly system is a distributed system and the different
workstation programs will run in parallel, exchanging information for synchronization and coordina-
tion purposes. One approach is a completely heterarchical control system where intelligent products
and parts drive their own production in cooperation with intelligent manufacturing resources. By locat-
ing decision-making where information originates, global information is claimed to be reduced to a
minimum, scheduling becomes dynamic, machines and parts become intelligent entities that coopera-
tively interact, and the overall system is decomposed into functionally simplified, modular parts. The
key advantage of heterarchical manufacturing control is the much reduced exposure of the software
components in the system. Global information is reduced to a minimum in the system. Parts to be man-
ufactured are programmed as intelligent entities that cooperatively interact with intelligent robots and
processing machines. Human entities have also been included that cooperate as colleagues of the other
entities in the system. This system design resulted in reduced complexity, higher fault tolerance, shorter
development times, and lower development costs.

The material flow through an assembly system can be classified into the transport of (partly assem-
bled) products from station to station or from cell to cell and the transport of parts and tools to the
stations or cells. Material flows in assembly systems also include the internal transport within cells and
the part feeding. The moving vehicles are completely passive and are controlled by the cooperating
propulsion units. The applied routing algorithm does not require a global map of the transportation net-
work. The guideway network and the communication network are unified to combine system level and
vehicle control to realize on one hand high vehicle speeds and short response times and on the other hand
a self-configuring, extensible, fully distributed control. This system architecture was used for material
transfer within an experimental manufacturing system to deliver tools to and from machines.

The AGVs transport parts and subassemblies between assembly stations and cells whereby they
autonomously decide about their particular routes. The AGVs have laser scanners to determine their
position on the shop floor and infrared sensors to recognize obstacles. Each AGV has a control system

https://doi.org/10.1017/S0263574721000758 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574721000758


Robotica 679

by its own which realizes not only the routing and control of the AGV but also all decision-making
and coordination tasks for the processing of transport orders and collision avoidance. Agents are used to
schedule transport orders in that way that all AGVs are evenly utilized. For this, agents negotiate between
AGVs and stations in real time. The algorithms for decision-making are kept in agents that accompany
the parts and subassemblies by migrating from one station to another. This system of autonomous AGVs
with agent based, distributed control achieves a high and constant utilization of the AGVs even in a highly
dynamic environment and can autonomously compensate breakdowns of single AGVs.

5. Modified SCADA automation system

SCADA is a system of software and hardware elements that allows industrial organizations to:

• Control industrial processes locally or at remote locations
• Monitor, gather, and process real-time data
• Directly interact with devices such as sensors, valves, pumps, motors, and more through human-

machine interface (HMI) software
• Record events into a log file

SCADA systems are crucial for industrial organizations since they help to maintain efficiency, process
data for smarter decisions, and communicate system issues to help mitigate downtime. The SCADA
software processes, distributes, and displays the data, helping operators and other employees analyze
the data and make important decisions. The basic SCADA architecture, as shown in Fig. 4, begins
with programmable logic controllers (PLCs) or remote terminal units (RTUs). PLCs and RTUs are
microcomputers that communicate with an array of objects such as factory machines, HMIs, sensors,
and end devices and then route the information from those objects to computers with SCADA software.

SCADA systems are used by industrial enterprises to control and maintain efficiency, distribute data
for smarter decisions, and communicate system issues to help mitigate downtime. SCADA systems work
well in many different types of enterprises because they can range from simple configurations to large,
complex installations. The SCADA system required for advanced and complex manufacturing systems
employed today needs to adopt networking systems. In the modified system, the communication between
the system and the master station is done through the WAN protocols like the Internet Protocols (IP).
Since the standard protocols used and the networked SCADA systems can be accessed through the
internet, the vulnerability of the system is increased. However, the usage of security techniques and
standard protocols means that security improvements can be applied in SCADA systems (Fig. 5).

6. Mathematical optimization

Originally, the conveyor assembly line is built with multiple workstations and workers with differen-
tiable operating abilities. Various product types are processed on the conveyor assembly line under a
given dispatching rule, e.g., EDD (Earliest Due Date), FCFS (First Come First Serve), SPT (Shortest
Processing Time), etc. Blocking and starving cases are not rare on the conveyor assembly line because
of the capacity variance of workers on line. The performance of the traditional manufacturing system is
also bound up with the bottleneck process. The bottleneck process increases the make span and yields
a low motivation among the skillful workers. Furthermore, the frequent shiftings between two different
product types result in hard-win and time-consuming setup activities and a waste of production time
and capacity. Consequently, the conveyor assembly line is reconfigured to mitigate or overcome the
drawbacks of the traditional manufacturing system.

A few knowledge-based approaches for automated design of production systems have been reported
in literature. While the support tools described by Khan et al. (2011) generated single system design
solutions for their respective design problems, only two approaches have been found that generate and
present multiple system configurations for a given production problem and allow the users to compare
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Figure 4. A basic SCADA diagram.

the alternatives. In these approaches, however, the comparison focuses on the performance properties
of the systems [13] or aims at configuring an individual dedicated transfer line [2]. Many opportunities
exist for allocating the production resources J and products P to multiple production cells and make
possible a vast number of production system configurations with differing performance profiles. Hence,
the Assembly System Configuration aims to explore a large variety of solutions, which can consist of
one or more cells and fulfill design and performance requirements simultaneously.

Therefore, the Assembly System Configuration system automatically generates many configurations
of the assembly system and analyzes their key performance indicators (KPIs) to enable the exploration of
the design space. To achieve this objective, multiple steps of design synthesis and analysis are executed
in an automated way for each candidate solution. At the beginning, the system determines the number
of assembly cells in the system, afterward the production equipment is selected and assigned to the
cells; as the last design step, the products are assigned to cells. Once the design is completely specified,
the KPIs of the synthesized solution can be determined. All candidate configurations are examined so
that the decision-makers can explore the design properties and performances of the solutions. Based on
these characteristics, the users can specify feasible regions of the design space by imposing constraints

https://doi.org/10.1017/S0263574721000758 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574721000758


Robotica 681

Figure 5. IoT-based SCADA.

and generating new solutions, or selecting the most suitable system configurations. By iteratively spec-
ifying design or performance constraints, generating matching solutions, and assessing the results, the
knowledge-based enables to concurrently assess various options to configure the production system, and
facilitates developing feasible assembly system configurations.

Due to the evolution of the market requirements, in terms of product types to produce and their
volumes, and the upgrading of the available assembly technologies in time, an assembly line design
can easily become inappropriate and can require reconfiguration over time. Therefore, the assembly
line design and management method must be able to cope with the evolution of requirements, also
addressing how and when the assembly line configuration must change to match the new production
needs. To model the uncertain evolution of requirements, a probabilistic scenario model is proposed.
A set of nodes O is defined, over a set T of periods. For each node, a probability of realization P(O)
is assigned at the beginning of the considered period (t0). Each scenario node is characterized by a set
of production requirements to be guaranteed if the realization of that specific scenario occurs, leading
to a tree structure modeling the evolution of the requirements over the time horizon (t0, t1, t2, . . ., T ).
The root node represents the current production problem to be addressed and is assumed to be perfectly
known (see Table I).

In detail, the set of products Po to be produced is associated to a scenario o. A volume dp(o) of prod-
ucts in Po must be delivered to the customers, under the hypothesis of an average lot size lp(o). For
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Table I. Summarized information flow in the assembly system configuration.

Input from database Product information (P, T, O)

Input before runtime Resource information (J)

Solution approach Scaling factors (SFc, SFop)
Requirements for design and performances (R)
(I) User enters scaling factors SFc , SFop and R
(II) Algorithm creates and analyzes configurations
(III) Preliminary configurations Sprel
(IV) User assesses configurations
Optional : user refines by iterating (I)–(IV)
(V) User selects preferred configurations S

Main output Feasible, preferred system configurations S

each product p in P, the assembly process requirements are expressed in terms of Functional Assembly
Groups (FAGs). FAGs include modular hardware components required for a class of assembly opera-
tions, e.g., resistance spot welding, glueing, hemming, self-pierce riveting, laser brazing, remote laser
welding, etc. A FAG consists of one or more pieces of equipment, together with the needed tools and
fixtures, to carry out the operation. However, resources, such as handling and transportation devices
(e.g., robots), can be shared between different FAGs. The FAGs required to assemble a part type P are
contained in the set Jp(o), and the associated technological requirements, e.g., the number of joints, the
hemming length, etc., are contained in the set DELTAj,p(o). Unitary processing times required for each
FAG (the time per spot or the time per mechanical joint) are provided in the set Mj,p(o). Furthermore,
Sp(o) provides the assembly sequence for each part type, typically requiring multiple FAGs. Additional
nonoperational data regarding each FAG, dealing with the floor space requirements, investment costs,
and depreciation years, are also taken into account.

The design problem consists in the selection of the FAGs, the classes of equipment within them,
and their organization into different assembly cells. Moreover, for each cell, the specific layout, the
parts to be produced, and the task sequences to be executed are defined. These decisions must be taken
with the objective to minimize the expected configuration–reconfiguration costs, over the whole set
of scenario branches. Every time a move to a new node happens, a major reconfiguration step can be
implemented, to evolve to a new configuration matching the changed production requirements. The aim
of the approach is to drive the coevolution of the assembly line, the product, and the process, based on the
requirements over the whole set of scenarios, to provide a robust assembly line design solution. In this
design problem, robustness refers to the capability of guaranteeing the requested level of performance
irrespective of internal and/or external disturbances. This can be achieved acting proactively, i.e., paying
for a suboptimal configuration (paying for redundancy or overcapacity) to be ready to manage future
changes without the need of reconfiguring or reactively acquiring the capability to rapidly react to the
changes in the right way (in the considered problem this is enabled by modularity).

Based on the detailed cell designs and the production parameters provided by the layout configu-
ration module, the production planning and control module are responsible for testing the robustness
of the designed system under specific due dates imposed by the customers. The first production plan-
ning activity optimizes the production schedule and the lot sizes for user-defined due-time performance.
Besides, a control tool evaluates the defined system configuration under the specific schedule, consider-
ing the effects of stochastic parameters and random events on logistics-related performance indicators.
The input of the production planning activity is the set of products that are assembled in the system, the
number of available resources, the detailed layout of the system, as well as the due dates coming from the
customers. Due dates can be predicted in the early system configuration stage by knowing contractual
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delivery frequency requested by the customer, and they have significant impact on the applied produc-
tion lot sizes and, therefore, the operational costs. The control tool is directly linked to the production
planning activity, as the main inputs of the analysis are the calculated production plan, the system con-
figuration with detailed data of the processes, as well as logistics-related data, e.g., actual inventory and
backlog levels. Production planning is done on a discrete time horizon W, and the resolution of the plan
is a working shift (w). The objective is to calculate the production lots xp,w,c with respect to the avail-
able capacities, cycle (tmp ) and setup (ts) time constraints. In the model, set-ups are expressed with the
binary variables zp,w,c and yp,w,c. When assembling a certain product type, a definite amount of FAGs
rj,p is required, and a given amount nj of FAGs from each type j is available for use at the beginning of
the period. The order demands dp need to be satisfied by delivering certain amount sp,w of products to
customers. In the production planning, holding inventory of products (ip,w) is allowed; however, it has
certain costs ci. Similarly, planned backlogs (bp,w) might occur, but they are also penalized with cost cb

per product and shift. The objective (1) of the problem is to minimize the total backlog and inventory
costs that incur in the period. Production planning is formulated as an integer programming problem:

min
∑

p

∑
w

(
cbbp,w + ciip,w

)
. (1)

s.t. ∑
c

∑
p

rj,pyp,w,c ≤ nj , ∀w, j, (2)

∑
p

(
tm
p xp,w,c + tszp,w,c

)≤ tp, ∀w, c, (3)

dp ≤ sp,w, ∀p, w, (4)

ip,w − bp,w = ip,w−1,c − sp,w +
∑

c
xp,w,c, ∀w, p. (5)

The first constraints include the limited amount of FAGs (2) and human capacities (3). Inequality (4)
states that demands must be fulfilled, and the balance Eq. (5) links the subsequent production shifts. For
the calculation of the setups (zp,w,c and yp,w,c), the multi-item single-level lot sizing model was applied
(LS-C-B/M1). The cell-product assignments (ap,c, equals 1 if product p is assigned to cell c, 0 otherwise)
are determined by the previous modules; however, the assignment of resources to cells needs to be
optimized by the production planning module, to avoid conflicts.

6.1. Reconfiguration planning module:

A different perspective must be adopted when addressing a longer time horizon. The set of products P
to be produced can vary over time and also the assembly cells in the system could need to be suitably
reconfigured. It could be necessary to dismiss pieces of equipment or insert new ones or move them
among assembly cells. These decisions must ground on the evolution of the production requirements
modeled. As these requirements change, moving along nodes in the tree, the design of the cells can
change as well, thus undergoing reconfiguration. In the reconfiguration planning module, all the possible
evolutions of an assembly line’s configuration are considered. Each of them refers to a specific path
from the root of the scenario tree to a leaf and is associated to an occurrence probability. Nevertheless,
different paths in the tree share a subset of nodes and, in this subset, they must also share the same
configuration. Given this set of constraints, it is possible to formulate an optimization problem, looking
for the best reconfiguration steps for the different scenarios, with the aim at achieving robustness over
the whole scenario tree. In some cases, it will be advisable to acquire resources in advance or, if the
occurrence probability is low, to wait until a specific scenario occurs and, hence, acquire the needed
pieces of equipment.
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Figure 6. Proposed IoT-based autonomous assembly system.

The reconfiguration strategy aims at minimizing an objective function (6) considering the expected
value of the incurred cost over all the scenarios:

min

(
IC0(e) + OC0(e) +

∑
o

Po
ICo(f |e ) + OCo(f |e )

(1 + qstage o

)
. (6)

where ICo and OCo are the investment and operation cost in scenario node o (Os is the set of scenario
nodes) and depend on the initial configuration decisions (e) and the reconfiguration actions (f ); for the
root node (node 0), they only depend on e. The discount rate is q, and stage o is the time stage of the
considered scenario node. Only the configurations respecting the production requirements and generated
at different levels of detail by the modules are considered for the optimization.

The output of the proposed approach is an initial configuration for the assembly lines, together with
appropriate reconfiguration steps associated to the different nodes in the scenario tree.

7. Implementation of a proposed IoT-based autonomous assembly system

Using radio technologies, it is also possible to employ new, mobile, and flexible systems for the opera-
tion, maintenance, and diagnostics of the production facility. Today, most sensors and actuators as well as
more complex mechatronic units are equipped with stationary, inflexible control panels that range from
those with just a few buttons and lights to those with complete PC-based, color LCD panels. Due to the
lack of standards and the increasing range of functionalities, the complexity of these device operating
systems is rapidly growing, a fact which not only leads to higher costs but also to problems in famil-
iarization training and maintenance service. One solution to this problem is the physical separation of
the devices and the control panels. Radio technologies enable standard control devices such as PDA’s
or mobile telephones to access different suppliers’ field devices. A widely standard, consistent control
concept raises the learning conduciveness of such systems and prevents operational errors. Location
independence and the advanced display and interactive possibilities enable a significant increase in the
flexibility of device operations (Fig. 6). The integration of location sensing systems with production
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and logistic processes is a major condition for meeting the demands for greater flexibility and shorter
production cycles. The effective use of location data allows for flexible context-related applications and
location-based services. Various positioning systems are deployed. For example, the floor is fitted with
a grid of RFID tags. These tags can be read by mobile units to determine location data. Other systems
for three-dimensional positioning based on ultrasonic as well as RF technologies are also installed.

Scan data of real factory equipment, in point cloud form, are integrated with virtual data in the sim-
ulation environment for more accurate and timely analysis. In this past, this task took weeks, with many
engineers needed to scan and measure the production facility. By eliminating that step, the new tech-
nology will permit faster modifications, a critical requirement for autonomous production. Similarly,
event-driven simulation (also known as discrete event simulation), which is already available, will play
a bigger role as a fundamental tool for enabling autonomous production. This is because behind the
flexibility and autonomy of this type of production scenario, there are very rigid rules that the system
must adhere to. The self-driving vehicle is a good example – without strict rules, these cars would wreak
havoc. The challenge is to move from nominal planning to variable planning, where the result is driven
by the varying surrounding conditions in the ecosystem. We already know that manufacturing is a key
driver for economic growth, attracting investments, spurring innovation, and creating high-value jobs.
All of the breakthrough and developments that are happening now – the building blocks for autonomous
production – are already adding economic value. Imagine what will happen when autonomous produc-
tion is routine. Not only is it likely to be the revival that many predict for the manufacturing industry.
We also see autonomous production as a way to address many global challenges such as a growing and
aging population, climate change, and resource scarcity.

The practical relevance of the framework was proven in an industrial case study provided by a medi-
cal device company located in the northern part of Iran; first device supplier of a medical body managed
in built to order mode. Due to the increasing number of device variants offered by original equipment
manufacturers, a fragmentation of the absolute demand volume makes necessary a change in produc-
tion particularly for spare parts, whose declining volumes make economic production an increasingly
challenging endeavor. Consequently, the frequent design, implementation, and reconfiguration of the
assembly line are a suitable concept to proactively manage the variable product volumes. To support
these tasks, a scenario tree is considered, describing multiple, anticipated developments of production
requirements (Table II). The scenario nodes are named according to the time period they refer to, hence
o0 is the root node while o1A(o0) is a node related to time period 1 whose ancestor node is o0. For
each node, the production volumes for the different products are considered (products are not explicitly
reported for confidentiality reasons). Also the FAGs requirements for each product are reported. For each
class of operations, we refer to needed tools and process times, e.g., product 1 requires the Mechanical
Join FAG using tool T1 for 10 s; product 3 also requires that FAG using tool T1 for 25 s and T2 for 8 s
(Table II, last three rows).

Based on this input information, the proposed approach has been applied for each of the considered
scenario nodes. First, the design synthesis module generates design candidates according to different
production strategies and analyses their performances. To cope with the large solution state space, design
and performance constraints can be imposed: performance, investment cost, and maximum number of
FAGs implemented in a cell have been used for this application case.

The results of the whole approach applied on scenario path o0 -o1A -o2B are reported in Table III. First
row refers to the robust solution, obtained by applying Eq. (6). Second row refers to the optimal solu-
tion for the considered scenario path only, obtained by choosing the best configuration solution at each
step (reconfiguration costs foreseen). Last row reports the solution in which optimal solution for o0 is
used in every time bucket. The solutions are compared in terms of purchasing, reconfiguration, storage,
and operational costs. Results demonstrate that the robust solution ensures a lower total discounted cost
compared to the optimal solution for the single scenario path (771,730 $ against 806,909 $), the differ-
ence is mainly due to the fact that the robust solution behave proactively, purchasing additional pieces
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Table II. Product demand scenarios and process information for input.

Products
Scenario nodes Prod. 1 Prod. 2 Prod. 3 Prod. 4

o0 7500 0 9000 0
o1A(v0) 0 0 8500 7500
o1B(v0) 0 0 7500 5000
o2A(v1A) 5200 8300 4800 2300
o2B(v1A) 5000 8000 4500 2000
o2C(v1B) 4500 700 4500 2000
o2D(v1B) 4000 6500 4000 2000
o2E(v1B) 3500 600 4000 2000
FAGs
OP1: Mechanical join T1, 10 s – T1, 25 s T2, 8 s

(Tool-ID, duration) T1, 18 s
OP2: Resistance join T1, 192 s T1, 102 s T2, 177 s T2, 198 s

(Tool-ID, duration)
OP3: Adhesive join T2, 25 s T1, 27 s - -

(Tool-ID, duration) T2, 13 s

Table III. Numerical results for the industrial real case.

Cost type t1 t2 t3 Total

Robust approach
(overall approach)

FAG purch 358,883 0 0 358,883
Module purch 50,000 0 0 50,000
Reconfiguration 0 0 0 –
Storage 0 12,000 0 12.000
Operative 92,010 106,002 78,894 276,906
Tool purch 45,000 20,000 20,000 85,000
Total (discount) 545,893 133,412 92,425 771,730

Single path optimum
(best configuration
is chosen for each
scenario)

FAG purch 358,883 0 0 358,883
Module purch 40,000 0 10,000 50,000
Reconfiguration 0 10,000 10,000 20,000
Storage 0 18,000 0 18,000
Operative 100,776 103,542 83,850 288,168
Tool purch 45,000 20,000 20,000 85,000
Total (discount) 544,659 146,502 115,748 806,909

Single node
optimum (best
o0configuration is
used in every
scenario)

FAG purch 358,883 0 Infeasible solution 358,883
Module purch 40,000 0 Infeasible solution 40,000
Reconfiguration 0 10,000 Infeasible solution 10,000
Storage 0 18,000 Infeasible solution 18,000
Operative 100,776 103,542 Infeasible solution 204,318
Tool purch 45,000 20,000 Infeasible solution 65,000
Total (discount) 544,659 146,502 - 691,161
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of equipment in advance, while the other solution has to react to the changes through a reconfiguration
step, whose impact on the cost is relevant (10,000 $).

8. Discussions

Even with the growing proliferation of the IIoT, we are not at the point where autonomous production
is widespread or routine, although there are some plants implementing some elements of it today. What
is already widespread and routine, however, is the solid foundation for autonomous production, which
can be seen in practice in the many plants that have adopted digital manufacturing. Digital manufactur-
ing solutions provide manufacturers with vast capabilities for designing and evaluating their processes
virtually. In a digital manufacturing environment such as our company’s manufacturing planning and
management solutions, the physical world is replicated in a model-driven database. Digital tools and
methods are used to design the physical manufacturing system, including its logical controls. The result
is a comprehensive virtual model of the manufacturing process that crosses multiple engineering disci-
plines such as tooling, process, logistics, quality, and product. Digital simulation tools make it possible
to validate and optimize the processes, tools, and the control algorithms, and the interactions between
them, all in a virtual environment prior to commissioning the system on the shop floor. Beyond digital
manufacturing is the digital factory, which is composed of additional technological layers. A digital
factory requires an infrastructure to connect the devices, the ability to identify where connectivity legit-
imately adds value and is not merely intrusive, and software platforms that will unlock the torrent of
data.

To put the Digital Factory in its proper place on the road to autonomous production, we need to look
first at how it can improve manufacturing flexibility, since that is a critical element of autonomous pro-
duction. Traditional production uses a sequential process flow between production modules (a moving
line), where each module has a dedicated task to perform in a given sequence.

A flexible process flow between production modules, made possible by Digital Factory solutions,
allows different modules to be configured for each production instance. Such a production system is more
resilient to changes and allows greater variation in manufacturing scenarios (production mix, production
volume) and product range. Digital Factory solutions optimize production asset utilization by constantly
monitoring, controlling, and analyzing the production ecosystem and making online decisions. They
can do this for physical assets, such as machines, inventory, or energy consumption, such as time to
completion. Additional technologies are still needed before autonomous production is a reality, but they
are arriving on a regular basis. For example, Siemens PLM Software and our partner, Bentley Systems,
recently introduced a new point cloud technology that makes it possible to capture the exact position of
the production and logistical assets on a shop floor, providing in almost real time the actual conditions
of the shop floor.

For analytical comparison purpose, the proposed SCADA system is compared with the traditional
one. The required settings are performed to the system and the mathematical model is implemented.
It should be noted that due to lack of internet communications among the components of traditional
SCADA system, the smart and real-time data transfer and decisions are not possible. Therefore, the
reconfiguration phase is completely useless. Therefore, the second objective function is not included.
The objective function value of the configuration phase using traditional SCADA is obtained to be
987,320 $, which is more than the case the proposed SCADA is applied considering that the recon-
figuration phase is not included. The reason is that by smart data interchange between components
of the proposed SCADA, the optimization effort is decreased and the large amounts of cost elements
are not incurred to the system. While in the traditional SCADA, the model should compare different
configuration scenarios by several cost elements and as a result the total cost increases.
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9. Conclusions

The IoT needs both data collection and actuation features, but it also needs contextual information and
orchestration to make this data useful and enable automation scenarios to be built around it. Although
IoT can be integrated into shop floor systems relatively easily, having an MES that supports the nec-
essary decentralized logic of the smart shop floor will enable automated production of customized
products. With the emerging ITs, such as IoT, big data, and cloud computing together with artificial
intelligence technologies, it is believed that the smart factory of Industry 4.0 can be implemented. The
smart machines and products can communicate and negotiate with each other to reconfigure themselves
for flexible production of multiple types of products. The massive data can be collected from smart arti-
facts and transferred to the cloud. This enables the system-wide feedback and coordination based on big
data analytics to optimize system performance. The above self-organized reconfiguration and big data-
based feedback and coordination define the framework and operational mechanism of the smart factory.
The smart factory helps to implement the sustainable production mode to cope with the global chal-
lenges. It can lead to novel business modes and even affect our lifestyle. Although the implementation
of smart factory is still facing some technical challenges, we are walking on the right path by simul-
taneously applying the existing technologies and promoting technical advancements. With the existing
technologies, some application demonstrations have already been built. Therefore, the smart factory and
the Industry 4.0 can be implemented in a progressive way, along with the unstopped technical advance-
ments. In the future, we will continue to develop our prototype design and focus on the key enabling
technologies. The technologies that are purposed are those related to business intelligence module inte-
grated in enterprise resource planning software application. This way, other significant modules related
to production systems in industry 4.0 era, specifically, maintenance 4.0 could be included in the com-
prehensive decision making. Maintenance 4.0 is very effective in reconfiguration phase of the proposed
model since it is a cost-related factor.
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