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Abstract

Recently, new types of layouts have been proposed in the literature in order to handle a large number of products. Among
these are the fractal layout, aiming at minimization of routing distances. There are already researchers focusing on the de-
sign; however, we have noticed that the current approach usually executes several times the allocations of fractal cells on the
shop floor up to find the best allocations, which may present a significant disadvantage when applied to a large number of
fractal cells owing to combinatorial features. This paper aims to propose a criterion, based on similarity among fractal cells,
developed and implemented in a Tabu search heuristics, in order to allocate it on the shop floor in a feasible computational
time. Once our proposed procedure is modeled, operations of each workpiece are separated in n subsets and submitted to
simulation. The results (traveling distance and makespan) are compared to distributed layout and to functional layout. The
results show, in general, a trade-off behavior, that is, when the total routing distance decreases, the makespan increases.
Based on our proposed method, depending on the value of segregated fractal cell similarity, it is possible to reduce both
performance parameters. Finally, we conclude the proposed procedure shows to be quite promising because allocations
of fractal cells demand reduced central processing unit time.
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1. INTRODUCTION

A fractal layout is defined as a factory within a factory, where
several fractal cells are formed by different types of machines
(Ozcelik & Islier, 2003). The main goal is to execute the dif-
ferent types of operations in the fractal cell that had been pre-
viously chosen, eliminating any long travels on the shop
floor. Basically, in this type of layout, the traveling distance
is composed of intercellular trip and intracellular trip dis-
tances. The first case occurs when a requested machine is
allocated on the other fractal cell, and then workpieces are
left from one fractal cell to reach the other. The second case
occurs when the requested machine is allocated in the same
fractal cell but it is located in a different position. Thus, the
way machines are allocated on the shop floor and the order
of how fractal cells are selected and positioned have a signif-
icant importance in traveling distance minimization.

In this research paper, we propose to allocate similar fractal
cells as far as possible to obtain a reduced intercellular travel-
ing distance, in a feasible computational time. A fractal cell
similarity-based methodology is proposed to design fractal
layouts by allocating cells on the shop floor. The concept
of similarity between fractal cells was firstly cited by Mon-
treuil et al. (1999). According to them, although all cells
aim to process all products, each cellular layout has been spe-
cialized for different ratios of the product mix. Two cells are
considered independent if no intercellular travel occurs be-
tween them. Two cells are considered similar if they are ex-
pected to process more or less the same products in the
same quantities. Nevertheless, researchers have not proposed
a procedure to solve this issue in fractal layout. We also ex-
plore the possibility of virtual cells formation in a fractal
cell aiming to minimize the intracellular traveling distance.
Thus, some issues must be analyzed: the allocation of fractal
cells and machines, the division of operations of each work-
piece in k parts in order to simulate intercellular traveling dis-
tance, the definition of virtual cells in each fractal cell, and the
definition of criteria for choosing fractal cells for manufactur-
ing workpieces (we adopted the selection based on the closest
distance and on the highest similarity).
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This paper is organized as follows: in Section 2, we report
some of important procedures proposed in the literature for
the fractal layout design, showing the differences among
them, commenting on the results obtained and the conclu-
sions. In Section 3, the adopted mathematical model is pre-
sented aiming to minimize intertravel and intratravel dis-
tances. Next, we present our procedures to separate
machines among fractal cells (in a balanced or unbalanced
way), to identify the similarity of fractal cells and to allocate
it on the shop floor, for which we develop a Tabu search
based heuristics. In addition, a Tabu search based heuristics
is used to identify the best sets of machines in the selected
fractal cell for a specific set of workpieces. In Section 4, a
case study is presented to test our proposed procedures, where
workpieces and layouts are generated and submitted to simu-
lation. Following, we compare the performances among func-
tional, distributed, and fractal layouts. Finally, the conclu-
sions are described in Section 5.

2. LITERATURE REVIEW

This section aims to present some techniques for designing a
fractal layout, discussing how each one works. The first
methodology for the designing of fractal layout may be
seen in the work of Venkatadri et al. (1997). Their methods
consisted in three phases. The first phase aimed to estimate
the number of fractal cells. This was obtained by dividing
the total number of machines by the types of machines. Based
on their approach, basically, fractals cells were randomly se-
lected. After this, the second phase of the methodology con-
sisted in choosing and allocating machines to form each se-
lected fractal cell. Although these authors did not explain
exactly how machines were selected and allocated on the
shop floor for each fractal cell, we assume this procedure
was randomly executed, that is, machines were randomly se-
lected and allocated from top–bottom and from left–right of
the shop floor. Finally, the third step consisted in flow assign-
ment, where workpiece sequence was analyzed and traveling
distance was calculated. In order to improve the performance,
these authors proposed two pairwise exchange-based heuris-
tics to improve the initial layout. First, two machines’ posi-
tions were changed and traveling distance calculated. If the
recent traveling distance calculated was lower, the previous
traveling distance calculated was then updated by this recent
one. Second, these authors also considered the manner of how
fractal cells were allocated among them, because it affects in-
tercellular traveling distance. It occurs when requested ma-
chines belong to other fractal cells. The calculation of inter-
cellular traveling distance can be obtained based on the
centroid of each fractal cell. These authors presented seven
cases studies, comparing the performances of fractal cells to
function, cellular, and holographic layouts, which these
were considered two performance parameters (number of ma-
chines and total traveling distance). The makespan calcula-
tion was omitted. In each case study, for each layout type,
they adopted a different number of machines for comparison.

For instance, for Case 1, they adopted 29 machines for func-
tional layout, 46 for cellular layout, 29 for distributed layout,
and 32 machines for fractal layout. They concluded that their
proposed method for the design of fractal layouts is computa-
tionally feasible in terms of computational time and that their
iterative heuristics methods for flow assignments works well
in order to improve the initial generated fractal layout.

Saad and Lassila (2004) also proposed a methodology to
design fractal layouts to reduce intercellular traveling dis-
tance. Their proposed methodology aimed to analyze the
similarity between workpiece operation and cell capability.
The main idea was, because most operations of a certain
workpiece would be manufactured in the chosen fractal
cell, the result of intercellular traveling distance naturally
would be reduced. Hence, the cell with the highest capability
was then chosen for manufacturing workpieces. One of the
research studies that did not consider this issue was Venkata-
dri et al. (1997). In their research, the selected fractal cell
could not pursue the requested machine, which has resulted
in an increment of intercellular traveling distance. Saad and
Lassila (2004) proposed a Tabu search based heuristics to re-
allocate machines in each fractal cell by changing theirs posi-
tions in order to minimize intracellular traveling distance. In
addition, fractal cells positions were changed and evaluated.
The fractal cell positions that yielded the lowest total traveling
distance remained. They concluded that the total traveling
distance (intertraveling distance plus intratraveling distance)
could be minimized by applying their methodology and
also increasing the total number of machines.

Montreuil et al. (1999) proposed a few steps in order to a
fractal design. Their approach can be described as including
the following:

1. a “capacity planning” step, where basically the number
of different types of machines was estimated according
to the demand of parts. Thus, using the information
about the processing time and the availability work shift
of each type of machine, the number of replicas can be
estimated;

2. a “cell creation” step, which was used to define the type
of machine that should belong to which fractal cell;

3. a “flow assignments” step, which analyzed possible
routings of each part to machines;

4. a step “cell” for each fractal cell aimed to change ma-
chines’ positions to others located in the same fractal
cell in order to search the lowest routings; and

5. a global layout aimed to reallocate fractal cells to search
for the lowest intercellular traveling distance.

Sitorus et al. (2006) conducted a research paper in which
layouts were generated and compared. In general, it could
be said that the designing approach used for layout generation
was similar to what Venkatadri et al. (1997) had proposed.
For the evaluation of functional layout, these authors adopted
the methodology proposed by Apple (1993), which consisted
of three steps: capacity planning (where the number of each
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type of machine was estimated by dividing the operation time
requested by workpieces of that requested machine per total
available time per shift), determination of the flow matrix
(where number of travels of workpieces between machines
was registered), and department exchange (where depart-
ments positions were changed in order to obtain any perfor-
mance improvement). According to the same authors, the
procedure for the cellular layout was similar to the one used
in the functional layout, except in the cellular layout forma-
tion phase, when a machine’s clustering procedure for cell
creation must be followed. Some clustering measure used
by these authors can be seen in Singh and Rajamani
(1996). For the fractal layout, the number of fractal cells
was estimated, although these authors did not explain how
it was done. Next, the machines were allocated to each fractal
cell. The machines were probably randomly chosen. Based on
this information, the calculation of total flow was done. The
flow was computed as follows: for each workpiece, alterna-
tives flows of workpieces were analyzed and the shortest dis-
tance remained. They repeated the procedure for all submitted
workpieces. Based on the developed Tabu Search heuristics,
fractal cells’ positions were simply changed and the total dis-
tance recalculated. Finally, for holonic layout, the capacity
planning step was used as previously described. Next, in or-
der to allocate machines on the shop floor, an invisible curve
based on the similarity coefficient (also called the Hilbert
curve) was generated. Machines were then randomly selected,
and they were allocated by following the obtained curve.
First, to obtain the flow material, operations that require the
allocated machine are ordered from highest processing time
to the lowest. Second, it consisted in identifying the lowest
demanded machine. Hence, highest processing time opera-
tion was allocated in the lowest demanded machine. The per-
formance parameters adopted to conduct the comparison
were number of machines, the flow score, and the mean
flow time. These authors presented seven cases studies, in
which layouts composed of a different quantity of machines
were evaluated (the lowest quantity of machines was 14 and
the highest was 60). They concluded that, in general, the frac-
tal layout and the holonic layout offered better performance in
comparison to traditional layouts (functional layouts and cel-
lular layouts), because both always gave the lowest flow scores.

Askin et al. (1999) conducted a research performance com-
parison between distributed layout and fractal layout. They
proposed two algorithms for the generation of distributed lay-
outs. The first algorithm, called holonic random, consisted in
generating some curves on the shop floor. These curves were
also called space filling curves (SFC). Next, machines were
randomly selected and allocated by following the generated
curves. The second algorithm, called holonic similarity coef-
ficient, was based on the probability of occurrence between
processes. That is, machines responsible for consecutive op-
erations were allocated as close as possible. The allocation of
machines also followed SFC. For empirical analysis, they
evaluated a total of 30 and 60 machines, and each part de-
manded from 5 up to 15 operations. They concluded that

the performance of distributed layout was between the fractal
layouts and the functional layouts. Since then, there have
been few research projects about fractal layout.

1. In Venkatadri et al. (1997), fractal cells were randomly
allocated. For each allocated fractal cell, the procedure
of flow assignments was randomly repeated several
times for each workpiece to find the best workpiece
routing. Using the same idea, the procedure was also
used in the algorithm proposed by Montreuil et al.
(1999). We can raise some issues: the assignment effec-
tiveness could be improved, especially when handling
with large number of fractal cells; the chosen fractal
cell might not pursue the requested machine, increasing
consequently the intercellular traveling distance; and
basically one performance parameter was considered
(traveling distance), omitting makespan, for instance.

2. The methodology proposed by Saad and Lassila (2004)
aimed to analyze the similarity between workpieces op-
eration and cell capabilities. This issue was omitted by
Venkatadri et al. (1997) and Montreuil et al. (1999).
Nevertheless, fractal cell positions were also changed
and evaluated several times. There are several disadvan-
tages of their procedure. When the number of fractal
cells increases, the time spent by the CPU may increase
significantly owing to the global searching. In other
words, the manner in which fractal cells were allocated
did not follow any criteria, which means the given frac-
tal cell could be allocated in undesirable places on the
shop floor several times. Unfortunately, these authors
did not compute the time taken by the CPU. It shows
promise if a procedure could be elaborated to allocate
large number of fractal cells in a short period of CPU
time. They evaluated the performance of the production
system (total traveling distance) by varying the total
number of machines. Therefore, we can also affirm
they considered one performance parameter.

3. Finally, Sitorus et al. (2006) developed specifically a
Tabu Search heuristics, where fractal cell positions
were simply randomly changed and the total distance
recalculated. Nevertheless, the methodology did not con-
sider the similarity issue between fractal cells, which
means that there are unnecessary intercellular travel-
ings, and the proposed method also realized global
searching several times.

As we can see, there are already researchers focusing on the
design of fractal layout. The current approach usually exe-
cutes several times the allocations of fractal cells on the
shop floor and the flow assignment to find the best one. Be-
cause of combinatorial features, a fractal layout with a large
number of fractal cells may present a significant disadvantage
for efficient allocations. Thus, this paper aims to propose a
criterion, based on similarity among fractal cells, developed
and implemented in a Tabu search heuristics to obtain the
best fractal layout in a feasible computational time.
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3. MATHEMATICAL MODEL

In this research work, we aim to solve all previously cited dis-
advantages. To conduct this research paper, we formulate the
following mathematical model in Eq. (1), where the main
goal is to minimize the total traveling distance. Note that
the adopted objective function z is composed of intracellular
and intercellular traveling distances, respectively.

z ¼
Xp

p¼1

XKp

k p¼1
min

XQk p

qk p¼2
jxik p

qk p
� x

ik p
qk p�1
j þ jyik p

qk p
� y

ik p
qk p�1
j

 ! 

þ
XKp

k p¼1
min (jx

i 00k p

k p
� x

ik p�1

k p�1j þ jy
i 00kp

k p
� y

ik p�1

k p�1j)
!

, (1)

subject to

x, y integers; (2)

x, y . 0; (3)

{x, y} [ {1::X, 1::Y}, respectively; (4)

1 � i � nc; (5)

XQk p

qk p¼2
jxik p

qk p
� x

ik p

qk p�1j þ jy
ik p
qk p
� y

ik p

qk p�1j ¼ 0 if Qk p ¼ 1,

XK p

k p¼1
jx

i 00k p

k p
� x

ik p�1

k p�1j þ jy
i 00k p

k p
� y

ik p�1

k p�1j ¼ 0 if k p ¼ 1, (6)

ikp = i 00kpþ1: (7)

The constraint Eq. (2) ensures the use of integer numbers
just to simplify the calculation by Hamming distance for-
mula. This approach is the same as used in the quadratic as-
signment problem (QAP), in which machines are considered
as square format of the same sizes and positioned in horizon-
tal and vertical on the shop floor. In addition to this, subse-
quent machines are separated in one unit of distance (as
adopted by Rosenblatt & Golany, 1992; Benjaafar, 1995; Ji
et al., 2006; Pitombeira Neto et al., 2007; Chin, 2013). The
calculated distance is given in units of distance. Next, the con-
straint Eq. (3) is adopted simply to use positive coordinates X
and Y. Variables x and y, which represent position of machine
allocated on the shop floor, must receive values lower than
layout settings X and Y [see the constraint in Eq. (4)]. Variable
i represents the chosen fractal cell for manufacturing the qth

kp

step of the kth
p set [see Eq. (5)].

The constraint in Eq. (6) is composed by two parts. The
first means that if Qk ¼ 1, no intercellular traveling distance
occurs because all operations are carried out in the same cho-

sen fractal cell i. The second means if k demands only one op-
eration in each chosen fractal cell i, no intracellular traveling
distance is computed.

After receiving operations (correspondent to subset kp) in
the chosen fractal cell i, the workpiece is conducted to the
next chosen fractal cell ikpþ1

0 0 to receive the operations for the
subset kp þ 1. Therefore, the constraint [Eq. (7)] means no
backtracking, which ensures that a certain workpiece must
leave one fractal cell and reach another for processing next
kp, that is, kp þ 1.

Next, we present steps adopted in this research paper to de-
sign fractal layouts in order to accomplish the objective func-
tion [Eq. (1)]:

STEP 1. Order types of machines according to number of
replicas (from higher to lower).

STEP 2. Estimate the number of fractal cells, through nc ¼

T/n, as proposed by Venkatadri et al. (1997). Because it may
result in a rational number, we will always truncate nc and
then plus one.

STEP 3. Quantify the number of machines in the ith fractal
cell. We considered two possibilities, in both of which, there
is at least one fractal cell pursuing all types of machines. This
condition was implemented in order to avoid any deadlocks
in the computational model, that is, because the chosen ith
fractal cell is based on the similarity, then at least one must
pursue all types of machines.

STEP 3.1. For an unbalanced number of machines: select
a machine (obeying the order established in Step 1) and al-
locate beginning from the first fractal cell up to nc. If the
number of replicas of the chosen machine becomes zero
before reaching nc, the next type of machine is chosen
and the allocation begins from the first fractal cell; if the
number of replicas of the chosen machine is different
from zero, the allocation continues up to nc, and continues
beginning from the first fractal cell.

STEP 3.2. For a balanced number of machines: the first
fractal cell receives one replica of each type of machine.
No more machines are allocated in this first fractal cell. For
each remaining fractal cell (i.e., from the second up to nc),
select a random machine. If the replica is different from
zero, then the machine is allocated. If the replica is zero, an-
other machine is chosen. Once the nc is reached, if there are
machines with replicas different from zero, the allocation
begins from the second fractal cell up to nc, and so forth.

STEP 4. The main idea is that similar fractal cells should be
allocated as far as possible. For doing this, we propose to cal-
culate similarity between fractal cells i in relation to fractal
cell i 0 through the use of the expression for the calculation
of the Jaccard coefficient, such as shown in Eq. (8). The vari-
able i 0 represents the fractal cell that is composed by all types
of machines (thus Si 0i 0 ¼ 1):

Si 0i ¼
Ni 0i

Ni 0i 0 þ Nii � Ni 0i
, (8)
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where i [f1, . . . , ncg except i 0; Ni 0i is the number of machines
in common between i 0 and i; Ni 0i’ is the number of machines in
common between i 0 and i 0; and Nii is the number of machines
in common between i and i;

STEP 5. We intend to calculate the distribution degree,
such as proposed by Benjaafar and Sheikhzadeh (2000),
when the formula was applied to obtain the maximally
distributed layout. Using the same idea, in order to calculate
it, we develop a Tabu Search algorithm. Thus, this step aims
to adapt the fractal layout to permit the calculation. It is neces-
sary to define movable intervals Gmax and Gmin to evaluate
how similar a fractal cell i is in relation to i 0. These intervals
are obtained by establishing a value for the maximum differ-
ence (max_diff) of similarities. The total number of intervals
(represented by number_intervals) is estimated by (1/max_
diff) þ 1, because the highest value of similarity is 1. If the
result of the division is an integer number, then for the first
interval, Gmax  1, and Gmin ¼ Gmax – max_diff. The second
movable interval is obtained through Gmax  Gmin and Gmin

 Gmax – max_diff, and so on up to Gmin ¼ 0. Otherwise, if
the division is a rational number, the estimated number of in-
tervals is the truncate of number_intervals and the movable
intervals (except the last one) are also defined through Gmax

 1 and Gmin¼ Gmax – max_diff, and so on. Only for the
last interval, Gmax – Gmin ¼ 1 – (number_intervals * max_
diff). Once intervals are defined, compare each value of cal-
culated similarity of fractal cell i to the interval. If the similar-
ity is located in the first interval (i.e., Gmax � Si 0i , Gmin), then
all machines of that fractal cell i will be renamed to G¼ 1, and
if it is in the second interval, then G ¼ 2, and so forth.

STEP 6. Select g [ f1..Gg, where g has not been pre-
viously selected, and allocate all replicas of g on the shop
floor, according to X and Y (the format of the fractal layout,
where machines are allocated in X horizontal and Y vertical)
and obeying the SFC procedure. In this research paper, we
adopted the simplest one, where machines are allocated from
top to down and from left to right. Repeat Step 6 for all G.

STEP 7. In order to attend the objective function minmax
(proposed by Francis & White, 1974; and adapted by Benjaa-
far & Sheikhzadeh, 2000), also called distribution degree, the
computational model is initially designated to search posi-
tions for replicas of g.

STEP 8. Calculate the distance among different fractal cells
from the centroid. It can be done by identifying the position of
each replica g and then calculating the mean distance between
each g of different fractal cells. Repeat it for other g. Keep the
layout that yields the lowest distribution degree aiming at al-
locating that each g belongs to a different fractal cell as far as
possible.

STEP 9. Repeat Steps 6, 7, and 8 Tabu_allocation_cells times.

STEP 10. Reidentify the machines (i.e., convert each g),
such as defined by the Step 3.

STEP 11. Separate operations of each workpiece p into K
subsets, in which each k is composed by subsequent operations.

STEP 12. Intertravel calculation: choose the best fractal cell
for each subset k, where k varies from 1 to K. In this research
paper, we considered two approaches:

STEP 12.1. In order to reduce idleness of machines, one
alternative is to compare requested machines, which are re-
sponsible for processing operations of each subset k of a cer-
tain workpiece p (then kp), to machines of available fractal
cells i. The similarity among subset kp and all available fractal
cells i is calculated by adapting Eq. (8), resulting in Eq. (9).

Skpi ¼
Nkpi

Nkpkp þ Nii � Nkpi
, (9)

where kp is subset k composed by subsequent machines of
workpiece p; i is a fractal that pursues all machines to man-
ufacture kp; i [ f1, . . . , ncg; Nkpi is the number of machines
in common between kp and i; Nkpkp is the number of re-
quested machines of kp; and Nii is the number of machines
of fractal cell i. Make Inter_travel 0. For each kp, Skpi is
calculated for all available fractal cells i that pursues all ma-
chines to manufacture kp. The fractal cell with the highest
similarity in comparison to kp is then chosen. Keep it by
using a variable last_fractal i. Repeat the same calcula-
tion for the next k up to K, and the subsequent chosen frac-
tal i 00 cell must be different to last_fractal. Update last_
fractal  i 00. Based on the information of Step 9 about
the distance between fractal cells i and i 00, compute Inter_
travel Di;i 00 þ Inter_travel. Repeat the procedure up to K
and for all workpieces P.

STEP 12.2. In order to reduce the intertravel distance,
make Inter_travel  0. There are two possibilities for
choosing the closest fractal cell:

12.2.1. When kp ¼ 1, then the variable inter_travel
remain unchangeable.

12.2.2. When kp . 1, then for kp ¼ 1 verify if all re-
quested machines belong to available fractal cells. Calcu-
late the similarity Skpi and keep the fractal cell that yields
the highest value of similarity by using a variable last_frac-
tal i. For the next kp, analyze if all requested machines
belong to fractal cells. Then based on information provided
by Step 9, compare the distance between last_fractal and
each available fractal cell i. The fractal cell with the lowest
distance, i 00, is then chosen. Compute Inter_travel Di;i 0

þ Inter_travel. Update the variable last_fractal  i 00.
Repeat the procedure up to K. Repeat for all P.

STEP 13. Intratravel calculation: we developed a Tabu
search heuristics in order to identify the positions of the ma-
chines that result in the lowest routing distance for workpiece
p during the manufacturing of each kp. The heuristics works
in the following way:

STEP 13.1. For designated fractal cell i for manufactur-
ing kp, choose randomly requested machines, which are re-
sponsible for manufacturing each qkp , and identify its coor-
dinates (x and y).
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STEP 13.2. Make intra_travel 0.

STEP 13.3. If qkp ¼ 1, then the variable intra_travel re-
mains unchangeable.

STEP 13.4. If qkp . 1, then from qkp ¼ 2 up to kp, calcu-
late the distance Intra_travel d þ Intra_travel.

STEP 13.5. Repeat several times, variable iteration,
Steps 13.1 up to 13.4, in order to find the lowest distance
in each fractal cell i. In summary, Steps 13.4 and 13.5
may be expressed as shown in Eq. (10):

d ¼ min
XQkp

qkp¼2
jxikp

qkp
� x

ikp

qkp�1j þ jy
ikp
qkp
� y

ikp

qkp�1j
( )

, (10)

subject to x, y [ integer; x [f1..Xg; y [f1..Yg; i is the
chosen fractal cell, defined by Step 12, to manufacture sub-
sequent operations k of workpiece p.

STEP 13.6. Repeat Steps 13.1 up to 13.5 for K and then
extend it for all workpieces P.

STEP 14. Calculate and keep the value of total distance, by
using a variable called Total_distance  Intra_travel þ In-
ter_travel.

STEP 15. Calculate the makespan.

STEP 15.1. Calculate the makespan for each workpiece p
(see Table 1). The variable dintracellular is the distance of ma-
chines responsible for subsequent operations obtained
from Step 13.5 and dintercellular is the distance between the
current fractal cell i and the selected fractal cell i00, obtained
from Step 12. Both variables are used to compute the tra-
veling time. Other times, such as setup time, cleaning
time, traveling time from the entrance to machines, and
from machines to exit, are omitted. To interpret the infor-

mation of Table 1, we will analyze only when all machines
are unallocated, because the idea for busy machines are
quite similar, by using remaining expressions. An unallo-
cated machine means the task had never been allocated
to a machine of the best virtual cell of the selected fractal
cells. Consider the first workpiece, demanding five opera-
tions and separated in two subsets. The first subset (kp ¼ 1)
is composed of three operations and the second, kp ¼ 2, of
two operations (so Qkp ¼ Q1 ¼ 3 and Qkp ¼ Q2 ¼ 2), re-
spectively. To calculate the makespan for this workpiece,
because Q1 .1, use the expression a for the first operation
of Q1 (that is q1 ¼ 1) and then the expression b for q1 ¼ 2,
q1 ¼ 3. For the next kp, that is kp ¼ 2 (which is kp . 1), use
initially the expression e for the first operation of the sec-
ond subset (q2 ¼ 1), and then f for q2 ¼ 2 (which is q2

. 1), and so forth. Repeat it for all P.

STEP 15.2. Compare the makespan of all machines and
keep the highest value of makespan (because the manufactur-
ing is concluded only after the last operation has finished).

STEP 16. By using a variable named changing_positions,
reorder the positions of the machines that belong to each frac-
tal cell, changing_positions times from Step 11 up to Step
15.2. For each iteration of the variable changing_positions,
compare the calculated Total_distance and keep the lowest
distance and its respective makespan.

4. CASE STUDY

4.1. Layout and workpieces features

This section presents layout and workpiece features, which
both are submitted to simulation. It is important to remember
that according to Venkatadri et al. (1997), the number of frac-

Table 1. Calculation of the makespan for each workpiece p submitted to selected fractal cells

a kp ¼ 1 qkp¼ 1 Rqkp
¼ 0 unalloc. mach. Mk(Rqkp

) ¼ 0 + timeqkp

b kp ¼ 1 qkp . 1 Rqkp
¼ 0 unalloc. mach. Mk(Rqk p

) = timeqk p
+ Mk(Rqk p −1) + dintracellular

v
c kp ¼ 1 qkp¼ 1 Rqkp

¼ 1 unalloc. mach. Mk(Rqkp
) ¼ timeqkp

+ Mk(Rqkp
)

d kp ¼ 1 qkp . 1 Rqkp
¼ 1 unalloc. mach. If Mk(Rqk p

) ≥ Mk(Rqk p−1) then Mk(Rqk p
) = Mk(Rqk p

) + timeqk p
+ dintracellular

v

If Mk(Rqk p
) , Mk(Rqk p −1) then Mk(Rqk p

) = Mk(Rqk p −1) + timeqk p
+ dintracellular

v

e kp . 1 qkp¼ 1 Rqkp
¼ 0 unalloc. mach. Mk(Rqk p

) = Mk(RQk p −1) + timeqk p
+ dintercellular

v

f kp . 1 qkp . 1 Rqkp
¼ 0 unalloc. mach. Mk(Rqk p

) = Mk(Rqk p −1) + timeqk p
+ dintracellular

v
g kp . 1 qkp¼ 1 Rqkp

¼ 1 alloc. mach. if Mk(Rqk p
) ≥ Mk(RQk p −1) then Mk(Rqk p

) = Mk(Rqk p
) + timeqk p

+ dintercellular

v

if

Mk(Rqk p
) , Mk(RQk p−1) then Mk(Rqk p

) = Mk(RQk p −1) + timeqk p
+ dintercellular

v

h kp . 1 qkp . 1 Rqkp
¼ 1 alloc. mach. if Mk(Rqk p

) ≥ Mk(Rqk p −1) then Mk(Rqk p
) = Mk(Rqk p

) + timeqk p
+ dintracellular

v

if Mk(Rqk p
) , Mk(Rqk p −1) then Mk(Rqk p

) = Mk(Rqk p −1) + timeqk p
+ dintracellular

v

Note: Adapted from Chin (2013).
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tal cells can be estimated by dividing the total number of ma-
chines by the types of machines. This result also defines the
number of possibilities about how each fractal cell can be al-
located on the shop floor. Taking this information to account
(number of fractal cells), for the simulation, we have chosen
three sizes (small, medium, and large sizes) of layouts in or-
der to increment, in a purpose way, the number of fractal cells.

First, there are 5 types of machines, resulting in a total of 16
machines, such as used in Benjaafar and Sheikhzadeh (2000).
Thus, there are (16/5) � 4! possibilities for allocating fractal
cells. All these machines form X ¼ 4 and Y ¼ 4. Each type
of operation process and their respective replicas are the
following:

† operation process 1: 1 replica of a machine
† operation process 2: 2 replicas
† operation process 3: 3 replicas
† operation process 4: 5 replicas
† operation process 5: 5 replicas

Second, in order to increment the number of fractal cells, in
this research we remained with 5 types of machines forming a
layout size 30, which means 30 machines (with configuration
X¼ 5 and Y¼ 6). Thus, for this case, there are 30/5� 7! pos-
sibilities. Replicas of each type of machine are the following:

† operation process 1: 1 replica of a machine
† operation process 2: 4 replicas
† operation process 3: 7 replicas
† operation process 4: 8 replicas
† operation process 5: 10 replicas

A reference to consider a layout as large size can be seen in
Narayanan (2007), when it was considered 100 machines. In
our research paper, we adopted a total of 120 machines with
configuration X ¼ 10 and Y ¼ 12, composed by 8 types of
machines (resulting in 120/8 ¼ 16! possibilities). Replicas
of each type of machine are shown below:

† operation process 1: 4 replicas of a machine
† operation process 2: 8 replicas
† operation process 3: 10 replicas
† operation process 4: 14 replicas
† operation process 5: 17 replicas
† operation process 6: 19 replicas
† operation process 7: 22 replicas
† operation process 8: 25 replicas

We generated 100 different workpieces, but only 40 of
them are randomly selected (workpieces may be repeated).
Each one demands from n(i)¼ 1 up to n(i)¼ five operations,
and requested machines by subsequent operations are differ-
ent. Because the type of requested machines is proportionate
to the number of replicas of machines, we adapt and imple-
ment the Monte Carlo simulation based procedure proposed
by Chin (2013) for generation of workpieces.

The time taken by each operation varies from 30 to 150
units of time.

We modeled and simulated all of the previously cited fea-
tures in the following hardware settings: 2-GHz Pentium(R)
Dual-Core CPU, 4 MB DDR2 RAM, and platform Pascal
programming.

4.2. Definition of input parameter for simulating
fractal layouts

In order to obtain simulation results of fractal layouts (travel-
ing distance and makespan), some parameters must be de-
fined, such as max_diff, Tabu_allocation_cells, k, iteration,
changing_positions, and v. In the following, the meaning
and the adopted value for each variable will be described.

In this research paper, the order of how fractal cells are cho-
sen and allocated is considered. The allocation is based on the
difference of similarity (max_diff), which means segregation
and allocation of fractal cells is based on similarities. For in-
stance, let us consider a value 0.5 for the variable. If the cal-
culated similarity of a certain fractal cell is located between 1
and 0.5, then it is grouped with others fractal cells located in
this same interval and allocated as far as possible to each
other. Considering a value closer to 1, then all machines
tend to form one only fractal cell, and in this case, intertravels
tend to be eliminated and only intratravels occur. In summary,
a fractal layout tends to perform similarly to a distributed lay-
out when max_diff is closer to 1. For the evaluation of influ-
ence of interval on the performance, we choose values located
between 1 and 0. Thus, we established four different values,
which are 0.1, 0.3, 0.5, and 0.7.

For the variable Tabu_allocation_cells, we adopt a large
enough value (10,000; see Appendix A). The computational
model developed, then, calculates the distribution degree for
each allocation. Repeat the allocation of cells Tabu_alloca-
tion_cells times (i.e., 10,000), which means the distribution
degree calculation is also repeated 10,000 times. The alloca-
tion of the fractal cell that yielded the lowest value of the dis-
tribution degree is then retained. The result is similar for frac-
tal cells as far as possible.

Once each fractal is allocated, now we need to define how
workpieces are submitted to fractal cells. The decision of how
workpieces will be submitted to fractal cells depends directly
on the replica of each type of machine. That is, because of in-
equality of replicas of each type of machine, some fractal cell
may pursue a specific type of machine, making necessarily a
certain workpiece to travel between fractal cells. Thus, in or-
der to simulate intertravel, in this research paper we adopt the
division of operations to subsequent operations, represented
by the variable k. For instance, if possible values of k are be-
tween 2 and 5, this means that operations of each workpiece
can be separated into two to five parts, and each k is totally
processed in the chosen fractal cell. Because we considered
(as data input) up to n(i) ¼ 5 operations for each workpiece,
the maximum value to be attributed to k is 5, that is, 5 sets
where each set is composed of one operation. Therefore,
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when k¼ 2 or k¼ 3, this does not mean that operations of all
workpieces will be necessarily separated into two or three sets
of workpieces, because the separation depends on the number
of operations.

In order to process the first k of each workpiece, the fractal
cell must be chosen. The paper is based on the comparison of
the similarity between requested machines of each k and ma-
chines of each fractal cell. The fractal cell that pursues the
highest similarity is chosen. Once k of a certain workpiece
is processed in the chosen fractal cell, we need to define
how to process kpþ1. Thus, here we considered two ap-
proaches: based on the similarity and based on the closest dis-
tance. This proposed method analyzes all possible available
fractal cells (by comparing requested machines of kp þ 1 to
machines of each fractal cell i 0), compares the distances of
each one, and selects the closest one (now called i 00 ) in relation
to i. After this, the processed workpiece leaves a fractal cell i
and reaches i 00.

The identification of a virtual cell in a fractal cell to process
a certain k is searched iteration times (through the use of the
developed Tabu search algorithm procedure). For the variable
iteration, we adopt 500 (see Appendix A). That is, the devel-
oped computational software is designated to search 500
times the set of machines (remaining the lowest distance)
for each k workpiece.

We also need to define a value for the variable changing_
positions (see Appendix A). This determines the number of
changing positions of machines in order to form new virtual
cells in each fractal cell. For instance, if changing_positions
receives a value 10, this means the procedure of randomly se-
lection and reallocation of machines is repeated 10 times for
each ith fractal cell, resulting in new virtual cells. Although
variables iteration and changing_position are associated
with intracellular traveling distance calculation, there is an
objective function of minimization only for the first one.
Thus, for the second, we simply adopt a value higher than
30 (here we adopt variable changing_positions equal to
10,000) just because of statistics issues.

Finally, for the variable v (which represents the workpiece
routing velocity), we could test high and low velocities. For
the first situation, the traveling time becomes insignificant
in comparison to the makespan. Thus, it might be omitted.
To avoid it, we decide to adopt a reduced velocity (a constant
value of 0.5 units of distance per units of time).

The computational results are organized as follows: by lay-
out size 16 (X¼ 4 and Y¼ 4), 30 (X¼ 5 and Y¼ 6), and 120
(X ¼ 10 and Y ¼ 12) of machines; by variable called max_
diff; by balanced or unbalanced quantity of machines between
fractal cells; and by k. We adopted only k¼ 1, k¼ 2, and k¼ 3;
and choose next fractal cell i 00 to process the next k based on the
highest similarity and the closest distance.

For each layout size, 30 samples of input (each one com-
posed of 40 workpieces) are generated. For each submitted
sample, there is one best layout because machines of each
fractal cell are allowed to change the position (affecting there-
fore the virtual cell formation). After submitting these 30
samples to the computational model (hence, there are 30
best layouts), two performance parameters (the means and
standard deviation of the total distance and of the makespan)
are calculated, which are given in units of distance and units
of time, respectively. Independent of the layout size, by sub-
mitting 30 samples to the computational model, the CPU
takes around 5 min 8 s to obtain these two performance pa-
rameters, and the CPU time for segregating and allocating
fractal cells on the shop floor demands lower than 1 s.

Because intercell traveling is undesirable, we consider k¼ 1,
meaning that all operations of each workpiece are totally
manufactured by machines located in the chosen fractal
cell. Table 2 presents results, in total traveling distance and
the makespan of the layout composed of 16 machines. Results
are shown in Table 3 for layout composed of 30 machines. Fi-
nally, the performance of the layout size 120 machines can be
seen in Table 4. Thus, these three tables demanded 4 h 6 min
36 s of CPU time.

Table 2 shows that when k ¼ 1, segregating and allocating
as far as possible similar fractal cells (represented by the vari-

Table 2. Layout with 16 machines (4� 4)

Max_diff 0.1 Max_diff 0.3 Max_diff 0.5 Max_diff 0.7

Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced

Highest similarity Traveling distance
Mean 104.70 110.13 99.00 118.63 99.47 117..37 96.20 118.93
SD 13.20 19.59 11.03 17.79 11.29 14.83 11.35 17.61

Makespan
Mean 3106.17 3777.27 3173.70 4023.00 3028.30 4008.23 3117.23 4183.07
SD 648.49 893.58 452.38 746.50 476.52 842.32 470.08 838.25

Closest distance Traveling distance
Mean 104.70 110.13 99.00 118.63 99.47 117.37 96.20 118.93
SD 13.20 19.59 11.03 17.79 11.29 14.83 11.35 17.61

Makespan
Mean 3106.17 3777.27 3173.70 4023.00 3028.30 4008.23 3117.23 4183.07
SD 648.49 893.58 452.38 746.50 476.52 842.32 470.08 838.25
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https://doi.org/10.1017/S0890060413000474 Published online by Cambridge University Press

https://doi.org/10.1017/S0890060413000474


able max_diff) and choosing the next fractal cell based on any
adopted criteria (represented by the highest similarity and the
closest distance) for manufacturing the next k do not affect the
performance. Only the balanced and unbalanced quantity of
machines forming each fractal cell affects the performance.
In addition, based on our results, the unbalanced quantity
of machines performs better in comparison to balanced quan-
tity of machines, because both parameters are concomitantly
reduced (balanced: around 115.00 of traveling distance, in
units of distance, and around 4000.00 of makespan, in units
of time; unbalanced: around 99.00 of total traveling distance,
in units of distance, and 3100.00 of makespan, in units of
time). In short, there are reductions of 13.91% in total travel-
ing distance and 22.50% in makespan.

Increasing the total number of machines, from 16 to 30, the
performance parameters still are affected only by the bal-
anced and unbalanced quantity of machines. Note that, this
time, the performance yielded (in total traveling distance),
by applying balanced quantity of machines, became similar
to the unbalanced quantity of machines (see Table 3). It is sur-

prising that the makespan becomes lower (unbalanced: around
3700.00; balanced: 2900.00), with a reduction of 21.62%.

In the layout size composed of 120 machines, the perfor-
mance parameters of fractal cells, composed of a similar
quantity of machines (balanced quantity of machines), re-
sulted in a reduction of the total traveling distance and make-
span (around 10% and 38.26%, respectively) in comparison
to the unbalanced quantity of machines (see Table 4).

4.3. Performance comparison among fractal layout,
distributed layout, and functional layout

This section introduces the performance among the fractal
layout, the distributed layout, and the functional layout. There
are three well-known types of distributed layout: randomly
distributed layout, where types of machines are randomly se-
lected and allocated on the shop floor; partially distributed
layout, where groups of the same type of machine are formed
and allocated, and maximally distributed layout. For partially
distributed layout, disaggregation is considered. For instance,

Table 3. Layout with 30 machines (5� 6)

Max_diff .1 Max_diff 0.3 Max_diff 0.5 Max_diff 0.7

Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced

Highest similarity Traveling distance
Mean 106.83 112.40 105.00 105.30 102.70 100.70 102.70 104.73
SD 10.77 14.81 11.24 16.81 9.78 12.02 9.78 15.56

Makespan
Mean 3808.00 2889.10 3723.60 2976.00 3754.60 3070.87 3754.60 2914.03
SD 630.17 550.00 657.68 631.21 554.05 536.11 554.05 721.97

Closest distance Traveling distance
Mean 106.83 112.40 105.00 105.30 102.70 100.70 102.70 104.73
SD 10.77 14.81 11.24 16.81 9.78 12.02 9.78 15.56

Makespan
Mean 3808.00 2889.10 3723.60 2976.00 3754.60 3070.87 3754.60 2914.03
SD 630.17 550.00 657.68 631.21 554.05 536.11 554.05 721.97

Table 4. Layout with 120 machines (10� 12)

Max_diff .1 Max_diff 0.3 Max_diff 0.5 Max_diff 0.7

Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced

Highest similarity Traveling distance
Mean 142.10 127.13 138.07 126.57 137.77 125.73 143.23 125.73
SD 18.21 17.11 18.61 15.75 22.46 15.20 17.42 15.20

Makespan
Mean 2295.83 1495.53 2355.07 1406.63 2322.70 1414.23 2284.47 1414.23
SD 441.08 368.49 426.65 386.32 582.57 343.97 397.06 343.97

Closest distance Traveling distance
Mean 142.10 127.13 138.07 126.57 137.77 125.73 143.23 125.73
SD 18.21 17.11 18.61 15.75 22.46 15.20 17.42 15.20

Makespan
Mean 2295.83 1495.53 2355.07 1406.63 2322.70 1414.23 2284.47 1414.23
SD 441.08 368.49 426.65 386.32 582.57 343.97 397.06 343.97
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if there is one level of disaggregation, it means there are two
groups of the same type of the machine allocated on the shop
floor. Initially proposed by Francis and White (1974), a mea-
sure (distribution degree) is used that aims to maximize the
allocation position of the same type of machine on the shop
floor. The layout that pursues the lowest distribution degree
is maintained and then the maximally distributed layout is fi-
nally obtained.

Thus, beyond the fractal layout model, we construct the
computational models in order to generate distributed lay-
outs, functional layouts, and also another model to simulate
the performance, by submitting the same workpiece’s features.

The adopted procedure to generate each type of distributed
layout did not take into account flow material but only repli-
cas of each type of machine, such as used by Benjaafar and
Sheikhzadeh (2000). For partially distributed layout, we
adopt two levels of disaggregation.

The procedure for generating functional layout consisted in
defining the SFC (in this research paper, we adopt the sim-
plest one; see Sagan, 1991)). Next, a machine is randomly se-
lected and allocated on the shop floor. The allocation contin-
ues until the replica becomes zero. When it occurs, the next
type of machine is selected, and so forth, until all types of ma-
chines are allocated.

For these two types of layouts, there are 30 samples of each
one. Hence, in functional layout, for 16 machines, there are 30
samples of layouts. In functional layout, for 30 machines,
there are others 30 samples of layout,s and so forth. For
each sample, we submitted 30 samples of parts (each one
composed of 40 workpieces). The average of the mean of
the traveling distance can be seen in Table 5.

In Table 5, notice that in relation to total traveling distance,
the performances of distributed layouts and fractal layout for
small to medium size are similar. These performances were
expected because in fractal layout only intracellular traveling
distance will be computed (when k¼ 1). In short, a fractal lay-
out tends to perform similarly to a distributed layout. For our
large layout size, randomly distributed layout presents better
performance in traveling distance in comparison to fractal
layout. It was expected that the functional layout presents
the worst performance in comparison to distributed layouts
because of interdepartmental trips. Due to the worst perfor-
mance of the functional layout, its makespan will not be com-
puted.

Next, we compare the best of the functional layout, the best
of distributed layout (maximally distributed layout), and the
best of the fractal layout (when k ¼ 1).

It is important to remember that, in fractal layout, there are
not 30 samples of fractal layouts. That is, there is 1 best for
each submitted sample of workpieces. Thus, in order to con-
duct the same comparison, we need to work with only 1 sam-
ple of layout and 30 samples of workpieces (which is com-
posed of 40 workpieces).

In the functional layout, after submitting 40 workpieces,
the computational model exchanges the position of each de-
partment and keeps the lowest total traveling distance. For

the exchange step, we need to adopt a higher enough value
(we adopted also 10,000). Submit other samples (up to 30)
and repeat the exchange procedure. The results (mean of
the lowest traveling distance) are provided in Table 6. Note
the performance of thefunctional layout has improved. Never-
theless, it is still the worst.

In the maximally distributed layout, there is no exchange
because machines are already in the best positions. Thus, after
submitting 30 samples of workpieces, the results (mean of the
traveling distance) can be seen in Table 6. Comparing the
maximally distributed layout to the fractal layout, in general,
the first presents higher performance (better). The fractal lay-
out outperforms the maximally distributed layout only in
terms of makespan for the small size of the layout
(–17.97%; see Table 7). For the large size (120 machines),
the total traveling distance and the corresponding makespan
of the fractal layout (þ61.25%, see Table 6; –1.53%, see Ta-
ble 7) are in comparison to the maximally distributed layout.

Based on our results, the maximally distributed layout
seems to satisfy concomitantly the two adopted performance
parameters (total traveling distance and makespan), except for
the small layout size. However, as pointed out by Benjaafar
and Sheikhzadeh (2000) and Askin et al. (1999), in order to
implement a suitably distributed layout, an efficient control
system is required for identifying available machines to
form efficient virtual cells, which naturally implies a high
cost for the implementation. An alternative to minimize the
cost of implementation is to segregate machines to form groups
of it, where technology can be shared between machines.

As shown in previous sections, in the fractal layout, there
are two possibilities: when k ¼ 1, for which the workpieces
are totally manufactured in a fractal cell; and k . 1, when in-
tercellular travel occurs. Because of different replicas of each
type of machine, we simulate intertravels by adopting k . 1 (k
¼ 2 and k ¼ 3), as shown in next section.

Table 6. Mean of the total traveling distance (units of distance)

1 2 3
Funct. Maximal. Distrib. Best Fractal Difference

Layout Size Layout Layout Layout (k ¼ 1) (3 – 2)

16 machines 202.29 87.00 96.20 +10.57%
30 machines 299.61 83.70 100.70 +20.31%
120 machines 596.84 77.97 125.73 +61.25%

Table 5. Average of the mean of the total traveling distance
(units of distance)

Funct. Randomly Partial. Distrib. Best Fractal
Layout Size Layout Distrib. Layout Layout (k ¼ 1)

16 machines 234.46 100.67 101.17 96.20
30 machines 324.84 96.20 99.20 100.70
120 machines 639.62 87.53 97.30 125.73
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4.4. Simulation of intercellular travels in fractal
layouts for k > 1

This section aims to analyze results of intertravels (when
k .1) in fractal layouts obtained from the developed compu-
tational simulation model. We show the total traveling dis-
tance and its respective makespan to three adopted layout
sizes (i.e., 16, 30, and 120 machines; see Tables 8–10).

We notice that once intercellular traveling distance in-
creases, the total traveling distance increases significantly.
The mathematical proof is in Appendix B, and it proves our
constructed computational model is valid. Moreover, it shows
any tentative prediction for the minimization of intercellular
traveling distance is appreciated. In order to discriminate
the intercellular traveling distance from total traveling dis-
tance, we constructed Figures 1– 5. Figure 1 presents the per-
formance of the intertraveling distance of submitted work-
pieces to the layout composed by 16 machines, and Figure 2
show the corresponding makespan.

It is already expected that the intercellular traveling dis-
tance becomes zero when k¼ 1 because the operations are to-
tally executed in the fractal cell previously selected. Due to
different replicas of each type of machine, the intertravel oc-
curs, so we need to simulate it by adopting different short val-
ues for k (k . 1). We adopted k ¼ 2 and k ¼ 3, which means
operations of a certain workpiece p can be separated up to two
or three sets.

We will start the analysis when a fractal cell is chosen
based on the highest similarity criteria selected. Comparing
results, when k ¼ 2, the intercellular traveling distance may
be reduced by adopting and unbalanced quantity of machines
and adopting a value of max_diff equal to 0.3. For this input
parameter, we obtained an intercellular traveling distance of
approximately 80 units of distance and a makespan of 4100
units of time. When k¼ 3, we obtained an intercellular travel-
ling distance of 140 units of distance and a makespan of 4500
units of time. In addition, observe that minimization of inter-
cellular trips does not imply in makespan minimization (see
Figure 2).

The best result is reached when we adopt: unbalanced
quantity of machine, the closest fractal cell chosen, and max_
diff equal to 0.1. Although there are cases with a trade-off be-
havior, it is possible to minimize both parameters (intercellu-
lar travelling distance and makespan).

It may be generally concluded that, at this layout size,
choosing a fractal cell based on the closest distance criteria

Table 7. Mean of the correspondent makespan (units of time)

Maximal. Distrib. Fractal Difference
Layout Size Layout Layout

16 machines 3800.10 3117.23 217.97%
30 machines 2858.93 3070.87 +7.41%
120 machines 1436.23 1414.23 21.53%
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Table 10. Layout with 120 machines (10� 12)

Max_diff 0.1 Max_diff 0.3 Max_diff 0.5 Max_diff 0.7

Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced

k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3

Highest
similarity

Traveling distance
Mean 301.85 450.03 285.26 421.73 339.85 471.79 334.84 495.91 280.56 391.67 378.73 606.76 346.17 491.36 378.73 606.76
SD 31.80 44.19 28.83 37.79 35.25 60.20 27.92 43.34 29.35 39.43 27.01 48.69 36.79 49.68 27.01 48.69

Makespan
Mean 2971.20 4065.83 2181.97 3034.73 3208.60 4183.23 2130.37 2938.23 2933.77 3899.20 2201.33 3187.50 3013.70 4040.43 2201.33 3187.50
SD 587.01 715.45 440.45 598.25 730.30 838.69 521.69 558.76 489.74 755.16 507.23 669.90 617.26 702.91 507.23 669.90

Closest
distance

Traveling distance
Mean 199.91 217.68 222.22 289.81 206.66 261.18 211.61 273.37 229.07 300.34 209.16 281.71 195.14 241.12 209.16 281.71
SD 26.94 24.05 20.46 29.44 15.87 27.17 19.63 20.34 26.37 24.92 26.30 36.10 23.69 26.10 26.30 36.10

Makespan
Mean 1849.23 2417.30 1314.57 1520.03 1544.70 1986.90 1444.07 1744.57 1743.37 1953.50 1294.93 1713.87 1666.83 1647.40 1294.93 1713.87
SD 363.27 466.63 231.97 245.17 281.43 394.83 239.78 325.71 364.49 323.58 241.24 349.16 321.37 265.65 241.24 349.16

Table 9. Layout with 30 machines (5� 6)

Max_diff 0.1 Max_diff 0.3 Max_diff 0.5 Max_diff 0.7

Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced

k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3 k ¼ 2 k ¼ 3

Highest
similarity

Traveling distance
Mean 247.28 366.94 202.30 292.43 162.47 190.10 164.08 200.15 170.04 231.03 184.90 272.91 170.04 231.03 170.98 226.38
SD 19.01 28.58 18.75 31.60 15.53 23.53 18.93 21.78 14.89 22.75 14.14 23.00 14.89 22.75 21.46 28.93

Makespan
Mean 3862.57 5220.70 3421.37 4164.20 3907.37 4986.20 3220.97 4176.17 3779.27 5129.97 3443.70 4391.17 3779.27 5129.97 3213.07 4115.07
SD 708.49 756.30 758.12 609.70 716.24 945.87 507.04 694.11 555.21 717.42 439.14 449.22 555.21 717.42 459.59 690.58

Closest
distance

Traveling distance
Mean 176.90 208.39 164.37 203.07 139.07 171.37 152.45 188.46 147.93 179.95 150.65 184.93 147.93 179.95 166.40 202.93
SD 19.99 22.31 14.46 20.28 9.98 21.49 17.19 20.70 14.49 19.70 13.56 17.48 14.49 19.70 20.29 17.47

Maksepan
Mean 2675.07 3099.60 2308.07 2219.40 2372.73 3826.37 2714.00 2892.50 3923.50 4065.93 2337.33 2616.50 3923.50 4065.93 2588.30 3250.47
SD 370.60 614.31 382.58 377.73 342.11 942.45 581.01 577.84 881.53 722.51 406.39 496.73 881.53 722.51 362.41 552.50
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yields a lower mean of the intercellular traveling distance in
comparison to the highest similarity criteria. In addition to
this fractal cell choice circumstance, when an unbalanced
quantity of machines is adopted to form each fractal cell, it
yields the lowest mean of the makespans. Figure 3 shows

the performance of the intercellular traveling distance for
the layout composed of 30 machines.

Thus, even when k ¼ 1, it is expected that the intertravel
distance becomes zero. For k . 1, a different performance
of intercellular traveling distance can be obtained by varying

Fig. 1. The layout with 16 machines (4�4).

Fig. 2. The layout with 16 machines (4�4).

Fig. 3. The layout with 30 machines (5�6).
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values of the variable max_diff (represented by similarity 0.1,
0.3, 0.5, and 0.7). It is noticed that the lowest mean value of
the intercellular traveling distance is reached when we adopt a
value of 0.3 to max_diff variable and an unbalanced quantity
of machines to form each fractal cell, and choose the closest
fractal cell to manufacture the next k. These parameters yield
a reduced mean of the intercellular traveling distance (around
75 units of distance; see Figure 3) and a corresponding make-
span value (~2300 units of time; see Figure 4). Analyzing
Figure 4, there is another makespan value closer to 2300
(for k ¼ 2, max_diff ¼ 0.1, balanced quantity of machines,
and closest fractal cell), but the mean of the intercellular
traveling distance receives an increment to around 35 units
of distance. For k ¼ 3, the lowest average traveling distance
is obtained for max_diff equal to 0.3, unbalanced quantity
of machines, and the closest fractal cell. Nevertheless, there
are other reduced values of makespans, such as by adopting
max_diff equal to 0.1, unbalanced quantity of machines,
and the closest fractal cell.

Finally, the results of 120 machines can be seen in Figure 5
and Figure 6. In short, for k ¼ 2, the closest distance criteria
outperforms in comparison to the highest similarity criteria. It

can be confirmed in Figure 5, in which for any value of the
variable max_diff, there are reduced average values of inter-
cellular traveling distances (around 135 units of distance).

Moreover, for k¼ 2, even max_diff equal to 0.1 or equal to
0.7 might be used (in addition to the closest distance criteria
and unbalanced quantity of machines) because both yields
have reduced the intercellular traveling distance (~125 units
of distance). Nevertheless, regarding makespan, max_diff
equal to 0.1 yields higher makespan than max_diff equal to
0.7. When k¼ 3, max_diff equal to 0.1 yields the lowest aver-
age intercellular traveling distance (when the closest distance
and unbalanced quantity of machines are adopted). However,
the makespan becomes higher than other max_diff values.

4.5. Comparison between the literature (no similarity)
and the best result of our proposed method

Tables 11, 12, 13, and 14 show the performance in intercellu-
lar traveling distance and makespan to three adopted sizes of
layout. Concerning the relevant proposed method, only the
best results are shown. Note that best results are obtained
when the unbalanced and the closest distance strategies are

Fig. 4. The layout with 30 machines (5�6).

Fig. 5. The layout with 120 machines (10�12).
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adopted. Aiming to simulate the performance of fractal layout
without considering segregated fractal cells based on their
similarities, we adopted a reduced value of max_diff, particu-
larly equal to 0.05, which means reduced segregated fractal
cells (or no similarity). To keep the same comparison base,
we use the same parameters to simulate the performance
(unbalanced and the closest distance strategies). For more de-
tails, see Appendix C.

For k¼ 2, the best result yielded by adopting with no simi-
larity, considering 16 machines, was 80.99 units of intercellu-
lar traveling distance, and for this proposed method, 75.20,

which means a reduction of 7.15%. Considering 30 ma-
chines, the reduction becomes 18.85%, and for 120 ma-
chines, the reduction becomes 10.94%. Thus, when k ¼ 3
is adopted, our proposed method yields a reduction of
11.07% for 16 machines, a reduction of 29.09% for 30 ma-
chines, and a reduction of 10.28% for 120 machines.

We notice in Tables 11 and 13 after 5 min 8 s, the simulated
traditional fractal layout still could not find the best alloca-
tions for fractal cells. In contrast, for the same consumed
CPU time, based on our proposed criterion (represented by
max_diff), better results are obtained. Specifically, in less

Table 11. Mean of the intercellular traveling distance (for k ¼ 2)

No Similarity
Proposed Method (Best Results)

No. of Machines
Unbalanced,

Closest Distance

max_diff 0.1,
Unbalanced,

Closest Distance

max_diff 0.3,
Unbalanced,

Closest Distance max_diff 0.5 max_diff 0.7

16 80.99 75.20* — — —
30 96.13 — 78.01* — —

120 125.65 111.91* — — —

Fig. 6. The layout with 120 machines (10�12).

Table 12. Mean of the correspondent makespan (for k ¼ 2)

No Similarity
Proposed Methoda

No. of Machines
Unbalanced,

Closest Distance

max_diff 0.1,
Unbalanced,

Closest Distance

max_diff 0.3,
Unbalanced,

Closest Distance max_diff 0.5 max_diff 0.7

16 3356.80 3370.03 — — —
30 2654.07 — 2372.73 — —

120 2020.43 1849.23 — — —

aCorrespondent makespan associated with Table 11.
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than 1 s of the total consumed CPU time (5 min 8 s), the com-
puter could reach the “quasi” optimal allocation.

Based on all presented results, we may affirm an unbal-
anced quantity of machines strategy produces better results
than a balanced quantity of machines. Likewise, in around
66.67% of our cases studies (see Tables 11 and 13) decreased
values for the variable max_diff are desired (specifically, 0.1).

Although it may be possible to reach better results by execut-
ing several times the procedures for the allocations of the fractal
cells and the flow assignments (as proposed in the literature and
represented in our research work by “no similarity”), it is ex-
pected at higher consumed CPU time. Figure 7 shows the rela-
tion between mean of the intercellular traveling distance and

iteration (number of changing positions of fractal cells based
on the literature procedure). When the iteration is 5 means,
the fractal cells changing positions are executed 5 times for
each submitted sample of workpieces, retaining the lowest in-
tercellular traveling distance, and repeating for all others 29
samples of workpieces. Thus, the presented intracellular travel-
ing distance is, actually, the mean of these 30 samples. Because
the allocation of fractal cells is randomly executed, it does not
mean necessarily the minimization of the mean of the intercel-
lular traveling distance, so it helps to explain why in a few cases
high/low values are observed of intercellular traveling distance
as iteration increases. Note that with increasing the number of
iterations, the CPU times increase significantly.

Table 13. Mean of the intertraveling distance (for k ¼ 3)

No Similarity
Proposed Method (Best Results)

No. of Machines
Unbalanced,

Closest Distance

max_diff 0.1,
Unbalanced,

Closest Distance

max_diff 0.3,
Unbalanced,

Closest Distance max_diff 0.5 max_diff 0.7

16 144.92 128.88* — — —
30 165.15 — 139.47* — —

120 201.30 180.61* — — —

Table 14. Mean of the correspondent makespan (for k ¼ 3)

No Similarity
Proposed Methoda

No. of Machines
Unbalanced,

Closest Distance

max_diff 0.1,
Unbalanced,

Closest Distance

max_diff 0.3,
Unbalanced,

Closest Distance max_diff 0.5 max_diff 0.7

16 3533.97 3624.03 — — —
30 2694.63 — 3826.37 — —

120 1921.00 2417.30 — — —

aCorrespondent makespan associated with Table 13.

Fig. 7. The relation between the mean of the intercellular traveling distance� the iteration.
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We also note the increasing of the number of iterations; the
result of “no similarity” becomes similar to our proposed
method (compare to Tables 11 and 13). Nevertheless, in
some cases, there is no need to execute several times the allo-
cation of fractal cells because the results are quite similar to
our proposed method. For instance, when k¼ 2, reduced val-
ues of iterations are required. When k ¼ 3, the proposed pro-
cedure tends to increase the effectiveness of allocations of
fractal cells.

5. CONCLUDING REMARKS

This section provides conclusions about the results obtained
from the constructed computational simulation model.

Based on the reviewed articles, proposed procedures are
used several times to execute the allocations of the fractal
cells and the flow assignment, both concomitantly, in order
to find the best one. As pointed out by Montreuil et al.
(1999), depending on the number of estimated fractal cells,
the number of possibilities for allocating it on the floor may
increase significantly, which may demand huge computa-
tional time. Thus, it is important to define a procedure spread-
ing fractal cells on the shop floor efficiently. In this research
paper, we propose a fractal cells similarity-based criterion,
which consists in segregating similar fractal cells according
to the movable intervals. Only after the definition of best al-
location of the fractal cells, the flow assignment occurs. The
procedure appears to be quite promising because it demanded
reduced computational effort (,1 s).

Naturally, the best strategy is k¼ 1 in which no intercells trip
occurs. For this case, it is suggested that maximally distributed
layout be implemented, especially for large size of layout, in
which makespan and total traveling distance are minimized.
Owing to unequal replicas of machines and other issues,
such as sharing technologies for an efficient production con-
trolling system, intercellular trips happen inevitably.

It is assumed that adopting the strategy by choosing fractal
cell to manufacture next k based on highest similarity, the
makespan might be reduced compared to the strategy by choos-
ing the closest fractal cell criterion. However it does not happen.

In general, it may be concluded that adopting the closest
fractal cell criterion to manufacture the next k results in lower
average of the intercellular traveling distance than the highest
similarity criterion. Although the minimization of intercellu-
lar traveling distance has been explored in the literature, it
does not mean the minimization of makespan. In many cases,
based on our experiments, there is a trade-off behavior, that is,
when the average of the intercellular traveling distance is re-
duced, the average of the makespan is increased, or vice
versa. Thus, it is important, if possible, to minimize concomi-
tantly makespan and intercellular traveling distance by iden-
tifying the best settings, such as for 30 machines: unbalanced
quantity of machine, k ¼ 2, choosing the closest fractal cell,
and similarity equal to 0.3.

Based on our research, we notice that the quantity of ma-
chines to form each fractal cell is an important parameter to

be considered, because it affects directly the performance
of the production systems. Besides, it shows that in most
cases low value to variable max_diff is required.

As a suggestion for future studies, other values of k and
other values for the variable max_diff might be tested in order
to complement what we have presented in this research paper.
Chin (2013) and Gorgulho Júnior and Gonçalves Filho
(2007) have pointed out the importance in evaluating the per-
formance of production systems when workpieces may be ob-
tained in many ways (i.e., it does not follow only one opera-
tion sequence).

In addition, other values for variables Tabu_allocation_cells,
iteration, and changing_positions could be tested. It is expected
the that performance of fractal layouts would be improved.

In this paper, we implemented a simple SFC. Based on the
results, we may affirm the intracellular traveling distance does
not really affect the performance of the total traveling dis-
tance. Nevertheless, other SFCs could be tested (see Sagan,
1991).

6. LIST OF ABBREVIATIONS

d distance between machines responsible for
processing subsequent operations of each k

D distance between two fractal cells computed from
the centroid of each one

g gth fractal cell G
G fractal cells grouped in the same movable interval G
i ith fractal cell
i′ ith fractal cell
i′′ next chosen fractal cell
j jth operation of workpiece p
k kth subset of operations of a certain workpiece
K total number of subsets of operations of a certain

workpiece p
minmax minimize the maximum distance of different types

of machines
Mk(Rqk ) makespan of machine responsible for processing

the qkth operation
nc number of fractal cells
p pth workpiece
P total number of parts
qk qkth operation of kth subset
Qk total number of operations of kth subset
Rqk replica of machine responsible for processing qkth

operation
timeqkp

time of qkp th operation of kp subset
xik

qk
horizontal coordinate of the machine, belongs to
the ith fractal cell, which is responsible for the qk

operation
xik

qk
vertical coordinate of machine, belongs to the ith
fractal cell, which is responsible for the qk

operation
xik

k horizontal coordinate of the centroid of fractal cell
i, which is chosen for processing subset k
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yik
k vertical coordinate of the centroid of fractal cell i,

which is chosen for processing subset k
X, Y horizontal and vertical coordinates of the layout
v workpiece routing velocity
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APPENDIX A

A.1. Analysis of suitability of adopted values for the
variables associated with loops

According to the order of the article, there are three types of loops.
The first is associated with the allocation of fractal cells on the shop
floor (Tabu_allocated_cells), which affects directly the intercellular
traveling distance, see Proof 1. The second is associated with the
identification of virtual cells (iteration), and the last one is associated
with changing positions of machines (changing_positions) in a frac-
tal cell. These last two affect the intracellular traveling distance, so
both will be analyzed in Proof 2.

Proof 1: Analyzing the variable used for the calculation of intercel-
lular traveling distance. After the segregation procedure, we have a
typical problem of permutation with repetition. Depending on the
number of groups formed by the movable interval, it still may result
in a high number of allocation possibilities. We need an alternative
for efficient allocation of these groups. B

We propose here to use the adapted version of the distribution de-
gree [Eq. (A.1)] first proposed by Benjaafar and Sheikhzadeh (2000):

F ¼
XN
j¼1

XNj

nj¼1

dnj

N:Nj
, (A:1)

dnj ¼
XN
k=j

d�njk , (A:2)

where d*njk is the distance between the nth machine of type j and the
closest machine type k, nj is the nth machine of type j, Nj is the number
of machines of type j, and N is the types of machines (departments).

The strategy proposed by the calculation of the distribution degree
is to identify replicas of the same type of machine and then allocate
them as far as possible. As the distribution degree (given in units of
distance) decreases, the best is the spread of the same type of machine.

The calculation of the distribution degree initially ignores the
flow assignment. It is concerned with minimizing the average dis-
tance among different types of machines. Thus, it is expected to ob-
tain the reduction of the total traveling distance, which occurs only
after obtained lowest distribution degree and next calculation of tra-
veling distance through the flow assignment. It helps to explain why
a reduced CPU time is observed.
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It is also important to observe, when the calculation of distribu-
tion degree is done for single replica of different types of machines,
independent of how the allocation of machines is realized, the distri-
bution degree is the same as the iteration increases (see an example
shown in Figure A.1). This property is valid for any layout size and
any types of machines.

When replicas of each type of machine increase, the distribution
degree tends to decrease, which means the average distance of differ-
ent types of machines becomes lower. Thus, it is expected reduction of
traveling distance among different types of machines (see Fig. A.2).

For the example shown in Figures A.1 and A.2, we notice if the
adopted number of iterations is 2000 for the calculation of distribu-
tion degree, no reduction of it is observed.

Our calculation of the distribution degree was applied for the
distributed layout. The previous representation of a machine in the
distributed layout is now represented by a fractal cell in the fractal
layout, and replicas of machines are a set of fractal cells that belong
to the same movable interval.

For fractal layouts, even with the same distribution degree, as
iterations increase (especially for single replica of machine, which
means one movable interval composed by only one fractal cell), it
is possible to reduce total traveling distance through flow assign-
ment, because each different fractal cell may be composed of similar
machines. In contrast, if fractal cells execute different operations, no
reduction of total traveling distance is expected.

There are several simulation conditions in this research work. To
simplify, we will show for the worst case when there is a high num-
ber of fractal cells. That is, because once the adopted number of itera-
tions (Tabu_allocated_cells¼ 10,000) is attended for the worst case,
the fractal layout with a small number of fractal cells will be also sat-
isfied. Based on Figure A.3, there are a total of 16 fractal cells. Based
on our proposed procedure for the definition of number of intervals,
the variable number_intervals is determined, which is equal to 11
((1/0.1)þ 1). In Figure A.4, the first column repeats the information
of Figure A.3. The second column shows the calculation of the simi-
larity between the fractal cell and the fractal that pursues all types of
machines i 0. The third column shows the received G by comparing
the calculated Si 0 i to the formed movable interval.

After renaming all machines of each fractal cell by the respective
G, the procedure for the calculation of distribution degree starts. The
relation between iterations and the distribution degree is shown in
Figure A.5. Note that no reduction of distribution degree is observed
from the iteration 1500. Consequently, the adopted number of itera-
tions equal to 10,000 is adequate.

From Figure A.3, we obtained a total number of 16 fractal cells.
Thus, by the traditional method, there are 16! possibilities. As shown
in Figure 7, after only 80 iterations (of a total of 16!), which is sig-
nificant lower in comparison to 10,000 adopted for our proposed
method, the CPU already consumed 6 h 20 min 24 s. It shows clearly
how disadvantage is by the traditional method.

Fig. A.1. The relationship between iterations and the calculated distribution degree for a single machine. Features: format 2�4, eight types
of machines, one replica of each one.

Fig. A.2. The relationship between iterations and the calculated distribution degree for replicas of machines. Features: format 3�4, 8 types
of machines, 1 1 1 1 2 2 2 2 (which means 1 replica for machine type 1, 1 replica for machine type 2, etc., totaling 12 machines).
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Proof 2: Analyzing the variables used for the calculation of intracel-
lular traveling distance. In the chosen fractal cell i 00, where a certain
Qk will be processed, the identification of a virtual cell (set of ma-
chines) is realized. The number of replicas of each type of requested
machine constitutes a routing tree, where the number of possibilities

(possibilities for virtual cell formation) is given by Eq. (A.3):

possibilities ¼
YQk

qk¼1

Rqk : (A:3) B

In the presented case studies, the worst case is when there are two
replicas of the requested machines. Because the highest value of Qk is
5, it results in 2�2�2�2�2 ¼ 32 possibilities for the routing tree.
The computational model then calculates, for each one of 32, the dis-
tance formed by the machines. The lowest distance is then chosen as
virtual cell.

This means that the CPU will need to execute the variable itera-
tion at least 32 times to select the cited virtual cell. Here we adopted
500 (which is oversized), assuming the CPU is capable of selecting
all 32 possibilities at least one time.

Figure A.6 shows the evolution of virtual cell formation of 30
samples (each sample composed by 40 workpieces) by the Tabu
search heuristics, which is designated to searching the best set of ma-
chines. Note that, in most cases, the significant reduction of intra-
traveling distance occurs up to 500.

From Eq. (A.3), there are two alternatives to increase the number
of possibilities (number of operations and replicas of requested ma-
chines), which, in theory, would demand more than 500 loops. By
keeping other simulation features (inputs) adopted in this research
work and increasing the iteration from 500 to 10,000, the consumed
CPU time is now 1 h 48 min. Although the CPU time becomes
higher (i.e., worsened), the CPU time consumed (traditional method)
with this new input is now 149 h 57 min, instead of the previous 6 h
20 min 24 s.

As reported, the variable changing_positions is used to establish
the number of times for changing machines’ positions, which occurs
in a certain fractal cell.

Because the intracellular traveling distance becomes lower in
comparison to intercellular traveling distance, see Appendix B, we
much concerned with proposing a procedure for fractal cell alloca-
tion, instead of proposing a procedure for allocation of machines
in each fractal cell. We could also calculate the distribution degree
in order to obtain the best spread of the same types of machines as
for intercellular traveling distance, but no benefits would bring to

Fig. A.3. There are a total of 16 fractal cells.

Fig. A.4. The results after the segregation.

Fig. A.5. The relation between the iteration and distribution degree.
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reduction of intracellular travelling distance. This is because, using
the adopted procedures for separating machines (balanced and
unbalanced), it is quite common for each fractal cell to pursue a sin-
gle machine (not replicated), and as we already proved, the distribu-
tion degree tends to be the same. We simply adopt a value higher
than 30 just because of statistical issues (changing_positions ¼
10000).

APPENDIX B

B.1. Relation of magnitude between inter- and
intracellular traveling distance

The average distance between fractal cells i and i 00 (intercellular
traveling distance) can be estimated by Eq. (B.1):

D ¼ 1
Ni 00Ni

XNi 00

i 00 i 00¼1

XNi

ii¼1
xii � xi 00i 00j j þ yii � yi 00 i 00j j, (B:1)

where xii, xi 00i 00 represents the horizontal coordinate of the machine
that belongs to fractal cells i and i 00, respectively; yii, yi 00i 00 represents
the vertical coordinate of the machine that belongs to fractal cells i
and i 00, respectively; and Ni, Ni 00 i 00 represents the quantity of machines
allocated in fractal cells i and i 00, respectively.

The average distance between machines in the chosen fractal cell
i, machines ii and ii 2 1 (intracellular traveling distance) can be es-
timated by Eq. (B.2):

dintracellular traveling distance ¼
PNi

ii¼2 xii � xii�1j j þ yii � yii�1j jPNi
ii¼1 (Ni � ii)

, (B:2)

where xii represents the horizontal coordinate of the iith machine that
belongs to fractal cell i; yii represents the vertical coordinate of the
iith machine that belongs to fractal cell i; and Ni represents the quan-
tity of machines allocated in fractal cell i.

Thus, the possible distances between i and i 00 to be computed are the
expression in Eq. (B.1) and the intracellular traveling distances before

and after reaching i 00, which on average is obtained by Eq. (B.3):

d 0intracellular traveling distance ¼
PNi

ii¼2 xii � xii�1j j þ yii � yii�1j j
2
PNi

ii¼1 (Ni � ii)

þ
PNi 00 i 00

i 00i 00¼2 xi 00i 00 � xi 00i 00�1j j þ yi 00i 00 � yi 00 i 00�1j j
2
PNi 00

i 00i 00¼1 (Ni 00 � i 00i 00)
: (B:3)

For a given m [ f1..ncg, observe the denominator of Eqs. (B.1)
and (B.3):

XNm

mm¼1
(Nm � mm) . Nm: (B:4)

Note that there is a trade-off to be analyzed. Thus, we need to
prove how disadvantaged one is in comparison to the other.

Renaming the numerators of the expression in Eq. (B.3) as A and B

A ¼
XNi

ii¼2
xii � xii�1j j þ yii � yii�1j j, (B:5)

B ¼
XNi 00 i 00

i 00 i 00¼2
xi 00i 00 � xi 00i 00�1j j þ yi 00i 00 � yi 00i 00�1j j, (B:6)

which results in Eq. (B.7):

d 0intracellular traveling distance ¼
A
PNi 00

i 00i 00¼1 (Ni 00 � i 00i 00)þ B
PNi

ii¼1 (Ni � ii)

2[
PNi

ii¼1 (Ni � ii)]� [
PNi 00

i 00i 00¼1 (Ni 00 � i 00i 00)]
:

(B:7)

From the numerator of Eqs. (B.1) and (B.7), it is valid that

XNi 00

i 00i 00¼1

XNi

ii¼1
xii � xi 00i 00j j þ yii � yi 00i 00j j . 0:5

� A
XNi 00

i 00 i 00¼1
(Ni 00 � i 00i 00)þ B

XNi

ii¼1
(Ni � ii)

" #
, (B:8)

Fig. A.6. The performance of Tabu search heuristics for searching the best virtual cell for the worst case.
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and from (B.4)

NiNi 00 ,
XNi

ii¼1
(Ni � ii)

" #
�

XNi 00

i 00i 00¼1
(Ni 00 � i 00i 00)

" #
: (B:9)

We conclude D . d 0intracellular traveling distance.
Considering not subadjacent fractal cells, the difference between

these two distances becomes significant, especially when k . 2.
This confirms the results shown in Table 8 and Figure 1, Table 9 and

Figure 3, and Table 10 and Figure 5, where the intracellular traveling
distance is lower in comparison to the intercellular traveling distance.

APPENDIX C

C.1. Computational model results

This section contains the graphical fractal layouts, which provided
the results in Table 11.

Fig. C.3. Each best fractal layout was obtained after submitting each sample of workpieces; features: fractal layout 4� 4, unbalanced
quantity of machines, max_diff 0.1, and k ¼ 2, choosing the closest fractal cell. The result of 75.20 units of distance (see Table 11) is
the mean of the intercell traveling distance of these 30 layouts.

Fig. C.1. How the computational model separates the total of machines in
the number of fractal cells, the number of machines of each fractal cell,
and which type of machine belongs to each fractal cell. There are a total of
four fractal cells, which in the first fractal cell is composed of seven
machines (machine type 1, machine type 2, etc.). Because the unbalanced
option is chosen, each fractal cell pursues different numbers of machines.

Fig. C.2. The allocation procedure obtained from the Tabu search heuristics.
The allocation begins with fractal cell 2, then fractal cell 3, fractal cell 1, and
finally fractal cell 4. The allocation of the fractal cells follows the Hilbert
curve (in this research work, we adopted the simplest one, following from
top to down and left to right).

Fig. C.4. An example of how to interpret each best fractal layout obtained
from the computational model. Matching Figure C.2 and Figure C.3, this
figure shows the second best obtained fractal layout, which each fractal cell
was allocated by the proposed Tabu search heuristics (segregating similar
fractal cells and allocating it as far as possible).
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Fig. C.5. There are a total of seven fractal cells.

Fig. C.6. The allocation procedure obtained from the Tabu search heuristics.
The allocation begins with fractal cell 4, then fractal cell 3, fractal cell 5, and
so on.

Fig. C.7. Each best fractal layout was obtained after submitting each sample of workpieces; features: fractal layout 5� 6, unbalanced,
max_diff 0.3, and k ¼ 2, choosing the closest fractal cell. The result of 78.01 units of distance (see Table 11) is the mean of the intercell
traveling distance of these 30 layouts.

Fig. C.8. The allocation procedure obtained from the Tabu search heuristics. The allocation begins with fractal cell 5, then fractal cell 2,
fractal cell 15, and so on.
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Fig. C.9. Each best fractal layout was obtained after submitting each sample of workpieces; features: fractal layout 10�12, unbalanced,
max_diff 0.1, and k ¼ 2, choosing the closest fractal cell. The result of 111.91 units of distance (see Table 11) is the mean of the intercell
traveling distance of these 30 layouts.
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Fig. C.9. (continued)
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