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Nonlinear interactions between free-surface waves of the same wave speed and wind
are studied by extending the linear resonant theory of Miles (J. Fluid Mech., vol. 3,
1957, pp. 185–204). A nonlinear interaction can occur when the steepness of a primary
three-dimensional wave, which propagates obliquely to the wind direction, becomes
of the order of the cube of the density ratio of air to water. If a secondary wave
of smaller amplitude is also an oblique wave, the nonlinear critical-layer interaction
between the primary and secondary fluctuations in air generates a difference mode
whose wavenumbers are equal to the differences between the primary and secondary
values. In addition, the nonlinear interaction in the critical layer between the primary
and difference modes induces a parametric-growth effect on the secondary surface
wave, if the frequency of the primary wave is higher than that of the secondary wave.
The primary wave remains linear during this ‘2 + 1 mode critical-layer interaction’
stage between two free-surface waves and a nonlinearly generated mode. The evolution
of the secondary-wave amplitude is governed by an integro-differential equation and
that of the difference mode is determined by an integral equation. Both inviscid
and viscous numerical results show that the nonlinear growth rates become much
larger than the linear growth rates. Effect of viscosity is shown to delay the onset
of the nonlinear growth. The growth of the secondary and difference modes is
more effectively enhanced when the signs of propagation angles of the primary and
secondary waves are opposite than when they are equal. The 2 + 1 mode interaction
can occur when wave steepnesses are very small. The nonlinear interaction is entirely
confined to a thin critical layer, and the perturbations outside the critical layer are
governed by linear equations. It is shown that the initial nonlinear growth of a free-
surface wave could be governed by a mode–mode interaction in air.

Key words: critical layers, nonlinear instability, wind–wave interactions

1. Introduction
1.1. Background

A rational description of the energy transfer mechanism from wind to surface
waves was given by Miles (1957). His theory describes how a resonant wind–wave
interaction can be responsible for the energy transfer. This interaction occurs when the
fluctuations in wind are synchronized with the motion of the air–water interface. The
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growth of a surface wave is governed by the dynamics of air fluctuations with the
air–water coupling at the interface. The critical layer plays an important role in this
process by causing a phase jump of the fluctuation across the layer. The critical layer
is a thin horizontal region surrounding the critical level where the mean wind velocity
equals the wave speed in the wind direction. The quantity that is equal to frequency
divided by streamwise wavenumber is referred to as the wave speed in the streamwise
direction. Due to the critical-layer phase change, the peak of pressure fluctuation above
the interface becomes out of phase with the crest of a wave and the surface wave
becomes unstable. A small-steepness surface wave can grow exponentially according
to Miles’ (1957) theory. Its linear growth rate is of the order of the density ratio of air
to water, whose typical value is O(10−3).

A nonlinear interaction occurs when the surface-wave steepness becomes sufficiently
large. However, its actual value does not have to be very large for an initial weakly
nonlinear interaction. In fact, the nonlinear interaction of the present analysis takes
place when the magnitude of wave steepness is as small as the cube of the density
ratio of air to water, or O(10−9). This indicates that nonlinear effects on the growth of
wind-driven waves could be significant even in early stages of their evolution.

Fluctuations in air are governed by Rayleigh’s stability equations and the unsteady
flow in water is described by the potential flow solution, if the Reynolds number
(based on characteristic wavelength and phase speed) is large and there is no mean
motion in water. Since the wave growth rate is small, Rayleigh’s stability equation has
a singularity at the critical level at leading order. Nonlinear effects then first come
into play in the critical layer (Benney & Bergeron 1969; Davis 1969; Drazin & Reid
2004). This nonlinear interaction is confined to the critical layer and the fluctuations
outside the critical layer are still governed by linear dynamics. The critical layer in an
early nonlinear stage of wave evolution is very thin. For example, the thickness of a
non-equilibrium-type critical layer, where the wave growth effect is balanced with the
mean-flow-convection effect, is of the order of the wave growth rate (Reutov 1980;
Goldstein, Durbin & Leib 1987; Goldstein & Choi 1989; Lee & Wundrow 2011). The
pressure and leading-order vertical velocity fluctuations can be shown to be constant
across the critical layer, and amplitude equations can be obtained to describe the
nonlinear evolution of wind-driven waves.

A nonlinear interaction of a two-dimensional surface wave, which travels along
the wind direction, was studied by Reutov (1980). By using a matched asymptotic
analysis, he showed that the nonlinear interaction first occurred in the critical layer
when the wave steepness was of the order of the square of the density ratio of air
to water. The evolution of a two-dimensional surface wave was governed by a system
of equations that was analogous to those describing the nonlinear stage of instability
of electrostatic waves in plasma. However, the nonlinear effect reduced the growth
rate. The maximum amplitude of a surface wave was too small for the theory to be
relevant for the ocean wave growth, as Reutov (1980) acknowledged. The strongly
nonlinear critical-layer analyses of two-dimensional instability waves in an adverse-
pressure-gradient boundary layer (Goldstein et al. 1987) and in free shear flows
(Goldstein & Hultgren 1988; Hultgren 1992), and of two-dimensional wind-driven
waves in strong gravitational astrophysical environments (Alexakis, Young & Rosner
2004b) discovered similar nonlinear critical-layer dynamics as in Reutov (1980).

In this study, we will instead focus our attention on the evolution of three-
dimensional surface waves that propagate obliquely to the wind direction. A three-
dimensional extension of Miles’ (1957) linear theory shows that oblique surface waves
can grow faster than their two-dimensional counterparts with the same wave speed in
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FIGURE 1. (Colour online) Linear growth rate α Im(ĉ) versus propagation angle θ for
constant streamwise phase velocities: (black) curve (i), c = 8; (blue) curve (ii), c = 10;
(green) curve (iii), c = 12; (red) curve (iv), c = 14. Equation (3.12) subject to (H 1)–(H 3)
was numerically solved with (6.1) and (6.2) (except c). Quantities are normalized by friction
velocity and roughness length as in (6.3).

the streamwise direction. Linear growth rates from numerical solutions of Rayleigh’s
stability equation with a logarithmic mean wind profile are plotted in figure 1. The
oblique wave with a propagation angle of ∼80.5◦ has the largest growth rate when
the wave speed, non-dimensionalized by friction velocity, is 10. It also shows that
the growth rates of oblique waves with the same wave speed are comparable over a
wide range of propagation angles, especially for the higher wave speeds considered.
These inviscid linear results indicate that a three-dimensional wave, whose amplitude
is at least comparable with that of a two-dimensional one, can exist in an initial
wave field. We may have to include viscous and surface tension effects and solve the
Orr–Sommerfeld equation for shorter waves with lower phase speeds (as in Valenzuela
1976; Blennerhassett 1980).

Unlike two-dimensional waves, nonlinear interactions of oblique Rayleigh instability
waves can enhance their growth rates as shown by Goldstein & Choi (1989), Goldstein
& Lee (1992), Wu (1992), Wu, Lee & Cowley (1993), Wundrow, Hultgren &
Goldstein (1994), Goldstein (1995) and Lee (1997) in various shear flows. This
enhanced growth can be continued or even accelerated during a series of subsequent
nonlinear interaction stages. An initially thin critical layer becomes thicker as the
growth rate is increased. The overall asymptotic structure of nonlinear critical-layer
dynamics remains intact until the instability wave amplitude becomes O(1) everywhere
in a free shear layer (Goldstein & Lee 1993) or O(small wavenumber) in an adverse-
pressure-gradient boundary layer (Goldstein & Lee 1992).

A nonlinear interaction in the critical layer can involve multiple modes provided
they share the same critical layer or they have the same wave speed. Goldstein
& Choi (1989) studied a multi-mode nonlinear interaction by considering a pair
of oblique instability waves of a common phase speed, whose propagation angles
had the same magnitude but opposite signs, in a free shear layer. They found
that the nonlinear effect was driven by a cubic self-interaction of oblique modes.
Amplitudes grew explosively and eventually became singular. The nonlinear interaction
of a sub-harmonic resonant-triad of an equal phase speed, which is composed of a
fundamental two-dimensional mode and a pair of sub-harmonic oblique modes with
±60◦ propagation angles, was analysed by Goldstein & Lee (1992) in an adverse-
pressure-gradient boundary layer and by Wu (1992) in the Stokes layer. Wu & Stewart
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(1996) showed that the phase-locked interaction mechanism, as they termed it, could
significantly relax the sub-harmonic resonance condition of previous studies. A two-
dimensional instability mode can interact with an oblique mode, or a pair of oblique
modes, of an arbitrary propagation angle, provided their wave speeds in the streamwise
direction are equal. The wave speeds of the Rayleigh instability waves in shear flows
are equal when their wavenumbers in their propagation directions are equal according
to Squire’s transformation (Drazin & Reid 2004). The phase-locked interaction of
Wu & Stewart (1996) can occur in any shear flow which is inviscidly unstable. A
multi-stage nonlinear interaction between the phase-locked triad of a two-dimensional
and a pair of oblique Tollmien–Schlichting waves in boundary-layer transition was
studied by Wu, Stewart & Cowley (2007). In both phase-locked and sub-harmonic
resonant-triad interactions in incompressible flows, the two-dimensional mode was the
most amplified linear mode that produced the initial nonlinear interaction. However, it
was Goldstein & Choi’s (1989) cubic self-interaction mechanism of oblique modes that
caused the rapid growth of instability waves in a later nonlinear stage.

The linear critical-layer analysis of Miles (1957) is extended in this study to include
nonlinear effects by using a matched asymptotic analysis. It will be shown that the
nonlinear critical-layer interaction between unsteady fluctuations in air, which are
synchronized with free-surface waves, is responsible for the faster than exponential
growth of free-surface waves. Because of the leading-order singularity of Rayleigh’s
instability equation, a nonlinear interaction can first occur in the critical layer, as
shown by Reutov (1980) and others. Our analysis describes how this nonlinear critical-
layer interaction gradually evolves from the interaction between linear free-surface
waves with small steepnesses. A three-dimensional primary wave, which travels
obliquely to the wind direction, is assumed to be identifiable in an initial linear wave
field. Once this primary wave becomes sufficiently large, the nonlinear critical-layer
interaction starts to affect the growth of a secondary oblique wave that also grows
linearly in the initial stage. If their wave speeds in the streamwise direction are equal,
they share the common critical layer where their localized nonlinear interaction occurs.
The frequency or propagation angle of the secondary wave, whose amplitude is smaller
than the primary one, can be arbitrarily chosen. Though it is the largest oblique
wave, the primary wave is not required to be larger than a two-dimensional wave
that propagates along the wind direction. It can be shown that the present nonlinear
interaction between oblique waves is not affected by a two-dimensional wave if the
steepness of the latter is smaller than the order of the square of the density ratio of
air to water. The exponentially growing two-dimensional wave remains passive even
though it may be the largest. Although it plays an active role in enhancing the growth
rate of a smaller secondary wave, the primary wave also remains linear in this early
nonlinear stage.

With large Reynolds numbers, the viscosity effect only enters the critical-layer
equations. Although the analysis is developed for free-surface waves with an arbitrary
wind profile, it is assumed that the curvature of wind profile at the critical level is
O(1). The existence and relevance of the critical-layer dynamics of gravity waves in
nature were found by Hristov, Miller & Friehe (2003). By using a linear filter to
identify the wave-induced air fluctuations from the measured wind velocities and wave
elevations over the open ocean, they were able to clearly identify the critical-layer
dynamics. They showed that there was a good agreement between the measured and
theoretical (Miles 1957) fluctuation velocities. Janssen (2004) also reasoned that Miles’
(1957) mechanism seemed to provide an adequate model for the growth of surface
waves.
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Although we will present our analysis in the context of water waves, it can be
applied to the wind–wave interaction in astrophysical environments where the gravity
becomes strong and density ratio becomes finite. Alexakis et al. (2004b) showed that
their nonlinear analysis of a two-dimensional wave in the large gravity limit becomes
essentially the same as that of Reutov (1980) developed in the small density limit.
It has been observed, from references quoted before, that the nonlinear critical-layer
analyses in various shear flows produce the same amplitude equations.

Underlying physics of the localized nonlinear interaction, occurring in their common
critical layer, between wave-synchronized fluctuations is straightforward. Furthermore,
the final amplitude equations and their analytic solutions are also fairly simple. The
analysis, however, turns out to be pretty complex because it involves three modes of
different characteristics. Moreover, in this analysis, the leading-order outer solutions
are affected by the nonlinear critical-layer dynamics through the boundary conditions
on the edges of the critical layer while they are still governed by linear equations.
In order to simplify the outer solutions, some functional forms of the nonlinear
interaction results are assumed to be known in the earlier parts of the paper, causing
the analysis to be more involved. The references to the subsequent parts of the
manuscript are provided to reduce possible ambiguities and can be ignored during the
first time reading.

The mechanism of the nonlinear critical-layer interaction will be presented in the
following § 1.2, and the formulation of the problem will be given in § 2. The analysis
of the unsteady flow outside the critical layer will be given in § 3 with that inside
the critical layer in § 4. In § 5, the critical-layer equations will be analytically solved
and they will be matched with the outer solutions to derive amplitude equations. Final
amplitude equations will be presented in §§ 5.2 and 5.3 with complete references
for the parameters appearing in them. The analytic solutions of amplitude equations
will be given in § 5.5, and their numerical evaluation will be presented in § 6. The
summary of the analysis will be presented in § 7.

1.2. 2+ 1 mode critical-layer interaction
The wave speed of an oblique surface wave, of which the velocity potential is
proportional to exp[iα(x − ct) + iβy], is related to the wavenumbers by the free-
surface-wave dispersion relation, c2 = (Gγ /α2) tanh(γH), as in (3.22), where i≡√−1,
γ ≡√α2 + β2, α and β are the streamwise and spanwise wavenumbers, c is the
wave speed in the streamwise direction, H is the depth of water, and G is the gravity
parameter defined in (2.4). The lateral spanwise direction in y is perpendicular to
the streamwise wind direction in x as shown in figure 2. All quantities are non-
dimensionalized by characteristic length and velocity scales (see § 2). A contour line
of a constant wave speed c in the (α, β) plane is plotted as the solid curve in
figure 3. Note that the frequency (ω = αc) of a two-dimensional wave travelling along
wind direction, denoted by the letter So, is lower than those of obliquely propagating
three-dimensional waves, in contrast to those of the Rayleigh instability waves in free
shear flows and boundary layers. As a result, the nonlinear critical-layer interaction
between a two-dimensional and oblique waves does not occur for the free-surface
waves (cf. Wu & Stewart 1996).

It is assumed that a primary three-dimensional surface wave, denoted by the letter
P in figure 3, can be identified as the largest oblique one in an initial wave field
(where a larger two-dimensional wave can coexist: see § 7). Its velocity potential is
proportional to exp[iαp(x − ct) + iβpy]. The velocity potential of a secondary wave of
smaller amplitude, denoted by the letter S, is proportional to exp[iαs(x − ct) + iβsy].
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FIGURE 2. (Colour online) Schematic diagram of a flow field. A right-handed Cartesian
coordinate system (x, y, z) is attached to the calm-water surface. In (a) the y-axis is pointing
into the page, and in (b) the z-axis is pointing out of the page. The critical layer of O(σ )
thickness is located at z = zc, where U(zc) is equal to the wave speed c. The wave elevations
are of O(ε) for the primary wave, O(εδ) for the secondary wave, and O(σεδ) for the
difference mode, where σ ≡ ρa/ρw is the density ratio, ε = σ 3 and δ � 1, as in (2.1),
(4.5) and (4.6). In (b), the depicted wave propagation angles are θp = 30◦, θs = −15◦ and
θd = 82.8◦, for the primary, secondary and difference modes, with θı defined by (3.7). The
wavenumber vector of the difference mode was plotted as a dotted arrow because it does not
satisfy the free-surface-wave dispersion relation. The wave crests are plotted as solid lines and
troughs as dotted lines.
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FIGURE 3. (Colour online) Diagram of the 2+ 1 mode critical-layer interaction in the (α, β)
coordinates. The primary and secondary modes are located on the black solid curve that
depicts the free-surface-wave dispersion relation (3.22) when c= 10, G= 0.05 and H = 1035.
The primary mode P and the secondary mode S or S1 (or any one on the section P→ So→ P̃)
generate the difference mode D or D1 (or one on the blue dashed curve Dp→ Do→ DP̃). The
primary mode P̃ and a secondary mode on P→ So→ P̃ generate a difference mode on the
(blue) dotted curve.
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A nonlinear interaction between these two initially linear waves first occurs in their
common critical layer when the primary-wave steepness becomes of the order of the
cube of the density ratio (see § 4).

The nonlinear critical-layer interaction between the primary and secondary
fluctuations in air, which are synchronized with the corresponding free-surface waves,
generates a difference mode, which is proportional to exp[i(αp−αs)(x−ct)+i(βp−βs)y]
and denoted by the letter D in figure 3. Its amplitude becomes as large as the
secondary-mode amplitude in air, but smaller than the latter in water if the difference
mode does not satisfy the free-surface-wave dispersion relation (see appendix A). Also,
the nonlinear coupling between the primary and difference modes, which occurs within
the critical layer, induces a nonlinear growth of the secondary free-surface wave, if the
primary frequency ωp (=αpc) is higher than the secondary one ωs (=αsc), or αp > αs.
During the whole stage, the primary wave remains linear. This interaction involves two
free-surface waves and one nonlinearly generated mode, and might be termed the ‘2+1
mode critical-layer interaction’ (cf. the three-wave resonance interaction of Phillips
1960). As the arbitrarily chosen secondary wave moves from P→ So→ P̃ on the solid
curve in figure 3, the corresponding difference mode moves from Dp→ Do→ Dp̃ on
the dashed curve. The difference modes on the dotted curve are generated by the
primary wave P̃ interacting with the secondary waves on P→ So→ P̃. The dynamics
of this 2 + 1 mode interaction are similar to those of the phase-locked interaction of
Wu & Stewart (1996). But the role of their two-dimensional mode is now replaced by
the primary oblique wave.

2. Formulation
A right-handed Cartesian coordinate system (x, y, z) with unit vectors (i, j, k) is

attached to the calm-water surface with x in the streamwise direction of the wind, y in
the spanwise lateral direction, and z in the vertical transverse direction pointing up, as
shown in figure 2. We suppose that the mean flow in air is two-dimensional and there
is no mean motion in water.

It is assumed that there are three-dimensional linear waves propagating obliquely to
the wind direction in an initial wave field. The largest oblique wave is referred to as
the ‘primary wave’. A secondary oblique wave can be arbitrarily chosen as long as
its wave speed is equal to that of the primary one. Its wave elevation is smaller than
the primary one. The streamwise wavenumber (or frequency) of the secondary oblique
wave is assumed to be smaller than the primary one for the 2+1 mode interaction. The
common wave speed is supposed to be smaller than the maximum wind speed. Both
waves grow exponentially in the initial small-steepness stage due to Miles’ (1957)
resonance mechanism. Once the primary-wave steepness becomes sufficiently large, a
nonlinear effect will enhance the growth of the secondary wave. If the magnitude of a
two-dimensional wave that propagates in the wind direction is smaller than the order
of the square of the density ratio of air to water, it will not affect the present nonlinear
interaction between oblique waves even though it is larger than the primary wave.

The water is taken to be bounded from below by a fixed horizontal plane at z=−H.
Most of the analysis is valid for an arbitrary H, except for the difference-mode
amplitude equation in § 5, which is written for the case where the free-surface-wave
dispersion relation is not satisfied by the difference mode (see appendix A). As
in Miles (1957), the air turbulence effect is not separately included. All lengths,
velocities, pressures and time in both fluid flows are non-dimensionalized by 1a, Ua,
ρaU2

a and 1a/Ua, where 1a and Ua are characteristic length and velocity scales of
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the air flow. For the present analysis, the wavelength and wave speed of the primary
wave could be a proper choice for 1a and Ua, respectively. The Reynolds numbers,
based on 1a and Ua, are assumed to be large, so the viscosity effect only enters the
critical-layer equations. The surface tension effect is not included in this study.

The air and water are assumed incompressible and the ratio of densities is defined as

ρa/ρw = σ, (2.1)

where the subscripts a and w denote the quantities of air and water, respectively, and
σ � 1 characterizes the small density ratio of air to water.

Perturbation to the air–water interface about the calm-water surface, z = 0, is
described by

z= εh̃(x, y, t), (2.2)

where ε is a measure of a wave steepness and h̃ is a scaled wave elevation. The
scaling relation between ε and σ will be determined in § 4 by the dynamics in the
critical layer, which surrounds the critical level at which the mean velocity is equal to
the wave speed in the streamwise direction or to the frequency divided by streamwise
wavenumber (see § 3.1). The scaling is obtained so that the present analysis can
describe the nonlinear dynamics of wave interaction that gradually evolve from the
interaction of initially linear surface waves with small steepnesses. Nonlinear effects in
the resulting equations will become negligibly small in the initial stage, and they will
reduce to the linear equations of Miles (1957).

The total velocity u = iu + jv + kw and pressure p in air are composed of a steady
wind and mean pressure plus wave-induced perturbations ũ= iũ+ jṽ + kw̃ and p̃,

u= iU(z)+ εũ(x, t), p= P0 − Gz+ εp̃(x, t), (2.3)

where U(z) is the mean wind velocity and P0 denotes the non-dimensional mean
reference pressure at the calm-water surface. The parameter

G≡ g1a/U
2
a (2.4)

measures the ratio of the potential energy associated with surface waves to the kinetic
energy in the wind, where g denotes the acceleration due to gravity. It is assumed that
the mean velocity at the air–water interface is continuous, i.e. in this case

U(0)= 0, (2.5)

and the effect of the Kelvin–Helmholtz instability is not included. Although the usual
logarithmic wind profile will be chosen for the numerical results presented in § 6, the
analysis will be carried out for an arbitrary mean velocity without an inflection point.
It is also assumed that the critical layer is distinct from the viscous sublayer of the
mean flow so that the curvature of wind profile is O(1) at the critical level.

Governing equations for the wave-induced fluctuations become, for z> εh̃,

∇ · ũ= 0, ũt + Uũx + iUzw̃+ εũ ·∇ũ=−∇p̃+ R−1
a ∇2ũ, (2.6)

where Ra = Ua1a/νa with νa denotes the kinematic viscosity of air. An independent
variable used as a subscript denotes a derivative with respect to that variable. The
fluctuations in air must decay at the upper boundary, i.e. ũ, p̃→ 0 as z→∞.

Since there is no current, the fluid motion in water is solely due to the presence of
the surface waves and so is irrotational. The solution for z< εh̃ can be expressed as

u= ε∇φ̃(x, t), p= P0 − (1/σ)Gz+ (ε/σ )p̃w, (2.7)
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where the velocity potential φ̃ satisfies ∇2φ̃ = 0, subject to the boundary condition
φ̃z = 0 at z = −H. The perturbed pressure in the water can be expressed in terms of
the velocity potential by p̃w =−φ̃t − ε(1/2)∇φ̃ ·∇φ̃.

Motions of air and water are coupled through conditions at the interface defined by
(2.2). The kinematic condition requires that the interface be a material surface for both
fluid flows, and therefore

u ·∇(z− εh̃)= εh̃t at z= εh̃+, ∇φ̃ ·∇(z− εh̃)= h̃t at z= εh̃−, (2.8)

where h̃+ and h̃− denote the air and water sides of the interface, respectively. The
dynamic condition at the interface requires that the pressure there be continuous. This
can be satisfied if the pressure changes in the streamwise and spanwise directions on

the water surface, (px + εh̃xpz)/ (1+ ε2h̃2
x)

1/2
and (py + εh̃ypz)/ (1+ ε2h̃2

y)
1/2

are equal
on both sides (Wehausen & Laitone 1960). The dynamic condition becomes

σ [p̃x − (G− εp̃z)h̃x]z=εh̃+ = [p̃wx − (G− εp̃wz)h̃x]z=εh̃−, (2.9a)

σ [p̃y − (G− εp̃z)h̃y]z=εh̃+ = [p̃wy − (G− εp̃wz)h̃y]z=εh̃− . (2.9b)

3. Unsteady flow outside the critical layer
The unsteady flow in the outer region is composed of the primary, secondary

and difference modes. The difference oblique mode in this region is induced by the
nonlinear critical-layer interaction, which produces its velocity jump across the layer.
Its wave speed is equal to that of the primary and secondary oblique waves. In an
attempt to reduce confusion, the term ‘wave’ will be used to denote the surface wave,
‘fluctuation’ for the perturbation in air, and ‘mode’ to cover both fluid flows.

3.1. Unsteady flow in water

The velocity potential φ̃ and pressure perturbation p̃w in water and the interface surface
elevation h̃ can be written as, in the limit σ → 0,φ̃p̃w

h̃

= B̃p


φ̂(1)p + σ φ̂(2)p

p̂(1)p + σ p̂(2)p

ĥ(1)p + σ ĥ(2)p

Ep + δB̃s


φ̂(1)s + σ φ̂(2)s

p̂(1)s + σ p̂(2)s

ĥ(1)s + σ ĥ(2)s

Es

+ σδB̃d


φ̂
(2)
d

p̂(2)d

ĥ(2)d

Ed + c.c.+ · · · , (3.1)

where c.c. denotes the complex conjugate, i≡√−1, and

Ep ≡ ei(αpX+βpy), Es ≡ ei(αsX+βsy), Ed ≡ ei(αdX+βdy). (3.2)

The quantities of the primary, secondary and difference modes are denoted by the
subscripts p, s and d, respectively. The magnitude of the unscaled wave elevation εh̃ is
O(ε) for the primary wave and O(εδ) for the secondary wave. The ε is a measure of
the steepness of the primary surface wave and δ is a measure of the amplitude ratio of
the secondary to primary waves. The scalings of ε and δ will be determined later by
(4.5) and (4.6). The magnitude of the difference-mode wave elevation becomes O(σεδ)
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since we only consider the case, for simplicity, where the difference mode does not
satisfy the free-surface-wave dispersion relation.

The time scale over which the wave growth occurs becomes

t1 ≡ σ t, (3.3)

and the normalized streamwise coordinate X in a reference frame moving with the
common c is given by

X ≡ x− ct. (3.4)

The scaling for the slow time t1 is determined by the magnitude of linear growth
rates of the primary and secondary surface waves, which is O(σ ) (Miles 1957). The
amplitude functions that account for the slow growth of waves are denoted by B̃ı(t1)

for ı = {p, s, d}.
The spanwise wavenumbers βp and βs of the primary and secondary waves,

respectively, can be positive or negative as illustrated in figure 3. The primary
streamwise wavenumber, αp, is assumed to be larger than the secondary one, αs,

0< [α2D]< αs < αp. (3.5)

Then the frequency of the primary wave, ωp (=αpc), is higher than the secondary
frequency, ωs (=αsc). The case when ωs is larger than ωp will be considered in
a separate analysis. Since both primary and secondary waves start out as linear
surface waves, they satisfy the free-surface-wave dispersion relations that will be
derived later in (3.22). The relation for a two-dimensional surface wave becomes
α2D/ tanh(α2DH)= G/c2. Since its left-hand side is larger than 1/H, a two-dimensional
wave does not exist if c2 > GH, and [α2D] in (3.5) is written with square brackets. The
streamwise and spanwise wavenumbers of the difference mode, αd and βd, respectively,
become

αd = αp − αs, βd = βp − βs, (3.6)

where αd > 0, but βd can be positive or negative depending on the values of βp and
βs. It is shown in appendix A that, for a given c, αd and βd do not satisfy the
free-surface-wave dispersion relation except in the shallow water limit with βpβs > 0.

The c (=ωı/αı) in (3.4), that is equal to the frequency divided by streamwise
wavenumber, is the wave speed in the streamwise direction (Drazin & Reid 2004,
p. 128). If the wavenumber in the propagation direction, γı , and the wave propagation
angle with respect to wind direction, θı , are defined by

γı ≡
√
α2

ı + β2
ı , θı = arctan(βı/αı), (3.7)

for ı = {p, s, d}, the phase speed in the wave direction c̄ı (=ωı/γı) becomes

c̄ı = c cos θı . (3.8)

The expressions (3.1)–(3.4) represent oblique waves which travel in the direction
(αı , βı) with phase speed c̄ı . It is worth noticing that c is larger than c̄ı . Thus, the
critical layer of an oblique wave is always located at a greater height than that of a
two-dimensional wave with an equal phase speed c̄ı . For an oblique wave with the
same c̄ı , the location of the critical layer moves away from the interface, or from the
viscous sublayer, as θı is increased. Meanwhile, for the same c, the phase speed c̄ı

becomes lower and the wavelength becomes shorter for an oblique wave with larger θı .
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From (3.1), we find that both leading-order and second-order velocity potentials,
φ̂(1)ı (z) and φ̂(2)ı (z, t1), satisfy the Laplace equation, i.e. for ı = {p, s, d} and `= {1, 2},

(∂2
z − γ 2

ı )φ̂
(`)
ı = 0, subject to ∂zφ̂

(`)
ı = 0 at z=−H, (3.9)

where ∂z ≡ ∂/∂z. The t1-dependence of φ̂(2)ı (z, t1) was included to facilitate the
matching with the fluctuations in air.

The pressure components p̂(1)ı (z) and p̂(2)ı (z, t1) in (3.1) can be written as

p̂(1)ı = iαı cφ̂
(1)
ı , p̂(2)ı = iαı cφ̂

(2)
ı − (B̃′ı/B̃ı)φ̂

(1)
ı (3.10)

where the prime denotes the differentiation with respect to the relevant argument, i.e.
B̃′ı ≡ dB̃ı/dt1.

3.2. Unsteady flow in air
Fluctuations in air outside the critical layer are also governed by linear equations to
the required order of approximation. The velocity and pressure field can be written as,
in the limit σ → 0,

u− U
v

w
p− P0 + Gz

= εB̃p


Ûp

V̂p

−iγpΦp

Πp

Ep + εδB̃s


Ûs

V̂s

−iγsΦs

Πs

Es

+ εδB̃d


Ûd

V̂d

−iγdΦd

Πd

Ed + c.c.+ · · · . (3.11)

The magnitude of velocity and pressure fluctuations in air is O(ε) for the primary
mode, and O(εδ) for the secondary and difference modes.

The shape functions, Φp(z), Φs(z, t1) and Φd(z, t1), satisfy Rayleigh’s stability
equation to the required levels of approximation, for ı = {p, s, d},

(U − ĉı)(∂
2
z − γ 2

ı )Φı − U′′Φı = 0, (3.12)

where U′′ ≡ d2U/dz2 and the complex ĉı is defined by

ĉı = c+ σ iB̃′ı/(αı B̃ı). (3.13)

The decaying boundary condition at the upper boundary becomes Φı → 0 as z→∞.
The scaled shape functions Ûı , V̂ı and Πı become

{Ûı , V̂ı} = {tan θı , −1} (sin θı)U
′Φı/(U − ĉı)+ {cos θı , sin θı} ∂zΦı + · · · , (3.14)

Πı =−(U − ĉı)(cos θı)V̂ı + · · · . (3.15)

Since the primary mode remains linear throughout the entire analysis, Φp(z) only
depends on z. However, Φs(z, t1) and Φd(z, t1) for the secondary and difference modes
become dependent on t1 because of the nonlinear effects, as will be shown below by
(3.25) and (B 8). The nonlinear jump across the critical layer, which is a function of
the slow time t1, occurs at leading order in this analysis. Thus, the nonlinear critical-
layer effect must be included in the leading-order outer solution. This is different
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from the weakly nonlinear analyses of the instability waves in shear flows where the
critical-layer jump occurs at higher order (Goldstein et al. 1987; Goldstein & Hultgren
1988; Goldstein & Choi 1989).

3.3. Interface conditions
By substituting (2.7), (3.1) and (3.11) into the kinematic and dynamic interface
conditions (2.8) and (2.9) and by expanding the results about the calm-water interface,
we obtain the interface conditions at z= 0,(

ĥ(1)ı

ĥ(2)ı

)
= i
αı c

(
∂zφ̂

(1)
ı

∂zφ̂
(2)
ı

)
+
(

0
(∂zφ̂

(1)
ı )B̃

′
ı/(α

2
ı c2B̃ı)

)
, ĥ(1)ı =

γı

αı c
Φı , (3.16)

(
G∂z − α2

ı c2
)(φ̂(1)ı

φ̂(2)ı

)
=
(

0
α2

ı c2
[
1+ 2iB̃′ı/(αı cB̃ı)

]
φ̂(1)ı + (iα2

ı c/γı)(U
′
0 + c ∂z)Φı

)
,

(3.17)

where

U′0 ≡ U′(z= 0). (3.18)

From the leading-order kinematic interface condition in (3.16), one can find that

Φı = (i/γı) ∂zφ̂
(1)
ı at z= 0, (3.19)

which can be viewed as a normalization condition for Φp and Φs.
For the primary and secondary waves, the leading-order potentials in water φ̂(1)p

and φ̂(1)s are not affected by the wind. These leading-order potentials can induce
the corresponding fluctuations in air via the kinematic condition (3.19). The wave
growth rates are determined by using the second-order dynamic condition in (3.17).
For the difference mode, the nonlinearly generated fluctuation in air by critical-layer
interaction induces the second-order potential in water φ̂(2)d through the second-order
dynamic condition in (3.17). Its leading-order potential in water φ̂(1)d is zero.

3.4. Outer solution of the secondary mode
For the Rayleigh equation (3.12) of the secondary and difference modes, the boundary
conditions on the edges of the critical layer are affected by nonlinear critical-layer
interactions. Since those of the secondary mode include both linear and nonlinear
effects, its outer solution will be presented first. The outer solution of the difference
mode only includes the nonlinear effect and that of the primary mode only includes
the linear effect. They will be given in §§ B.1 and B.2 as subsets of the secondary-
mode solution.

The velocity potentials in the water, φ̂(1)s and φ̂(2)s become

φ̂(1)s = cosh [γs(z+ H)] / cosh(γsH), φ̂(2)s = 0, (3.20)

where they are normalized by

φ̂(1)s + σ φ̂(2)s = 1 at z= 0. (3.21)

The above solution is acceptable because the left-hand side of the second-order
equation in (3.17) will always be zero for any choice of φ̂(2)s . The free-surface-wave
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dispersion relation is obtained from the first equation in (3.17) as

c2 = (Gγs/α
2
s

)
tanh(γsH), or β2

s /α
2
s = c4α2

s /[G2tanh2(γsH)] − 1. (3.22)

By putting (3.20) into (3.10) and (3.16), the pressure shape functions in the water
and the interface elevations are written as

{p̂(1)s , p̂(2)s } = iαs{c, iB̃′s/(αsB̃s)} cosh[γs(z+ H)]/ cosh(γsH), (3.23)

{ĥ(1)s , ĥ(2)s } = iγs{c, −iB̃′s/(αsB̃s)} tanh(γsH)/(αsc
2). (3.24)

The pressure fluctuation at the interface can be obtained from (3.1) and (3.23) with
z = 0. It shows that the peak of pressure fluctuation at the interface occurs behind the
wave crest if the wave is growing, or Re(B̃′s/B̃s) > 0, where Re denotes the real part of
a complex variable.

The shape function in the air Φs is determined by solving (3.12) with ĉs replaced
by c. This leading-order Rayleigh equation becomes singular at the critical level, zc,
where the wave speed c is equal to the mean velocity Uc ≡ U(z = zc). In order to
account for the nonlinear jump of the streamwise fluctuation velocity across the critical
layer, the shape function is expressed as

Φs(z, t1)=Φ(a)
s (z)+ Ds(t1)Φ

(b)
s (z), (3.25)

where Ds(t1) will be determined from the critical-layer solutions, as in (5.9). In
this analysis, both linear and nonlinear effects appear at the same leading order (as
in Reutov 1980; Alexakis et al. 2004b; Lee & Wundrow 2011) in contrast to the
Rayleigh instability waves in boundary layers and free shear flows.

By substituting (3.25) into (3.12) and (3.19) with (3.20), one can show that

(U − c)(∂2
z − γ 2

s )Φ
(a,b)
s − U′′Φ(a,b)

s = 0, (3.26)

subject to

Φ(a)
s = (i/γs)∂zφ̂

(1)
s = i tanh(γsH) at z= 0, Φ(a)

s → 0 as z→∞, (3.27)

Φ(b)
s = 0 at z= 0, Φ(b)

s → 0 as z→∞. (3.28)

The series expansion of the linear shape function Φ(a)
s about zc is obtained by using

the Frobenius method (Drazin & Reid 2004) as

Φ(a)
s = bs[1+ (U′′c /U′c)z̃(ln |z̃| + b̂±s − 1)] + · · · , (3.29)

where we have used

U(z̃)= c+ U′cz̃+ 1
2 U′′c z̃2 + · · · , (3.30)

z̃≡ z− zc, c= Uc ≡ U(z= zc), U′c ≡ Uz(z= zc), U′′c ≡ Uzz(z= zc), (3.31)

and the superscript ± in b̂±s denotes the values above and below the critical level,
respectively. The complex constant bs can be determined from the numerical solution
of (3.26) with (3.27) as

bs =Φ(a)
s (z= zc)= lim

z→z±c
Φ(a)

s (z). (3.32)

By matching the outer solution with the critical-layer solution, we can show that the
critical-layer jump of the linear solution, b̂+s − b̂−s , is equal to iπ as given in (5.8) (see
also Miles 1957; Drazin & Reid 2004, and others).
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The second shape function Φ(b)
s in (3.25) is the second linearly independent solution

of Rayleigh’s equation obtained by the method of variation of parameters (Reutov
1980; Drazin & Reid 2004)

Φ(b)
s =

JsΦ
(a)
s , z > zc

Φ(a)
s

∫ z

0
(Φ(a)

s )
−2

dξ, z< zc


= JsΦ

(a)
s −

0, z > zc

Φ(a)
s

∫ zc

z
(Φ(a)

s )
−2

dξ, z< zc

 , (3.33)

where

Js ≡
∫ zc

0
(Φ(a)

s )
−2

dz. (3.34)

The series expansion of Φ(b)
s about the critical level is obtained by substituting (3.29)

into (3.33) as

Φ(b)
s = Jsbs

[
1+ (U′′c /U′c)z̃(ln |z̃| + b̂±s − 1)

]
+
{

0
z̃/bs

}
+ · · · , (3.35)

where the last term in braces becomes 0 if z > zc and z̃/bs if z < zc. One can show
from (3.33) with (3.27) that Φ(b)

s was normalized by

∂zΦ
(b)
s = 1/Φ(a)

s =−i/ tanh(γsH) at z= 0. (3.36)

Although Φ(b)
s is fully determined by (3.33), it can be computed by directly solving

(3.26) with (3.28) and (3.36). We also find that Jsbs = limz→z±c Φ
(b)
s (z) = −i|Jsbs| and

Js =−iU′cRe(bs)/(πU′′c |bs|2 bs): details will be given in a follow-on paper.
It will be shown below that the secondary-mode growth rate is nonlinear (as already

noted). The second shape function Φ(b)
s (z) is introduced to account for the nonlinear

effects. Its shape is different from Φ(a)
s (z) only below the critical level. As will be

shown in §§ B.1 and B.2, Φ(b)
p = 0 for the linear primary mode, and Φ(a)

d = 0 for the
purely nonlinear difference mode.

Once Φ(a)
s is solved (for example, numerically), the second-order dynamic interface

condition in (3.17), with (3.25), (3.27), (3.28) and (3.36), determines the modal growth
rate as

γs[2iB̃′s/(αscB̃s)+ 1] − (U′0/c) tanh(γsH)+ i∂zΦs(z= 0)= 0. (3.37)

The above equation, especially the derivative term ∂zΦs(z = 0), can be expressed in
terms of the critical-layer jump condition if the solvability condition is imposed on
(3.26) and (3.27). It is derived by multiplying (3.26) by Φ(a)∗

s , where ∗ denotes the
complex conjugate, to obtain (Nayfeh 1981)

∂(Φ(a)∗
s ∂zΦ

(a)
s )/∂z= |∂zΦ

(a)
s |2+[γ 2

s + U′′/(U − c)] |Φ(a)
s |2 . (3.38)

Integrating over the transverse domain by using the Cauchy principal-value integral

−
∫ ∞

0
dz= lim

ε̂→0

[∫ zc−ε̂

0
dz+

∫ ∞
zc+ε̂

dz

]
, (3.39)
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along with (3.29) and (3.37), we obtain[
2iγsB̃

′
s/(αscB̃s)

]
tanh(γsH)+ (b̂+s − b̂−s ) |bs|2 U′′c /U

′
c + Ds = Rs, (3.40)

where the real constant Rs is given by

Rs =−−
∫ ∞

0
[|∂zΦ

(a)
s |2+{γ 2

s + U′′/(U − c)} |Φ(a)
s |2] dz

− γs tanh(γsH)+ (U′0/c)tanh2(γsH). (3.41)

The equation (3.40) will be referred to as the solvability equation. The constants bs, b̂±s
and Rs are determined from the linear shape function Φ(a)

s , and the function Ds(t1) is
determined by the nonlinear dynamics in the critical layer.

3.5. Outer solution expansion about critical level
By substituting (3.25), (B 2) and (B 8) with corresponding (3.29) and (3.35) along with
(3.14) into (3.11), and re-expanding the results about the common critical level, we
obtain the velocity and pressure field near z= zc as

u−
(

c+ U′cz̃+
1
2

U′′c z̃2 + · · ·
)

=
∑

ı

εδı B̃ı

[
bıΩı

cos θı

{
sin2θı

z̃
+ U′′c

U′c

(
ln |z̃| − 1

2
sin2θı + b̂±ı

)}
+
{

0
Dı/(bı cos θı)

}]
Eı + c.c.+ · · · , (3.42)

v =−
∑

ı

εδı B̃ı bıΩı(sin θı)

[
1/z̃− 1

2
(U′′c /U

′
c)

]
Eı + c.c.+ · · · , (3.43)

w=−
∑

ı

εδı iγı B̃ı bıΩı

[
1+ (U′′c /U′c)z̃

(
ln |z̃| + b̂±ı − 1

)]
Eı + c.c.+ · · · , (3.44)

p− P0 + Gz=
∑

ı

εδı B̃ı bıΩı(cos θı)U
′
c Eı + c.c.+ · · · , (3.45)

where
∑

ı denotes the summation of all three modes, i.e.
∑

ı ( )ı ≡ ( )p+ ( )s+ ( )d,
and

δp = 1, δs = δd = δ, Ωp = 1, Ωs = 1+ JsDs, Ωd = JdDd. (3.46)

The above equations clearly become singular at the critical level. Therefore, the
solution has to be rescaled in this region.

The streamwise velocity jump across the critical layer from the outer solution
becomes

[u]z̃=+∞
z̃=−∞ =

∑
ı

εδı B̃ı(sec θı)
[
(U′′c /U

′
c)bıΩı(b̂

+
ı − b̂−ı )− Dı/bı

]
Eı + c.c.+ · · · , (3.47)

which will be matched with the jump from the critical-layer solution to derive
amplitude equations.

4. Critical-layer equations
The thickness of a non-equilibrium critical layer, where the growth effect is

balanced with the linear convection effect, must be of the same order as the small
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growth rate as in Reutov (1980), Goldstein et al. (1987), Goldstein & Choi (1989),
Lee & Wundrow (2011) and others. The appropriate vertical coordinate in this region
is given as

ζ̃ = (z− zc)/σ = z̃/σ. (4.1)

The viscous effect will enter the critical-layer momentum equation while making only
relatively insignificant modification in the outer flow when the Reynolds number in air
is scaled by

1/Ra = σ 3λ̃, (4.2)

where the viscous parameter λ̃ is order one.
The continuity and momentum equations for the total velocity u= iu+ jv + kw and

pressure p expressed in terms of the scaled variables t1, X and ζ̃ become

uX + vy + wζ̃/σ = 0, (4.3)[
σ
∂

∂t1
+ (u− c)

∂

∂X
+ v ∂

∂y
+ w

σ

∂

∂ζ̃
− σ λ̃ ∂

2

∂ζ̃ 2

]
{u, v,w}

= −
{

pX, py,G+ 1
σ

pζ̃

}
. (4.4)

The nonlinear growth effect will balance the linear one in the critical-layer equation
of the secondary mode when

ε = σ 3, (4.5)

where ε is a measure of the primary-mode steepness as in (2.7), (3.1) and (3.11).
Meanwhile, the nonlinear effect due to the coupling of the secondary and difference
modes becomes negligibly small when δ, which is a measure of the amplitude ratio of
the secondary to primary modes, satisfies

δ� 1. (4.6)

The nonlinear interaction will generate more than one difference mode when δ

becomes O(1), for example, in a subsequent nonlinear-interaction stage as will be
shown in a follow-on study.

Introducing (4.1) and (4.5) into the outer solutions (3.42)–(3.45) and re-expanding
the result for σ show that the critical-layer solution should be of the form

u
v

w
p

=


c+ σU′cζ̃
0
0

P0 − Gz

+ σ 2


u(1)

v(1)

σw(1)

σp(1)

+ σ 3 ln σ


u(2L)

v(2L)

σw(2L)

σp(2L)



+ σ 3


u(2)

v(2)

σw(2)

σp(2)

+ · · · . (4.7)

Substituting (4.7) into (4.3) and (4.4) and equating like powers of σ , we obtain

Lu(`) =−p(`)X − U′cw
(`), Lv(`) =−p(`)y , for `= {1, 2L}, (4.8)
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Lu(2) =−p(2)X − U′cw
(2) − u(1)u(1)X − v(1)u(1)y − w(1)u(1)

ζ̃
, (4.9)

Lv(2) =−p(2)y − u(1)v(1)X − v(1)v(1)y − w(1)v
(1)
ζ̃
, (4.10)

u(`)X + v(`)y + w(`)

ζ̃
= 0, p(`)

ζ̃
= 0 for `= {1, 2L, 2}, (4.11)

where we have put

L≡ ∂/∂t1 + U′cζ̃ ∂/∂X − λ̃ ∂2/∂ζ̃ 2. (4.12)

We must now solve these equations subject to the transverse boundary conditions
that they match onto the outer solutions. It is convenient to introduce the critical-layer
amplitude Ãı ,

Ãı = bıΩı B̃ı for ı = {p, s, d}, (4.13)

where B̃ı is the amplitude in the outer solutions given in § 3, and Ωı is defined
by (3.46). Then, w(1) and p(1) that match onto the outer solutions (3.44) and (3.45)
become(

w(1)

p(1)

)
=
(
−iγp

U′c cos θp

)
ÃpEp + δ

(
−iγs

U′c cos θs

)
ÃsEs + δ

(
−iγd

U′c cos θd

)
ÃdEd + c.c., (4.14)

where Eı is defined in (3.2), and u(1) and v(1) can be written asu(1) − 1
2

U′′c ζ̃
2

v(1)

= i

(
tan θp

−1

)
Q̃(1)

p Ep + δi
(

tan θs

−1

)
Q̃(1)

s Es

+ δi
(

tan θd

−1

)
Q̃(1)

d Ed + c.c. (4.15)

The second-order critical-layer solution must include all harmonics generated by the
nonlinear terms in (4.9) and (4.10). They become, up to O(δ),

q(2) = Q̃(2)
p Ep + Q̃(2)

0 + Q̃(2)
2p E 2

p

+ δ
[
Q̃(2)

s Es + Q̃(2)
d Ed + Q̃(2)

p+sEpEs + Q̃(2)
p+dEpEd

]
+ c.c., (4.16)

where q(2) and Q̃(2)
 denote

q(2) ≡
{

u(2) − 1
6 U′′′c ζ̃

3, v(2), w(2), p(2)
}
, (4.17)

Q̃(2)
 ≡

{
Ũ(2)
 , Ṽ (2)

 , W̃ (2)
 , P̃(2)

}
for  = {p, s, d, 0, 2p, p+ s, p+ d} . (4.18)

It is noted, from (4.14) and (4.11), that the leading-order vertical fluctuation velocity
w(1) and pressure components p(1) and P̃(2) are constant across the critical layer.

By substituting (4.14)–(4.18) into (4.8)–(4.12), a system of critical-layer equations is
derived for Q̃(1)

ı and Q̃(2)
 as given in appendix C. They can be analytically integrated

as in Goldstein & Choi (1989), Goldstein & Lee (1992) and Wu (1992) for the
inviscid case and as in Wu et al. (1993) and Wu & Stewart (1996) for the viscous case.
The system of partial differential equations can also be solved numerically as in Lee
(1997).
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5. Amplitude equations
5.1. Matching of critical-layer jumps

The critical-layer equations in appendix C are analytically solved to obtain the velocity
jumps across the critical layer. The normalized variables

α̂ı = αı/ᾱ, β̂ı = βı/β̄, γ̂ı = γı/β̄, (5.1)

t̄ = κ̂(ᾱU′ct1 − to), ζ = ζ̃ /κ̂ − ζ̃o, X̄ = X − Xo, λ= λ̃/(ᾱκ̂3U′c), (5.2)

Aı = (
√

M/U′c/κ̂
3)Ãı eiα̂ı (Xo+ζ̃o t̄), U(2)

 =
(
ᾱ2M/β̄2/κ̂3

)
Ũ(2)
 eiα̂ (Xo+ζ̃o t̄) (5.3)

are introduced, where the normalization parameters κ̂ and M, and the coordinate origin
shifts to, ζ̃o and Xo will be chosen subsequently, as in (E 2), (E 3). The ᾱ and β̄ will be
chosen later when numerical results are presented, as in (6.4).

The velocity jumps become∫ ∞
−∞

U(2)
p ζ

dζ = iπ(ᾱ2/β̄2)
√

M/U′c U′′c (sec θp)Ap( t̄ ), (5.4)∫ ∞
−∞

U(2)
s ζ

dζ = iπ(ᾱ2/β̄2)
√

M/U′c U′′c (sec θs)As( t̄ )+ Fs(t̄|Ap,A∗d), (5.5)∫ ∞
−∞

U(2)
d ζ

dζ = (cos θs/ cos θd)[iπ(ᾱ2/β̄2)
√

M/U′c U′′c (sec θs)Ad( t̄ )+ Fd(t̄|Ap,A∗s )]. (5.6)

It is shown that the nonlinear jump of a mode is produced by a quadratic interaction
of the other two modes, i.e. Fs of the secondary mode by Ap and Ad, and Fd for the
difference mode by Ap and As. The nonlinear jump for the primary mode, Fp, does not
appear in (5.4), since

Fp(t̄|As,Ad)= 0. (5.7)

It is zero because αp is larger than αs and αd. We can show that
∫∞
−∞ V (2)

 ζ
dζ = 0 for

 = {p, s, d}, as in (C 20). It is also found that the other second-order modes in (4.16),
for  = {0, 2p, p+s, p+d}, do not produce a critical-layer jump as in (C 21). Therefore,
these modes only exist inside the thin critical layer and become negligibly small in the
outer region.

Matching between the critical-layer solutions (4.7) and the outer solutions
(3.42)–(3.45) requires that the velocity jumps (5.4)–(5.6) from the critical-layer
solutions at O(σ 3δı) must be equal to the corresponding (3.47) from the outer solution.
This arises from the requirement that the changes in the velocity fluctuations across
the critical layer calculated from the external solutions are the same, as they are
calculated from the internal solutions.

By matching (3.47) with (5.4)–(5.6) using (4.13) and (C 1), we obtain, for
ı = {p, s, d},

b̂+ı − b̂−ı = iπ, (5.8)

Dı( t̄ )Bı( t̄ )=−
[
β̄2bı(cos θs)/(ᾱ

2
√

U′cM)
]

Fı( t̄ ), (5.9)

where the normalized outer amplitude Bı is related to Aı by

Aı = bıΩı Bı with Bı = (
√

M/U′c/κ̂
3)B̃ı eiα̂ı (Xo+ζ̃o t̄). (5.10)

The above equation (5.8)–(5.10) with the solvability equation (3.40) completely
determine the evolution of amplitudes. Because of (B 7), there is no solvability
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equation for the difference mode. They can be combined to drive more explicit
amplitude equations that only include the critical-layer amplitudes Aı , as shown in
appendix E. Amplitude equations become further simplified in the inviscid and viscous
limits. The results are summarized in the following subsections.

5.2. Primary mode amplitude

The primary mode, whose magnitude of O(σ 3) is larger than the other modes, remains
linear throughout the whole stage independently of the viscous parameter,

Ap = exp( t̄ ). (5.11)

Its linear growth rate and initial amplitude Ap(t̄ = 0) were normalized to be one as
shown in § E.1.

5.3. Finite-viscosity and inviscid amplitude equations
The O(1)-viscosity amplitude equations (E 10) and (E 17) are rewritten as

dAs

dt̄
= κsAs + ϕs

[
χsFs(t̄|Ap,A∗d)−

dFs(t̄|Ap,A∗d)
dt̄

]
, (5.12)

Ad =−ϕdFd(t̄|Ap,A∗s ), (5.13)

where Fs and Fd are given by (D 1) and (D 2), and κs, χs, ϕs and ϕd are defined in
(E 7), (E 8), (E 12) and (E 19).

In the inviscid limit, where λ= 0, they reduce to

dAs

dt̄
= κsAs( t̄ )+ ϕ̂si e2t̄

∫ t̄

−∞
Kinv(t̄| t̃)As(t̃) dt̃, (5.14)

Ad = ϕ̂di et̄

∫ t̄

−∞
e−(1−ν)τ̃ τ̃ 2A∗s (t̃) dt̃, (5.15)

where

Kinv = e−(1−ν)τ̃
[
(1+ ν − χs)(τ̃

2 − 3τ̃ /ν + 3/ν2)+ 2τ̃ − 3/ν
]

− e−(1+ν)τ̃
[
(1− ν − χs)(τ̃

2 + 3τ̃ /ν + 3/ν2)+ 2τ̃ + 3/ν
]
, (5.16)

τ̃ = t̄ − t̃, ν ≡ 1− αs/αp > 0, (5.17)

ϕ̂si = 1
4µsi µdi ϕsϕ

∗
d/ν

3, ϕ̂di =−µdiϕd, (5.18)

with µsi and µdi in (D 8). It is noted that the inviscid secondary-mode (5.14) does not
include Ad.

The evolution of the secondary wave is governed by an integro-differential equation.
Meanwhile, that of the nonlinearly generated difference mode is determined by an
integral equation because the free-surface-wave dispersion relation is not satisfied.
The integrands, or kernel functions, in (D 1), (D 2) and (5.16) for the viscous and
inviscid cases become zero at t̃1 = t̄ and t̃ = t̄. Therefore, the nonlinear jump terms are
explicitly determined from the previous histories of amplitudes as in Goldstein & Choi
(1989) and other non-equilibrium critical-layer analyses.

The scaling of the primary-wave magnitude ε was determined by (4.5) to ensure
that the first nonlinear effect appeared at the same order as the linear effect in
the secondary-wave dynamics. The resulting amplitude equations describe how the
nonlinear critical-layer interaction gradually evolves from the coupling of linear small-
steepness surface waves. In the initial stage where Ap = exp( t̄ )� 1, or O(εAp) is
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smaller than O(σ 3), the nonlinear term in the secondary-mode amplitude equation
becomes negligibly small and it reduces to a linear equation.

The amplitude equations are solved subject to the initial condition

As→ as eκs t̄ as t̄→−∞. (5.19)

The amplitudes As and Ad can be normalized as in (E 11) so that the initial value
as does not appear in the initial condition as shown by (E 13). However, in order to
visualize the effect of δ specified in (4.6), by which the magnitudes of the secondary
and difference modes are smaller than the primary one, As and Ad with an arbitrary
small value of as will be used to present numerical results in § 6.

Since (5.13) determines the difference-mode amplitude at any t̄, its initial amplitude
cannot be chosen as a free parameter. However, by putting (5.19) into (5.13) and
(5.15), we can show that the difference mode also grows exponentially in the initial
linear region. Its growth rate is equal to the sum of the primary linear growth rate and
the complex conjugate of the secondary one,

Ad→ a∗s ad eκd t̄, κd = 1+ κ∗s , as t̄→−∞, (5.20)

where ad can be determined from (5.26) for the inviscid and viscous cases. In the
viscous limit, from (5.21), ad = ϕ̂dv. Thus, ad is dependent on λ.

Once the mean wind profile U(z) and the values of c, αp(=ωp/c) and αs(=ωs/c)
are specified, the parameters appearing in the amplitude equations, κs, χs, ϕs, ϕd, etc.
are determined from the numerical solutions of Φ(a)

p , Φ(a)
s and Φ(a)

d by solving (3.26)

subject to (3.27). Note that Φ(a)
d is solved only to evaluate the parameters, and it is not

a part of the outer solution as shown by (B 8).
The above amplitude equations are reasonably simple and relatively easy to solve

numerically. There also exist series solutions as will be shown later. The solution of
a special inviscid case where Kinv becomes zero is given in § F.1. Also, in § F.2, it
is shown that the difference-mode amplitude becomes trivial for a two-dimensional
secondary wave. If the secondary wave is located at P̃ in figure 3, the nonlinearly
generated difference mode at Dp̃ becomes steady but spanwise periodic. This special
case was studied by Lee & Wundrow (2011). When the secondary mode is at P, the
nonlinear interaction becomes that of the primary wave interacting with itself, similar
to the case analysed by Goldstein & Leib (1989).

5.4. Viscous-limit solutions

In the viscous limit, where λ→∞, the solutions of the amplitude equations become

As = as eκs t̄
(
1− ϕ̂sve2t̄

)−(κs−χs+2)/2
, Ad = a∗s ϕ̂dve(1+κ

∗
s )t̄
(
1− ϕ̂∗sve2t̄

)−(κ∗s −χ∗s +2)/2
, (5.21)

where

ϕ̂sv = µsv µdv ϕsϕ
∗
d/λ

2, ϕ̂dv =−µdvϕd/λ, (5.22)

with µsv and µdv in (D 10) and (D 11). As will be shown in numerical results, the
viscous-limit amplitudes become very large near t̄ = −(1/2) ln(Re ϕ̂sv), if Re ϕ̂sv > 0,
|Im ϕ̂sv|/|ϕ̂sv| � 1 and Re(κs − χs + 2) > 0, where Im denotes the imaginary part of a
complex variable.
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5.5. Analytic solutions of amplitude equations
Both inviscid and finite-viscosity amplitude equations (5.12)–(5.15) possess the
following absolutely convergent series solutions:

As( t̄ )=
∞∑

n=0

sn e(2n+κs) t̄, Ad( t̄ )=
∞∑

n=0

dn e(2n+κ∗s +1) t̄. (5.23)

The recursion relations are obtained as

s0 = as, (5.24)

sn = 8ϕ̂siν
3{(2n+ κs − χs)/n} (2n+ κs − ν − 1)−3

× (2n+ κs + ν − 1)−3 gn−1 sn−1 for n > 1, (5.25)

dn = 2 ϕ̂di (2n+ κ∗s − ν + 1)−3 hn s∗n for n > 0. (5.26)

In the inviscid limit, where λ= 0, gn−1 and hn become

gn−1 = hn = 1 if λ= 0, (5.27)

and they are given in appendix G for the finite-viscosity case.
Their asymptotic behaviour when t̄→∞ is obtained as

As ∼ âsexp[ 16(κs − χs + 1)t̄ + 3 (4µsiµdiϕsϕ
∗
d)

1/6 et̄/3],
Ad ∼ âdA∗s ,

}
(5.28)

by following Wundrow et al. (1994), with âs and âd given in (G 7) and (G 8). It is
worth pointing out that there is no undetermined parameter in the above asymptotic
forms. The amplitudes As and Ad grow like the exponential of an exponential as
t̄→∞ (Goldstein & Lee 1992; Wundrow et al. 1994). When âs = 0 or âd = 0 (see
§ F.1), (5.28) is invalid, in which case the asymptotic behaviour is determined by
higher-order terms.

5.6. Outer amplitudes Bp and Bs and nonlinear function Ds

After the critical-layer amplitudes As and Ad are solved, the amplitudes Bp and Bs in
the outer solutions and the nonlinear function Ds are determined by

Bp = et̄/bp, Bs =
[
As + ϕsFs(t̄|Ap,A∗d)

]
/bs, Ds = [As/(bsBs)− 1] /Js, (5.29)

where Fs can be evaluated by (D 1), (D 6) or (D 9). The difference mode is solely
induced by the nonlinear critical-layer interaction, and Bd always appears multiplied by
Dd in the outer solutions (3.42)–(3.45). From (5.10) with (3.46), the DdBd becomes

DdBd = Ad/(bdJd). (5.30)

The outer solutions in air, (3.11) and (3.42)–(3.45), and the perturbations in water and
wave elevation, (2.7), (3.1) and (2.2), are now completely determined.

6. Numerical solutions of amplitude equations
For numerical results presented in this section, a logarithmic profile (Miles

1957, 1993; Morland & Saffman 1993; Janssen 2004) was used for the mean wind,

U = 2.5 ln(9.025z+ 1), (6.1)

and the values of independently controllable parameters were chosen as

σ = 0.0012, G= 0.05, c= 10, H = 1035. (6.2)
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For the wind profile (6.1) and the following numerical results, the velocity and length
are non-dimensionalized by

Ua = u∗, 1a = 9.025zo, (6.3)

where u∗ denotes the friction velocity and zo is the roughness length. The
corresponding Charnock’s (1955) constant becomes αCH ≡ gzo/u2

∗ = G/9.025 = 5.54 ×
10−3. The large value of H produces the results in deep water. If we choose u∗ to be
0.15 m s−1, as an example, then the dimensional wave speed cu∗ becomes 1.5 m s−1

and 1a = 1.2 × 10−4 m. The parameter values are chosen to show the characteristic
behaviours of the solutions of amplitude equations.

Once the streamwise wavenumbers of the primary and secondary waves αp and αs,
which satisfy (3.5), are selected, βp, γp, θp, βs, γs and θs are calculated by (3.7) and
(3.22). Those of the difference mode αd, βd, γd and θd are determined from (3.6) and
(3.7). The ᾱ and β̄ introduced in (5.1) are selected as

ᾱ = αp, β̄ = βp, (6.4)

by assuming βp > 0. The viscous parameter λ defined by (4.2) and (5.2) is considered
as a free parameter to investigate its effect on the solutions of amplitude equations.
The linear shape functions Φ(a)

p , Φ(a)
s and Φ

(a)
d are obtained by numerically solving

(3.26) subject to (3.27).
The unscaled linear growth rate of the primary mode, as an example, becomes, from

(E 4) and (E 16) with (E 2),

(dB̃p/dt)/B̃p = σ κ̃p =−σπU′′c c |bp|2 αp(1− iα̂p ζ̃o)/[2U′cγp tanh(γpH)], (6.5)

where |bp| is determined from the neutral Rayleigh solution Φ(a)
p as in (3.32). The

above result was derived for the small density ratio. Meanwhile, the linear growth
rates in figure 1 were obtained for an arbitrary density ratio, as αpIm(ĉp) from
numerical solutions of (3.12) with complex ĉp (as in Conte & Miles 1959; Morland
& Saffman 1993; Alexakis, Young & Rosner 2002; Janssen 2004, and others). The
numerical method used is described in appendix H. It is found that the asymptotic
linear growth rates by (6.5) are indistinguishable from those in figure 1 for the entire
range of parameters plotted.

The diagram of the 2 + 1 mode critical-layer interaction presented in figure 3 is
replotted in the (θ, α) coordinates in figure 4(a). Since both primary and secondary
modes start out as free-surface waves, they are located on the solid curve which
depicts the free-surface-wave dispersion relation (3.22) with constant c = 10. The
corresponding wavenumbers for the primary and secondary waves are plotted in
figure 4(b). The nonlinear critical-layer interaction between the primary mode P30

and any secondary mode on the section P−30→ So→ P30 will generate a difference
mode on the dashed curve D−30→ Do→ D30. Similarly, the primary mode P70 and a
secondary mode on P−70→ So→ P70 produces a difference mode on the other dashed
curve (on which D−20 is located). The wavenumbers αd, βd and γd and the propagation
angle θd of difference modes are plotted in figure 5 for these two primary-mode
angles, θp = 30◦ as solid curves and 70◦ as dotted ones. Since αs < αp and αd < αp,
the frequencies of the difference and secondary modes are lower than the primary
frequency.

The analytic solutions given in § 5.5 were used to compute the amplitudes. For the
results presented in this section, less than 80 terms were summed to obtain convergent
values. The numerical procedure developed by Goldstein & Lee (1992) and Lee (1997)
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FIGURE 4. (Colour online) (a) Diagram of the 2 + 1 mode critical-layer interaction in the
(θ, α) coordinates. The primary and secondary modes satisfy the free-surface-wave dispersion
relation (black solid curve). The primary mode P30 or P−30 and a secondary mode on
P30 → So → P−30 generates a difference mode on the dashed or dotted (blue) curves (i) or
(ii). The primary mode P70 or P−70 and a secondary mode on P70→ So→ P−70 generate a
difference mode on the dashed or dotted (red) curves (iii) or (iv). (b) αp, βp and γp versus θp,
curves (i)–(iii) respectively, or αs, βs and γs versus θs, curves (i)–(iii) (black, blue and red),
respectively.
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FIGURE 5. (Colour online) (a) αd, βd and γd versus θs, curves (i)–(iii) (black, blue and
red), respectively, where curves (ii) and (iii) are almost identical, and (b) θd versus θs, when
θp = 30◦ (solid curve) and 70◦ (dashed curve).

was also used to solve the system of integro-differential amplitude equations. The
amplitudes As and Ad, with which the summary of equations in § 5 is expressed, are
presented in all figures with an arbitrary choice of as to emphasize the small scaling
factor δ, as mentioned before:

as = 0.001. (6.6)
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FIGURE 6. (Colour online) Inviscid 2 + 1 mode critical-layer interaction when θp = 30◦,
θs = −15◦, and λ = 0. (a) ln |Ap|, ln |As| and ln |Ad|, curves (i)–(iii) respectively; (b) ln |Bp|,
ln |Bs|, ln |Ap| and ln |As|, curves (i)–(iv); (c) Re(A′ı/Aı ) for ı = {p, s, d}, curves (i)–(iii);
(d) Im(A′ı/Aı ) for ı = {p, s, d}, curves (i)–(iii), versus t̄. (a,c,d) Solid curves, nonlinear
solutions; dotted curves, linear solutions. Primary, secondary and difference modes are in
black, blue/green and red/magenta.

Figure 6 illustrates the evolution of amplitudes in the inviscid limit, where λ = 0.
The propagation angles of the primary and secondary waves are chosen to be
θp = 30◦ and θs = −15◦, as denoted by P30 and S−15 in figure 4(a). For the
difference mode, denoted by D−15 in the figure, it becomes θd = 82.8◦. The wave
directions in figure 2(b) correspond to this case. The wavenumbers are (αp, βp, γp) =
(5.8, 3.3, 6.7) × 10−4, (αs, βs, γs) = (5.2,−1.4, 5.4) × 10−4, and (αd, βd, γd) =
(0.6, 4.7, 4.8)× 10−4. The primary-mode amplitude Ap grows exponentially throughout
the entire stage, as shown in figure 6(a). During the linear stage where t̄ < 2,
the secondary-mode amplitude As also grows exponentially with the growth rate of
κs, as well as the difference mode Ad with κd, although the latter is nonlinearly
generated. Since Re(κd) > Re(κs) as given by (5.20), Ad becomes as large as As near
the beginning of the parametric-growth stage. Once the primary amplitude reaches
a certain level at t̄ ≈ 2, it starts to affect the growth of the other modes. In the
parametric-growth stage where t̄ > 2, both secondary and difference amplitudes grow
much faster than exponential. As shown in figure 6(a), As and Ad grow almost
identically in the later parametric stage where t̄ > 3. They also grow like the
exponential of an exponential as t̄→∞ (see figure 8 below). The outer amplitude
Bp and Bs are shown in figure 6(b).

The real parts of A′ı/Aı plotted in figure 6(c) represent the growth rates. In
the exponential-growth stage, they have constant values of 1, 0.88 and 1.88 for
the primary, secondary and difference modes, respectively, as shown in the figure
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FIGURE 7. (Colour online) Inviscid 2 + 1 mode critical-layer interaction when θp = 30◦,
θs = 15◦, and λ = 0. (a) ln |Ap|, ln |As| and ln |Ad|, curves (i)–(iii) respectively; (b) Re(A′ı/Aı )
for ı = {p, s, d}, curves (i)–(iii), versus t̄. Solid curves, nonlinear solutions; dotted curves,
linear solutions. Primary, secondary and difference modes are in black, blue/green and
red/magenta.
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FIGURE 8. (Colour online) Effect of viscosity when θp = 30◦ and θs = −15◦. (Black)
curve (i), λ = 0 (inviscid); (red) curve (ii), λ = 10; (blue) curve (iii), λ = 103; (green)
curve (iv), λ = 105. Solid curves, finite-viscosity solutions; dashed curves, viscous-limit
solutions; dotted curves, asymptotic solutions. (a) ln |As| and (b) ln |Ad| versus t̄.

as dotted lines. However, they become very large in the parametric-growth stage
as shown by solid curves. The Re(A′ı/Aı) also represents the energy transfer
rate since (d |Aı |2 /dt̄)/ |Aı |2 = 2Re(A′ı/Aı). For the entire stage, Re(A′s/As − κs)

and Re(A′d/Ad − κd) are positive. As a result, the amplitudes grow monotonically.
Figure 6(d) shows Im(A′ı/Aı) which represents the wavelength reduction.

Inviscid results when θp = 30◦ and θs = 15◦ with λ = 0 are shown in figure 7.
The θd becomes 72.9◦, and (αd, βd, γd) = (0.6, 1.9, 2.0) × 10−4. As in the previous
case given in figure 6, the parametric-growth effects become noticeable near t̄ ≈ 2.
The amplitudes become very oscillatory in the parametric-growth stage. In the initial
linear stage where As and Ad grow exponentially, the signs of Re(A′s/As − κs) and
Re(A′d/Ad − κd) remain unchanged. Since they are negative in this case, the initial
nonlinear effects tend to reduce the growth rates. However, the continuing nonlinear
effect enables the reverse of their signs for the eventual exponential-of-an-exponential
growth of amplitudes. The sign of Re(A′s/As − κs) is first reversed at t̄ ≈ 3.7 followed
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FIGURE 9. (Colour online) Effect of viscosity when θp = 30◦ and θs = 15◦. (Black) curve (i),
λ = 0 (inviscid); (red) curve (ii), λ = 10; (blue) curve (iii), λ = 103; (green) curve (iv),
λ= 105. Solid curves, finite-viscosity solutions; dashed curves, viscous-limit solutions; dotted
curves, asymptotic solutions. (a) ln |As| and (b) ln |Ad| versus t̄.

by that of Re(A′d/Ad−κd) at t̄ ≈ 4.9. The amplitude growth is delayed due to the initial
adverse nonlinear effect compared to that in figure 6.

The effect of the viscous parameter λ is shown in figure 8 for θp = 30◦ and
θs = −15◦. The value of λ is varied from 0 (inviscid) to 105. The finite-viscosity
solutions are plotted as solid curves along with the corresponding viscous-limit
solutions as dashed curves. The asymptotic solutions computed by (5.28) are plotted
as dotted curves. The finite-viscous solutions when λ = 1 (not plotted) are almost
identical to the inviscid ones. It is shown that the onset of the parametric growth,
which can be identified as the departing point from the corresponding linear line (not
plotted here, but similar to the dotted lines in figure 6a), is delayed as λ is increased.
We can also note that As and Ad grow almost identically in the later parametric
stage. The inviscid and all finite-viscosity solutions approach the exponential-of-an-
exponential asymptotic solutions as t̄→∞. The viscous-limit solutions reach relatively
large values before they start to decay. This is due to the near-singular behaviour of
the viscous-limit solutions (5.21). The O(1)-viscosity solution approaches the viscous-
limit solution as λ becomes large, at least at the beginning of the parametric-growth
stage. Although they are plotted for different values of λ, in order to compare with the
corresponding finite-viscosity solutions, λ is not a freely controllable parameter for the
viscous-limit solutions.

Figure 8(b) confirms that the initial growth rate of the difference mode in the
exponential-growth stage is larger than that of the primary and secondary modes, as
expected from (5.20). Its initial amplitude a∗s ad is a function of λ (and θs). As λ is
increased, a∗s ad from both finite-viscosity and viscous-limit solutions becomes smaller.
The difference between these two becomes smaller with larger λ, and they are almost
identical when λ= 105.

Figure 9 shows the effect of λ when θp = 30◦ and θs = 15◦. The phenomenon of
growth-rate reduction at the beginning of the parametric-growth stage is amplified with
larger λ. However, all finite-viscosity solutions become large as t̄→∞ and approach
their asymptotic solutions. The viscous-limit solutions plotted as dashed curves are
somewhat different from those in the θs = −15◦ case shown in figure 8. Without
an apparent spike, the amplitudes start to decay at finite t̄ because of the negative
nonlinear effect.
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FIGURE 10. (Colour online) Effect of the secondary-wave propagation angle θs on inviscid
solutions when θp = 30◦ and λ = 0. (a) ln |As| and (b) ln |Ad| versus θs at t̄ = 0, 1, 2, . . . , 10,
curves from bottom (green) to top (black).

The effect of the secondary-mode propagation angle θs on the growth of As and Ad

was investigated by varying θs from −29.5 to 29.5◦ with an increment of 0.5◦, while
θp was kept constant at 30◦. The inviscid solutions, with λ= 0, are plotted in figure 10.
The inviscid amplitudes grow large as t̄→∞ for all θs, except for a few isolated cases.
At t̄ = 9, shown as the second curve from top, the largest |As| occurs when θs ≈−15◦.
For most of θs, the nonlinear parametric-growth effect is stronger when the sign of θs

is opposite to that of θp than when both have the same sign.
Figure 10 shows that As grows exponentially but Ad becomes zero when the

secondary mode is two-dimensional, or θs = 0◦, as given by (F 2). But a small non-
zero value of |θs| can cause large parametric growth effects. The fairly rapid growth of
amplitudes when θs = ±0.5◦ shows that the parametric-growth mechanism could still
be very effective for the nonlinear growth of nearly two-dimensional surface waves.

Figure 11 shows the effect of θs when θp = 70◦ and λ = 0. The largest |As| occurs
when θs ≈ −63◦ at t̄ = 9 (the second curve from the top). In general, the parametric-
growth effect is stronger when the signs of θp and θs are opposite than when they
are equal, as in the previous θp = 30◦ case. Since θp > 45◦, the condition in (F 1) is
satisfied when θs =−20◦.

When θp = 70◦ and θs = −20◦, they generate a difference mode with θd =
77.5◦, as denoted by P70, S−20 and D−20 in figure 4(a). The wavenumbers
are (αp, βp, γp) = (1.5, 4.0, 4.3) × 10−3, (αs, βs, γs) = (5.3,−1.9, 5.7) × 10−4, and
(αd, βd, γd) = (0.9, 4.2, 4.3) × 10−3. This a special inviscid case where (F 1) is
satisfied and both secondary and difference modes, as well as the primary one, grow
exponentially. The effect of the viscosity in this case is shown in figure 12 with
λ varying from 0 to 105. When λ = 0, the inviscid amplitudes grow exponentially,
as plotted as straight solid lines. However, a very small viscosity, i.e. λ = 10−2,
destabilizes the linear solution and can cause the large growth of amplitudes. The
onset of parametric growth occurs earlier as λ is increased from 0 to 1 (or 10).
However, it is delayed when the viscous parameter is further increased.
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FIGURE 11. (Colour online) Effect of the secondary-wave propagation angle θs on inviscid
solutions when θp = 70◦ and λ = 0. (a) ln |As| and (b) ln |Ad| versus θs at t̄ = 0, 1, 2, . . . , 10,
curves from bottom (green) to top (black).
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FIGURE 12. (Colour online) Effect of viscosity when θp = 70◦ and θs = −20◦. (Black)
curve (i), λ = 0 (inviscid); (blue) curve (ii), λ = 10−2; (green) curve (iii), λ = 1; (red)
curve (iv), λ = 10; (purple) curve (v), λ = 103; (brown) curve (vi), λ = 105. Solid curves,
finite-viscosity solutions; dashed curves, viscous-limit solutions. (a) ln |As| and (b) ln |Ad|
versus t̄.

7. Discussion
When the wave steepness is small in an initial stage of wave evolution, surface

waves grow exponentially due to energy transfer from wind (Miles 1957). The linear
growth rates are of O(σ ) as given by (6.5), where σ is the density ratio of air to
water as defined in (2.1). The two-dimensional result in Miles (1957) can be recovered
from (6.5) as a special case of zero propagation angle. The waves that travel along the
wind direction and that propagate obliquely to wind direction are referred to as two-
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dimensional and three-dimensional waves, respectively. Despite continued refinement,
the growth rates (of two-dimensional waves) predicted by linear theory are lower by
roughly a factor of two than the measurements as summarized in Komen et al. (1994),
Miles (1997), Janssen (2004), Cavaleri (2007), Sullivan & McWilliams (2010), and
others.

A nonlinear interaction occurs when the steepness of surface waves becomes
sufficiently large. It can first occur in the critical layer between wave-synchronized
air fluctuations, due to the leading-order singularity of Rayleigh’s instability equation.
The nonlinear critical-layer interaction, then, can affect the growth of surface waves
through the air–water interface coupling. If a two-dimensional wave is dominant in an
initial wave field, it will go through a nonlinear interaction of a type considered by
Reutov (1980) when its steepness becomes O(σ 2). However, this strongly nonlinear
critical-layer interaction, which only involves two-dimensional modes, reduces its
growth rate. Since this happens at very small amplitude, this interaction alone cannot
provide a mechanism for a two-dimensional wave to grow as a relevant ocean wave, as
mentioned in Reutov (1980).

However, the nonlinear analyses of instability waves in boundary layers and shear
flows (Goldstein & Choi 1989; Goldstein & Lee 1992; Wu & Stewart 1996, and
others) show that their growth rates can be greatly enhanced when three-dimensional
instability waves are involved in a nonlinear interaction process. If their wave speeds
are equal, the instability waves share the same critical layer and they can nonlinearly
interact there. Because the critical layer is very thin, the pressure and leading-
order vertical velocity fluctuations become constant across the layer. The nonlinear
governing equations in the critical layer can be analytically solved. By matching these
with the solutions outside the critical layer that are still governed by linear equations,
one can derive integro-differential or integral equations that describe the evolution of
wave amplitudes. This simple principle was implemented in this study to investigate
the nonlinear critical-layer effect on the growth of oblique surface waves. The final
amplitude equations cover both linear and nonlinear stages, and they describe how
the nonlinear critical-layer effects are gradually evolved from the interaction of linear
waves. The nonlinear effects become negligibly small in the initial state where the
wave steepness is small, and the present amplitude equations reduce to the linear ones
of Miles (1957).

A nonlinear critical-layer interaction of obliquely propagating surface waves was
studied by using a matched asymptotic analysis. The mean wind is assumed to be
two-dimensional. Its profile only depends on the vertical coordinate. The characteristic
wave speed is assumed to be sufficiently large, so that the curvature of wind profile
is O(1) in the critical layer. Equation (3.8) shows that, for oblique waves with the
same wave speed in the wind direction c, the phase speed in the wave direction c̄ı

becomes lower and the wavelength becomes shorter as the wave propagation angle
θı is increased. If the phase speed is equal, the critical-layer location moves away
from the interface, or from the viscous sublayer, for an oblique wave with larger
propagation angle.

A primary oblique surface wave, that is the largest three-dimensional one, can
interact with a secondary (or any other) oblique surface wave of the same wave
speed once the primary-mode steepness becomes O(σ 3). The secondary-wave elevation
can be smaller than that. Note that a two-dimensional wave whose steepness is
larger than the primary oblique one can exist. The nonlinear critical-layer interaction
between the primary and secondary fluctuations in air, which are synchronized with
the corresponding surface waves, generates a difference mode whose frequency and
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wavenumbers are equal to the differences between the primary and secondary values.
The amplitude of the difference mode is of the order of the secondary-mode amplitude
in air where it is generated. In addition, the nonlinear coupling in the critical layer
between the primary and difference modes produces a nonlinear growth effect on
the secondary wave, when the frequency of the primary wave is larger than the
secondary-wave frequency. This nonlinear growth is of the parametric-growth type by
which the nonlinear interaction between the primary and difference (or secondary)
modes induces a nonlinear growth of the secondary (or difference) mode. Although
it plays a critical role in the nonlinear interaction, the primary wave remains as an
exponentially growing liner mode during this 2+1 mode critical-layer interaction stage
between two oblique waves and one nonlinearly generated mode. The results in § 5
show that the evolution of the secondary-mode amplitude is governed by an integro-
differential equation and that of the difference-mode is determined by an integral
equation. Numerical solutions of these equations in the inviscid and finite-viscosity
cases, presented in § 6, show that the growth rates of the secondary and difference
modes become much larger than the linear growth rates (of the primary and secondary
modes) due to the parametric-growth mechanism, except in a few isolated special
cases given in appendix F. The analytic solutions in § 5.5 show that the secondary and
difference mode amplitudes grow like the exponential of an exponential as t̄→∞.

Since the difference mode does not satisfy the free-surface-wave dispersion relation
(see appendix A), its amplitude in water becomes O(σ ) smaller than the secondary-
wave amplitude. Thus, the wave elevations in water keep their initial order of the
largest primary wave, smaller (but rapidly growing) secondary wave, and smallest
(rapidly growing) difference mode. However, in air where the actual nonlinear
interaction takes place, both secondary and difference mode amplitudes are of the
same order of magnitude. The numerical results in figures 6(a) and 7(a) show that
their amplitudes in air indeed grow almost identically in the later stage of the 2 + 1
mode interaction. This indicates that the multi-mode generation process in air starts
earlier than in water.

The present analysis shows that the first nonlinear interaction between free-surface
waves can occur in air, not in water. The nonlinear coupling between surface-wave-
induced fluctuations occurs within the critical layer, while the perturbed flows outside
the thin critical layer are governed by linear equations. The nonlinear critical-layer
interaction affects the growth of the surface-wave-induced fluctuations in air, and
then induces the nonlinear growth of surface waves. The mode–mode coupling in the
critical layer also generates nonlinear modes (e.g. difference mode) which can induce
corresponding fluctuations in air and nonlinear waves in water. It is worth noticing
that the present analysis and Lee & Wundrow (2011) are the first to show that the
nonlinear growth, which is much faster than the exponential growth, of a free-surface
wave can be governed by a nonlinear mode–mode interaction that occurs in the air.

The rapid parametric-growth rate can become explosively large in a later nonlinear
stage. By considering a pair of oblique free-surface waves of the same streamwise
but opposite spanwise wavenumbers, whose normalized amplitudes are O(σ 5/2), Lee
& Wundrow (2011) show that the wave growth is governed by the cubic self-
interaction of oblique modes as in Goldstein & Choi (1989). They also show that
the cubic interaction generates a large number of spanwise harmonics, whose spanwise
wavenumbers are odd multiples of the primary ones of the original pair. As the
obliqueness of a higher spanwise mode is increased, its wavelength becomes shorter
and its growth will be affected by the viscosity, which will be investigated later. These
nonlinearly generated spanwise harmonics are as large as the original pair of oblique
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modes in air. The amplitudes of the original pair are governed by fully coupled
integro-differential equations, and those of higher spanwise harmonics are determined
by integral equations. The inviscid numerical results in Lee & Wundrow (2011) show
that all amplitudes grow very fast and eventually become singular at a finite time. This
process can be responsible for generating multi-directional oblique modes of the same
frequency.

During these nonlinear stages, oblique surface waves play a dominant role. They
lead to the parametric-growth interaction in an initial nonlinear stage and they also
drive the cubic self-interaction in a later nonlinear stage.

Because of the free-surface-wave dispersion relation (3.22), the streamwise
wavenumber of a two-dimensional surface wave is always smaller than the oblique
ones as shown in figure 3. This prevents the direct nonlinear coupling between a two-
dimensional and an oblique free-surface wave from producing a nonlinear critical-layer
jump for a difference mode. By including a two-dimensional surface wave in this
analysis, we can show that an exponentially growing two-dimensional wave remains
passive if its magnitude is smaller than O(σ 2). However, figures 3 and 4(a) indicate
that the present 2 + 1 mode critical-layer interaction can generate a difference mode
whose streamwise wavenumber is smaller than the corresponding two-dimensional
one. In this case, the nonlinear coupling between the difference mode and a two-
dimensional surface wave of O(σ 2) magnitude can affect the growth of the former
similar to the Rayleigh instability waves in shear flows shown by Wu & Stewart
(1996). The interaction between two-dimensional and oblique modes becomes fully
coupled when the oblique modes become sufficiently large. In this fully coupled stage,
the oblique modes could be still smaller than the two-dimensional wave, although
they are mostly responsible for the explosive growth of all waves including the two-
dimensional one (similar to Goldstein & Lee 1992; Wu & Stewart 1996).

Numerical results of the 2+1 mode interaction given in § 6 show that the parametric-
growth effect is stronger when the signs of the propagation angles of the primary and
secondary surface waves are opposite than when they are equal. Furthermore, the
cubic self-interaction strongly enhances the growth of a pair of oblique surface waves
with opposite propagation angles as shown in Lee & Wundrow (2011) even when
one of them is initially smaller than the other. These findings could possibly explain
the regular rhomboid-like structures that could be recognized in the lower photo on
Kinsman (1965, p. 542).

The results from the present analysis and self-interaction study by Lee & Wundrow
(2011) show that the nonlinear growth rates of obliquely propagating surface waves
can become much larger than the linear growth rates even when their steepnesses are
very small. The enhanced nonlinear growth of a secondary surface wave can occur
when its steepness is smaller than O(σ 3), by interacting with the primary wave of
O(σ 3) magnitude, according to the present analysis. The explosive growth of Lee &
Wundrow (2011) can occur when the wave steepnesses are O(σ 5/2), where a typical
value of σ is O(10−3). This implies that the purely linear-growth-rate stage may be
limited to the case where the wave steepness is very small.

Direct numerical simulations in two dimensions were conducted by Alexakis et al.
(2004a). Since they were interested in astrophysical events, the density ratio of their
simulations was 0.1, much larger than in the water-wave case. Their numerical results
of two-dimensional wave evolution are in quantitative agreement with the linear
theory (Miles 1957; Alexakis et al. 2002) and qualitative agreement with the weakly
nonlinear theory (Alexakis et al. 2004b). Although the gravity becomes much larger
in the astrophysical environments, the results from the nonlinear critical-layer analysis
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by Alexakis et al. (2004b) are essentially the same as those obtained by Reutov
(1980) for a two-dimensional water wave. By resolving the critical-layer dynamics
as in Alexakis et al. (2004a), a direct numerical simulation may be able to capture
the present nonlinear interaction. In order to verify the present nonlinear mechanism
experimentally, we may have to consider a larger spatial domain or need a wider water
tank (e.g. Caulliez & Collard 1999) because it involves multiple three-dimensional
waves of different propagation directions.
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Appendix A. Free-surface-wave dispersion relation for the difference mode
For the primary and secondary waves, (αp, βp, γp) and (αs, βs, γs) satisfy the free-

surface-wave dispersion relations (3.22) for a given c.
If βpβs < 0, then |βd| ≡ |βp − βs|> |βp|. Thus, αd(< αp) and βd, defined by (3.6), do

not satisfy the relation (3.22).
For the case when βpβs > 0, it is convenient to introduce β̃s and β̃d,

β̃s = (βp/αp)αs, β̃d = (βp/αp)αd, (A 1)

then

β̃2
s − β2

s = (c4/G2)α2
s [α2

p/tanh2(γpH)− α2
s /tanh2(γsH)] = α2

s (γ
2
p /α

2
p − γ 2

s /α
2
s ), (A 2)

for any pair of (αs, βs) that satisfies (3.22). One can also show that d(γs/αs)/dαs > 0
from (3.22), and therefore, for 0< [α2D]< αs < αp,

β̃2
s − β2

s > 0 if γı H > 0, β̃2
s − β2

s → 0 if γı H→ 0, (A 3)

where ı = {p, s}. Because

β2
d ≡ (βp − βs)

2 > (βp − β̃s)
2 = [(βp/αp)αd]2 ≡ β̃2

d , or
β̃2

d − β2
d < 0, if γı H > 0,

}
(A 4)

β2
d ≡ (βp − βs)

2→ (βp − β̃s)
2 = [(βp/αp)αd]2 ≡ β̃2

d , or
β̃2

d − β2
d → 0, if γı H→ 0,

}
(A 5)

the difference mode does not satisfy the free-surface-wave dispersion relation
(3.22) when γı H is finite, but that is satisfied in the shallow-water limit where
tanh(γı H)→ γı H. However, when βpβs > 0 in the shallow-water limit, µs1, µs2, µd1

and µd2 in (D 4) and (D 5) become zero. Thus, both secondary and difference modes
grow exponentially.
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Appendix B. Outer solutions of the primary and difference modes
B.1. Outer solution of the primary mode

The critical-layer solutions show that there is no nonlinear velocity jump across the
critical layer for the primary mode, as given in (5.4) and (5.7). Thus, from (5.9),

Dp = 0. (B 1)

The shape function in air is now written without the nonlinear contribution in (3.25):

Φp(z)=Φ(a)
p (z). (B 2)

The outer solutions of the linear primary mode become (3.20)–(3.24), (3.26), (3.27),
(3.29)–(3.32) and (3.37)–(3.41) with subscript p (instead of s) along with (B 1) and
(B 2).

B.2. Outer solution of the difference mode
It is assumed that the difference mode is not a free-surface wave, for simplicity (see
appendix A). The velocity potentials of the difference mode in water become

φ̂
(1)
d = 0, φ̂

(2)
d = d̃ cosh[γd(z+ H)]Dd(t1)/ cosh(γdH), (B 3)

where

d̃ = αdc2(cos θd)/[{Gγd tanh(γdH)− α2
d c2} tanh(γdH)]. (B 4)

The pressure shape functions in water and the interface elevations become

p̂(1)d = 0, p̂(2)d = i d̃ αdc Dd(t1) cosh[γd(z+ H)]/ cosh(γdH), (B 5)

ĥ(1)d = 0, ĥ(2)d = i d̃ (sec θd) tanh(γdH)Dd(t1)/c. (B 6)

Since there is no leading-order velocity potential φ̂(1)d in water, the linear shape
function Φ(a)

d in (3.25) that satisfies the interface condition (3.19) must be trivial:

Φ
(a)
d = 0. (B 7)

Therefore, the shape function in air (3.25) is rewritten as

Φd(z, t1)= Dd(t1)Φ
(b)
d (z), (B 8)

where Φ(b)
d is still governed by (3.26) subject to (3.28). The difference mode in the

outer region is entirely due to the nonlinear interaction in the critical layer.
We note that the leading-order equation (3.26) with (3.27), or Φ(a)

d = i tanh(γdH) at
z= 0, and Φ(a)

d → 0 as z→∞, still has a solution Φ(a)
d for a given γd and c. With this

artificial solution, one can continue to express Φ(b)
d by (3.33). The outer solution of the

difference mode is given by (3.26)–(3.36), with subscript d, and (B 3)–(B 8).
The dynamic interface condition (3.17) was used to derive the solutions (B 3),

instead of obtaining the growth-rate relation (3.37). There is no solvability equation
for the difference mode. The second shape function, Φ

(b)
d , is normalized by

∂zΦ
(b)
d (z = 0) = −i/ tanh(γdH) following (3.36), or equivalently by (3.27) through the

fictitious solution Φ(a)
d .

As shown in appendix A, the difference mode can satisfy the free-surface-wave
dispersion relation in the shallow water limit, where tanh(γı H)→ γı H, if the signs of
the propagation angles of the primary and secondary waves are equal. In this case, φ̂(1)d

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

01
2.

26
8 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2012.268


Nonlinear interaction of wind-driven oblique surface waves 183

is not zero and the outer solution of the difference mode must include the linear effect
similar to the secondary-mode solution.

Appendix C. System of critical-layer equations
The normalized variables in (5.1) and (5.2), with

{Aı ,Qı} = {Ãı/κ̂, Q̃(1)
ı / sin θı}(

√
M/U′c/κ̂

2)eiα̂ı (Xo+ζ̃o t̄), (C 1)

are used for the critical-layer equations. The variables represented by Q̃(2)
 in (4.18) are

also normalized as{
U(2)
 ,V (2)

 ,W (2)
 ,P(2)

}={ ᾱ
β̄

Ũ(2)
 , Ṽ (2)

 ,
i

β̄κ̂
W̃ (2)
 ,

β̄

ᾱκ̂U′c
P̃(2)

}
ᾱM

β̄κ̂3
eiα̂ (Xo+ζ̃o t̄), (C 2)

with α̂ given below by (C 6).
The system of normalized equations, which we refer to as the critical-layer

equations, now becomes at leading order, for ı = {p, s, d},
Lı Qı = α̂ı Aı , (C 3)

subject to the transverse boundary condition, Qı ∝ 1/ζ as ζ →∞, where we have
put

Lı ≡ ∂

∂ t̄
+ iα̂ıζ − λ ∂

2

∂ζ 2
. (C 4)

The second-order critical-layer equations can be written as

L {V (2)
 , W (2)

 ζ ζ
, U(2)

 ζ
} = {R(2)v , R(2)w , R(2)u }, W (2)

 ζ
= α̂U(2)

 + β̂V (2)
 , P(2) ζ = 0, (C 5)

for  = {p, s, d, 0, 2p, p+ s, p+ d}, where

α̂0 = 0, α̂2p = 2α̂p, α̂p+s = α̂p + α̂s, α̂p+d = α̂p + α̂d = 2α̂p − α̂s, (C 6)

β̂0 = 0, β̂2p = 2β̂p, β̂p+s = β̂p + β̂s, β̂p+d = β̂p + β̂d = 2β̂p − β̂s. (C 7)

The first equation in (C 5) becomes

LpV (2)
p =−iβ̂pP(2)p − 1

2(ᾱ/β̄)
√

M/U′c U′′c α̂p(sin θp) (ζ + ζ̃o)
2

Qp, (C 8)

LpW (2)
p ζ ζ
= i(ᾱ/β̄)

√
M/U′c U′′c α̂pγ̂pAp, (C 9)

LsV
(2)
s = −iβ̂sP

(2)
s − 1

2(ᾱ/β̄)
√

M/U′c U′′c α̂s(sin θs) (ζ + ζ̃o)
2

Qs

− γ̂p(sin θd)ApQ∗d ζ − γ̂d(sin θp)A
∗
dQp ζ

− i(β̂p/α̂p − β̂d/α̂d)α̂p+d(sin θp sin θd)QpQ∗d, (C 10)

LsW
(2)
s ζ ζ
= i(ᾱ/β̄)

√
M/U′c U′′c α̂sγ̂sAs − (β̂p/α̂p − β̂d/α̂d)[α̂pγ̂p(sin θd)ApQ∗d ζ ζ + α̂dγ̂d

× (sin θp)A
∗
dQp ζ ζ + i2(β̂p/α̂p − β̂d/α̂d)α̂pα̂d(sin θp sin θd) (QpQ∗d)ζ ], (C 11)

LdV (2)
d = −iβ̂dP(2)d − 1

2(ᾱ/β̄)
√

M/U′c U′′c α̂d(sin θd) (ζ + ζ̃o)
2

Qd − γ̂p(sin θs)ApQ∗s ζ
− γ̂s(sin θp)A

∗
s Qp ζ − i(β̂p/α̂p − β̂s/α̂s)α̂p+s(sin θp sin θs)QpQ∗s , (C 12)

LdW (2)
d ζ ζ
= i(ᾱ/β̄)

√
M/U′c U′′c α̂dγ̂dAd − (β̂p/α̂p − β̂s/α̂s)[α̂pγ̂p(sin θs)ApQ∗s ζ ζ + α̂sγ̂s

× (sin θp)A
∗
s Qp ζ ζ + i2(β̂p/α̂p − β̂s/α̂s)α̂pα̂d(sin θp sin θs) (QpQ∗s )ζ ], (C 13)
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L0V (2)
0 =−β̂pApQ∗p ζ , L0U(2)

0 ζ
= (β̂2

p/α̂p)ApQ∗p ζ ζ , W (2)
0 ζ
= 0, (C 14)

L2pV (2)
2p =−iβ̂2pP2p + β̂pApQp ζ , L2pW (2)

2p ζ ζ
= 0, (C 15)

Lp+sV
(2)
p+s = −iβ̂p+sP

(2)
p+s + γ̂p(sin θs)ApQs ζ + γ̂s(sin θp)AsQp ζ

+ i(β̂p/α̂p − β̂s/α̂s)α̂d(sin θp sin θs)QpQs, (C 16)

Lp+sW
(2)
p+s ζ ζ

= (β̂p/α̂p − β̂s/α̂s)[α̂pγ̂p(sin θs)ApQs ζ ζ − α̂sγ̂s(sin θp)AsQp ζ ζ

−i2(β̂p/α̂p − β̂s/α̂s)α̂pα̂s(sin θp sin θs) (QpQs)ζ ], (C 17)

Lp+dV (2)
p+d = −iβ̂p+dP(2)p+d + γ̂p(sin θd)ApQd ζ + γ̂d(sin θp)AdQp ζ

+ i(β̂p/α̂p − β̂d/α̂d)α̂s(sin θp sin θd)QpQd, (C 18)

Lp+dW (2)
p+d ζ ζ

= (β̂p/α̂p − β̂d/α̂d)[α̂pγ̂p(sin θd)ApQd ζ ζ − α̂dγ̂d(sin θp)AdQp ζ ζ

−i2(β̂p/α̂p − β̂d/α̂d)α̂pα̂d(sin θp sin θd) (QpQd)ζ ]. (C 19)

It can be shown from the solutions of above equations that∫ ∞
−∞

V (2)
ı ζ

dζ = 0,
∫ ∞
−∞

W (2)
ı ζ ζ

dζ = α̂ı

∫ ∞
−∞

U(2)
ı ζ

dζ for ı = {p, s, d}, (C 20)∫ ∞
−∞

U(2)
 ζ

dζ =
∫ ∞
−∞

V (2)
 ζ

dζ =
∫ ∞
−∞

W (2)
 ζ ζ

dζ = 0 for  = {0, 2p, p+ s, p+ d}. (C 21)

Appendix D. Nonlinear critical-layer jumps Fs and Fd

D.1. Nonlinear critical-layer jumps when λ= O(1)

The nonlinear critical-layer jumps Fs and Fd in (5.5) and (5.6) become, when
λ= O(1),

Fs(t̄|Ap,A∗d)= µs1

∫ t̄

−∞
e−(1/3)λα̂

2
s ν

2τ3
1 τ 2

1 Ap(t̄ − ντ1)A
∗
d(t̃1) dt̃1

+µs2

∫ t̄

−∞

∫ t̃1

−∞
e−(1/3)λα̂

2
pν

3[ν̂2τ3
1+τ3

2+(ν̂τ1+τ2)3 /ν]τ1Ap[t̄ − ν(t̄ − t̃2)]A∗d(t̃2) dt̃2 dt̃1, (D 1)

Fd(t̄|Ap,A∗s )= µd1

∫ t̄

−∞
e−(1/3)λα̂

2
s ν

2τ3
1 τ 2

1 Ap(t̄ − ν̂τ1)A
∗
s (t̃1) dt̃1

+µd2

∫ t̄

−∞

∫ t̃1

−∞
e−(1/3)λα̂

2
s ν̂[ν2τ3

1+τ3
2+(ντ1+τ2)3 /ν̂] τ1Ap[t̄ − ν̂(t̄ − t̃2)]A∗s (t̃2) dt̃2 dt̃1, (D 2)

where

τ1 = t̄ − t̃1, τ2 = t̃1 − t̃2, ν̂ ≡ αs/αp = α̂s/α̂p, ν ≡ 1− ν̂ > 0, (D 3)

{µs1, µs2} = 2(β̂p/α̂p − β̂d/α̂d) α̂pν
{
π(sin θd)ν

2α̂sγ̂p, (sin θp)µs1/(ν̂γ̂p)
}
, (D 4)

{µd1, µd2} = 2π(β̂p/α̂p − β̂s/α̂s)(ν α̂
2
s β̂s/γ̂d)

{
ν γ̂p, 2(β̂p/α̂p − β̂s/α̂s)(sin θp) α̂s

}
. (D 5)
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D.2. Inviscid nonlinear critical-layer jumps
By putting λ= 0 into (D 1) and (D 2), one can obtain

Fs(t̄|Ap,A∗d)= µsi

∫ t̄

−∞
(t̄ − t̃)2 Ap[t̄ − ν(t̄ − t̃)]A∗d(t̃) dt̃, (D 6)

Fd(t̄|Ap,A∗s )= µdi

∫ t̄

−∞
(t̄ − t̃)2 Ap[t̄ − ν̂(t̄ − t̃)]A∗s (t̃) dt̃, (D 7)

where

µsi = (1+ tan θp tan θs)(cos2θp)µs1, µdi = (1+ tan θp tan θd)(cos2θp)µd1. (D 8)

D.3. Viscous-limit nonlinear critical-layer jumps
The asymptotic estimate of (D 1) and (D 2) in the viscous limit, as λ→∞, can be
obtained by introducing τ1 = τ̃1/λ

1/3 and τ2 = τ̃2/λ
1/3,

Fs(t̄|Ap,A∗d)= (µsv/λ)Ap( t̄ )A∗d( t̄ ), Fd(t̄|Ap,A∗s )= (µdv/λ)Ap( t̄ )A∗s ( t̄ ), (D 9)

where

µsv = 2π(β̂p/α̂p − β̂d/α̂d)(sin θd)ν[γ̂p/ν̂ + 2(β̂p/α̂p − β̂d/α̂d)(sin θp)α̂
3
pIsv], (D 10)

µdv = 2π(β̂p/α̂p − β̂s/α̂s)(α̂p β̂s/γ̂d)[(γ̂p/α̂p)+ 2ν(β̂p/α̂p − β̂s/α̂s)(sin θp) α̂
2
p Idv], (D 11)

Isv =
∫ ∞

0

∫ ∞
0

e−(1/3)α̂
2
p [ν̂2 τ̃3

1+τ̃3
2+ν2 {(τ̃1+τ̃2)/ν−τ̃1}3] τ̃1 dτ̃2 dτ̃1, (D 12)

Idv =
∫ ∞

0

∫ ∞
0

e−(1/3)α̂
2
p [ν2 τ̃3

1+τ̃3
2+ν̂2 {(τ̃1+τ̃2)/ν̂−τ̃1}3] τ̃1 dτ̃2 dτ̃1. (D 13)

Appendix E. Derivation of amplitude equations
E.1. Amplitude equation of the primary mode

From (5.7) and (5.9), one can show that Dp = 0, as was already used in (B 1). By
substituting (5.8) into the solvability equation (3.40) (with subscript p), the amplitude
equation of the primary mode is derived as

dAp/dt̄ = κpAp, κp = 1. (E 1)

The primary-mode growth rate κp is normalized to be one by choosing κ̂ and ζ̃o,
introduced in (5.2), as

κ̂ =−πU′′c c |bp|2 α̂p/[2β̄U′
2

c γ̂p tanh(γpH)], ζ̃o =−U′cRp/(πU′′c α̂p |bp|2), (E 2)

where Rp is given by (3.41) (with subscript p). The solution of (E 1) becomes
Ap = apexp(κp t̄), where ap = 1 if we choose to and Xo in (5.2), to satisfy

(
√

M/U′c/κ̂
3)Ã(o)p eκ̂toeiα̂p(Xo−κ̂to ζ̃o) = 1,

√
M = β̄2|Js ||bs|2(cos θs)/(ᾱ

2
√

U′c). (E 3)

The Ã(o)p is a non-normalized initial amplitude of Ãp,

Ãp = Ã(o)p eκ̃pt1, κ̃p = Ãpt1
/Ãp = ᾱκ̂U′c(1− iα̂pζ̃o), (E 4)

where κ̃p is the non-normalized linear growth rate of the primary mode.
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It is assumed that

U′′c < 0 and U′c > 0, (E 5)

according to Fjørtoft’s theorem (Drazin & Reid 2004). The linear growth rate in (6.5)
is positive and the real constants κ̂ and M in (E 2) and (E 3) are positive.

E.2. Amplitude equation of the secondary mode
The solvability equation (3.40) with (5.2), (5.8), (5.10) and (E 2) becomes

dBs/dt̄ = (κs/bs)As − χsJsDsBs, (E 6)

where

κs = |bs|2 α̂sγ̂p tanh(γpH)

|bp|2 α̂pγ̂s tanh(γsH)

[
1+ iU′c
πU′′c |bs|2

{
Rs − Rp

γ̂s tanh(γsH)

γ̂p tanh(γpH)

}]
, (E 7)

χs = κs + iU′cα̂sγ̂p tanh(γpH)/[πU′′c Js|bp |2 α̂pγ̂s tanh(γsH)]. (E 8)

By differentiating the first equation in (5.10) with respect to t̄, we obtain

dAs/dt̄ = bs[dBs/dt̄ + Js d(DsBs)/dt̄]. (E 9)

The secondary-mode amplitude equation is derived by substituting (E 6) into (E 9),
and replacing DsBs in the resulting equation by (5.9),

dĀs/dt̄ = κsĀs + ϕs(χsF̄s − dF̄s/dt̄), (E 10)

where we have put

Ās = As/as, Ād = Ad/a
∗
s , F̄s ≡ Fs(t̄|Ap, Ā∗d)= Fs(t̄|Ap,A∗d)/as, (E 11)

with Fs given in (D 1), (D 6) and (D 9). If the normalization parameter M is chosen as
in (E 3), the complex coefficient ϕs becomes

ϕs = Jsb
2
s/(|Js| |bs|2). (E 12)

The integro-differential equation (E 10) is solved subject to the initial condition

Ās = As/as→ eκs t̄ as t̄→−∞, (E 13)

where as is proportional to the ratio of non-normalized initial amplitudes of the
secondary to primary modes,

as = (Ã(o)s /Ã
(o)
p ) e−(1−κs)κ̂to−i(α̂p−α̂s)(Xo−κ̂to ζ̃o), (E 14)

with Ã(o)p defined by (E 4) and Ã(o)s , by

Ãs→ Ã(o)s eκ̃st1 as t1→−∞. (E 15)

The non-normalized linear growth rate of the secondary mode, κ̃s, becomes

κ̃s = lim
t1→−∞

(dÃs/dt1)/Ãs = lim
t1→−∞

(dB̃s/dt1)/B̃s = ᾱκ̂U′c(κs − iα̂sζ̃o). (E 16)

E.3. Amplitude equation of the difference mode
The amplitude equation of the nonlinearly generated difference mode is obtained from
(5.9), (5.10) with (3.46) and (E 11) as

Ād =−ϕdF̄d, (E 17)
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where

F̄d ≡ Fd(t̄|Ap, Ā∗s )= Fd(t̄|Ap,A∗s )/a
∗
s , (E 18)

with Fd given in (D 2), (D 7) and (D 9), and

ϕd = Jdb2
d/(|Js| |bs|2). (E 19)

Appendix F. Special solutions of amplitude equations
F.1. When θs = θp − π/2 and λ= 0

From (D 8), one can show that µsi, which appears in the inviscid secondary-mode
amplitude equation (5.14), becomes zero when θs = θp − π/2. In this special case, the
secondary mode grows exponentially without a nonlinear contribution. The difference
mode also grows exponentially due to the nonlinear coupling between the linear
primary and secondary modes. With the constraint (3.5) for the 2+ 1 mode interaction,
the amplitudes become

As = aseκs t̄, Ad = a∗s ade(1+κ
∗
s )t̄ if θs = θp − π/2, θp > π/4, λ= 0. (F 1)

F.2. Two-dimensional secondary wave with θs = 0

When the secondary mode is located at So in figures 3 (or 4a), it is a two-dimensional
wave propagating in the streamwise direction of wind (θs = 0◦ and β̂s = 0). The µd1,
µd2, µdi and µdv in (D 5), (D 8) and (D 11) become zero if θs = 0. As a result, the
difference-mode amplitude becomes zero independently of λ, and the secondary mode
continues to grow exponentially:

Ad = 0, As = as eκs t̄ if θs = 0. (F 2)

We can confirm that there is no nonlinear critical-layer jump for the difference
mode, from (5.6),

(cos θs/ cos θd)Fd(t̄|Ap,A∗s )= 0 if θs = 0. (F 3)

The above result can also be proved by directly analysing the critical-layer
interaction between a two-dimensional and an oblique mode of the same wave speed
c. If the streamwise and spanwise wavenumbers are denoted by (α2D, 0) and (α3D, β3D)

for the two-dimensional and oblique modes, respectively, the nonlinear critical-layer
interaction produces a difference mode whose wavenumbers are (α2D − α3D,−β3D)

inside the critical layer. We can show that its velocity jump across the critical layer
becomes zero if α2D < α3D as in the present wind–wave interaction analysis, but it
becomes non-zero if α2D > α3D, as in Wu & Stewart (1996) for the Rayleigh instability
waves in shear flows.

Appendix G. gn−1 and hn in (5.25) and (5.26) for λ 6= 0, and âs and âd in (5.28)

gn−1 = (2n+ κs + ν − 1)3 (2n+ κs − ν − 1)3

4µsiµdi
[I1(n)+ I2(n)]

× [I∗3(n− 1)+ I∗4(n− 1)] if λ 6= 0, (G 1)

hn = 1
2
(2n+ κ∗s − ν + 1)3 [I3(n)+ I4(n)] /µdi if λ 6= 0, (G 2)
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where

I1(n)= µs1

∫ ∞
0

e−(1/3)λα̂
2
s ν

2 τ̃3
1 e−(2n+κs−ν̂)τ̃1 τ̃ 2

1 dτ̃1, (G 3)

I2(n)= µs2

∫ ∞
0

∫ ∞
0

e−(1/3)λα̂
2
pν

3[ν̂2 τ̃3
1+τ̃3

2+(ν̂τ̃1+τ̃2)3 /ν] e−(2n+κs−ν̂)(τ̃1+τ̃2) τ̃1 dτ̃2 dτ̃1, (G 4)

I3(n)= µd1

∫ ∞
0

e−(1/3)λα̂
2
s ν

2 τ̃3
1 e−(2n+κ∗s +ν̂)τ̃1 τ̃ 2

1 dτ̃1, (G 5)

I4(n)= µd2

∫ ∞
0

∫ ∞
0

e−(1/3)λα̂
2
s ν̂[ν2 τ̃3

1+τ̃3
2+{ντ̃1+τ̃2}3 /ν̂] e−(2n+κ∗s +ν̂)(τ̃1+τ̃2) τ̃1 dτ̃2 dτ̃1, (G 6)

âs =
as

{
0

[
1
2
(κs − ν̂)+ 1

]
0

[
1
2
(κs + ν̂)

]}3( 1
16
µsiµdiϕsϕ

∗
d

)(1−5κs−χs)/12

8
√

3 π5/2 0

[
1
2
(κs − χs)+ 1

] ∞∏
m=1

gm−1, (G 7)

âd =−2πν̂3
[
µdiϕd/(µsiϕ

∗
s )
]1/2

. (G 8)

Appendix H. Linear growth rate from numerical solution
The Rayleigh equation (3.12), with subscripts p for the primary wave, is solved

subject to the boundary conditions

Φp→ 0 as z→∞, (H 1)
Φp = i tanh(γpH) at z= 0, (H 2){

γpĉ2
p

tanh(γpH)
− G(sec2θp)

}
Φp − σ

{
ĉ2

p ∂zΦp + ĉpU′0Φp − G(sec2θp)Φp

}= 0

at z= 0. (H 3)

The interface condition (H 2) is obtained from (3.19) with (3.20) (with subscript p),
and the other condition (H 3) can be derived by combining (3.17) with (3.13) and
(3.20).

With a given γp and U(z), (3.12) is numerically integrated from z = ∞, with
Φp = exp(−γpz), to a matching point z = zm by using the Fehlberg fourth/fifth-order
Runge–Kutta scheme (Fehlberg 1970; Forsythe, Malcolm & Moler 1977) with a
guessed ĉp, and from z = 0, with (H 2) and (H 3), to z = zm. This process is repeated
with a corrected ĉp until ∂zΦp/Φp is matched at z = zm. When the growth rate is
relatively large, one can integrate on the real axis with zm = zc, for example. For a
small growth rate, a complex contour path that half-circles the singularity in the lower
half-plane is used (Lin 1945).
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GOLDSTEIN, M. E. & LEIB, S. J. 1989 Nonlinear evolution of oblique waves on compressible shear
layers. J. Fluid Mech. 207, 73–96.

HRISTOV, T. S., MILLER, S. D. & FRIEHE, C. A. 2003 Dynamical coupling of wind and ocean
waves through wave-induced air flow. Nature 442, 55–58.

HULTGREN, L. S. 1992 Nonlinear spatial equilibration of an externally excited instability wave in a
free shear layer. J. Fluid Mech. 236, 635–664.

JANSSEN, P. 2004 The Interaction of Ocean Waves and Wind. Cambridge University Press.
KINSMAN, B. 1965 Wind Waves, Their Generation and Propagation on the Ocean Surface. Prentice

Hall.
KOMEN, G. J., CAVALERI, L., DONELAN, M., HASSELMANN, K., HASSELMANN, S. & JANSSEN,

P. A. E. M. 1994 Dynamics and Modelling of Ocean Waves. Cambridge University Press.
LEE, S. S. 1997 Generalized critical-layer analysis of fully coupled resonant-triad interactions in

boundary layers. J. Fluid Mech. 347, 71–103.
LEE, S. S. & WUNDROW, D. W. 2011 Transition from long-crested to short-crested seas by

wind–wave interaction. In Proceedings of the 21st International Offshore (Ocean) & Polar
Engineering Conference, June 19-24, 2011, Maui, HI, vol. 3, pp. 298–305. ISOPE.

LIN, C. C. 1945 On the stability of two-dimensional parallel flows. Parts 1, 2, 3. Q. Appl. Math. 3,
117–142 218–234, 277–301.

MILES, J. W. 1957 On the generation of surface waves by shear flows. J. Fluid Mech. 3, 185–204.
MILES, J. W. 1993 Surface-wave generation revisited. J. Fluid Mech. 256, 427–441.

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

01
2.

26
8 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2012.268


190 S. S. Lee

MILES, J. W. 1997 Generation of surface waves by wind. Appl. Mech. Rev. 50, R5-9.
MORLAND, L. C. & SAFFMAN, P. G. 1993 Effect of wind profile on the instability of wind blowing

over water. J. Fluid Mech. 252, 383–398.
NAYFEH, A. H. 1981 Introduction to Perturbation Techniques. Wiley.
PHILLIPS, O. M. 1960 On the dynamics of unsteady gravity waves of finite amplitude. Part 1. The

elementary interactions. J. Fluid Mech. 9, 193–217.
REUTOV, V. P. 1980 The plasma-hydrodynamic analogy and the nonlinear stage of instability of

wind waves. Izv. Atmos. Ocean. Phys. 16, 938–943.
SULLIVAN, P. P. & MCWILLIAMS, J. C. 2010 Dynamics of winds and currents coupled to surface

waves. Annu. Rev. Fluid Mech. 42, 19–42.
VALENZUELA, G. R. 1976 The growth of gravity-capillary waves in a coupled shear flow. J. Fluid

Mech. 76, 229–250.
WEHAUSEN, J. V. & LAITONE, E. V. 1960 Surface Waves (ed. W. Flügge & C. Truesdell).
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