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We give a new characterization of the ruin probability of the classical insurance risk
model and use it to obtain bounds on and a computational approach for evaluating
this probability

1. THE PROBLEM

Consider the classical insurance ruin problem in which claims are made to an insur-
ance company according to a Poisson process with xathe successive claim
amountsYy, Y,,... are independent random variables with a common distribution
functionF having meany, and are independent of the claim arrival timém com-

pany starts with an initial capitaland receives income at a constant @per unit

time. We are interested in the probability that the company’s net capital ever be-
comes negativehat is in

N(t)

p(x) = P{ > Y, > x + ctfor somet = 0},
i=1

whereN(t) is the number of claims made by tirhéVe give a new characterization

of p(x) and then use it to obtain boundm efficient simulation procedurand a

numerical procedure for determinipgx).

2. A CHARACTERIZATION OF p(x)

Let p = Ap/c and assume that < 1 (for otherwisep(x) = 1). Also, let F(x) =
1 — F(x). We start with the well-known characterizati¢see[5] or[2])

-
p(X)=P{2 Xi >X}, (1)

i=1
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whereT, X;, X5, ... are independentvith the X; having the equilibrium distribution
Fe whose density function is

) F(x)
Fe(x) = T) X= O’

and
P{T=n}=p"(1—p), n=0.
Now, let N(t), t = 0 be the renewal process havikg X, ... as its interarrival
times and condition orN(x) to obtain
p(x) = E[pN®*1]. (2)
Remarks:

1. If Fis exponential with meap, then so is=.. Hence N(x) is Poisson with
meanx/|, giving the result

p(x) = > pntle ¥M(x/w)Ynl = pe x1P/m 3)

2. The failure rate function oX (call it re(t)) is given by

re(t) = If(t)/foo F(s)ds

Thereforeif Fis a new better than us€biBU) distribution—meaning that
fors>t, F(s)/F(t) = F(s—t)—then

1 1
() = ="

ftoolf(s—t)ds H

ConsequentlyXis failure rate orderetand thus stochasticallgmaller than

an exponential with rate/f. From(1), this implies thap(x) is smaller than

when theX; are exponential with rate/fi. Hence from (3), we see that when
Fis NBU,

P(x) = pe 4P,

WhenF is new worse than usedNWU)—meaning thatfor s > t, F(s)/
F(t) = F(s — t)—the preceding inequality is reverse@he preceding
strengthens a similar result by Gerljél that assumed an increasifae-
creasing failure rate function as opposed to our weaker NBUWWU)
assumption

3. It follows from (2) and Jensen'’s inequality that

p(x) = pENITL, (4)
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4. If R(x) denotes the excegsr residual life at x for the renewal process

N(t),t = 0, then
E[XT(E[N(X)] + 1) = x + E[R(X)]. (5)

Suppose thdf is an NBUE(new better than used in expectatiadlistribution
(i.e., thatE[Y — s|Y > s] = p). BecauseR(x) is a remaining lifetime of a
randomly aged item whose life distributi&gis the(limiting) distribution of
a remaining lifetime of a randomly aged item whose life distributio, i
follows thatE[R(x)] = E[Y] = w. BecauseE[X] = E[Y?2]/2y, this gives
that

2U(X+ )
E[Y?]
Thus whenF is NBUE, (4) yields the lower bound

E[N(x)] = 1.

p(X) = p2nOw/ELY?]

If F has decreasing mean residual lifetithe., if E[Y — s|Y > s] is nonin-
creasing irs), then it can be showfseg[5]) thatF, has increasing failure
rate which implies thaE[R(x)] = E[ X ]. Consequentlyin this case(5) and
(4) yield the lower bound

p() = p2 eI

which is an improvement over tfeNBUE bound becausg[Y?] = 2u? in
this case

5. If it is not too difficult to simulate fromF,, then(2) gives a very efficient
way to use simulation to approximapéx). That is generate random vari-
ablesXy, X,,... until their sum exceeds; if it requiresm of them then the
value of the estimator from that run i8". A better procedure is to generate
X, conditional on it being less thatend generate the others accordingtp
stopping when their sum exceexighe estimator in this case is

Estimator= pF.(X) + Fo(X) X Average value op™

3. A COMPUTATIONAL PROCEDURE FOR p(x)

Again letN(t),t = 0 be the renewal process haviXg, X,,... as its interarrival
times whereX; has distributionF.. Fix a positive integer and letZ,,...,Z, be
independent exponential random variables with rater/x that are also indepen-
dent of the renewal procedset

m(k) = E[ pN@t—+2d], k=1,...,r.

We propose usingm(r) to estimategp(x). To determinan(k), first condition onXy:

o« F(s
m(k)zf E[pN<Zl*~--*Zk)|X1=s]%ds
0
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Now, for a givens, let Rdenote the number of partial sunﬁil Zi,i=1,...,k that
are less than or equal ®Noting that

pmk—j) ifj<k
E[ pN@Zit 20X, =g R=j]=
and that

e (as)]
j!

k—1
1-> e
i=0

P{R=j[X,= s} =

(as)'
il

we obtain that

© k—1 k—1 o If
m<k>=J0[pEm<k—J)e“S(j.) (l Se (S)ﬂ%ds

Thus with

— 1 ” —as (OZS)j — HE—
a=— e T F(s)ds i=01,...,r,
0 H

we obtain that

k—1

1-ap+ > (pm(k—j) - Da

j=1
1-— pao

m(k) = , k=1,...,r.

That is after computing the + 1 one-dimensional integradg, j = 0,...,r, we can
recursively computen(1), thenm(2), up tom(r). Becaus&,; + --- + Z, has mean
x and variance?/r, by makingr sufficiently large m(r) should be a good approx-
imation top(x)/p.

Remarks:A similar computational procedure was developefit3ito approximate
the renewal functionFor an analytic approximation fa(x), see[4].
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