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PROOFMINING IN LP SPACES

ANDREI SIPOŞ

Abstract. We obtain an equivalent implicit characterization of Lp Banach spaces that is amenable to
a logical treatment. Using that, we obtain an axiomatization for such spaces into a higher order logical
system, the kind of which is used in proof mining, a research program that aims to obtain the hidden
computational content of mathematical proofs using tools from mathematical logic. As an aside, we obtain
a concrete way of formalizing Lp spaces in positive-bounded logic. The axiomatization is followed by a
corresponding metatheorem in the style of proof mining. We illustrate its use with the derivation for this
class of spaces of the standard modulus of uniform convexity.

§1. Introduction. Since the time of Hilbert and Bernays [12], a notable research
topic has been the search for the proper way of interfacing logic with analysis.
One of the first methods to represent real numbers in a logic in a built-in manner
was attempted in the 1960s—see, e.g., the book on continuous model theory by
Chang and Keisler [3]. Later, Ben Yaacov and others realized that the lack of
fruitful lines of research out of that logic was due to an unfortunate choice of
parameters—specifically, the truth values could vary widely along an arbitrary
compact Hausdorff space (instead of just the interval [0, 1]), while equality itself
was tightly restricted to binary values. Their efforts led to what has been called
“continuous first-order logic,” a system in which many celebrated and relatively
advanced results of 20th century model theory could be reasonably translated—
see [2] for an introduction. Another strand of developments came from Henson’s
positive-bounded logic, introduced in [9] and later shown to be largely equivalent to
continuous first-order logic. Despite this fact, due to its later exhaustive treatment
by Henson and Iovino focusing on the model-theoretic ultraproduct construction
[10], positive-bounded logic was subject to a thorough investigation from which it
resulted that, in combination with the aforementioned ultraproducts, it could be
used to prove uniformity results in nonlinear analysis and ergodic theory—see the
recent article of Avigad and Iovino [1].
What interests us here is the other known method of obtaining such results,
namely, the research program of “proof mining”—a project first suggested by G.
Kreisel in the 1950s under the name of “unwinding of proofs” and then given
maturity byU.Kohlenbach and his collaborators starting in the 1990s. Proofmining
aims to analyse existing proofs in branches of ordinary mathematics in order to
exhibit their hidden combinatorial and computational content and also to devise
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general “metatheorems” [5, 6, 13] that explain when such concrete witnesses or
bounds may be extracted from a known proof, conditional on the formalization of
the given proof inside some higher order system of arithmetic. These general results
may also specify when some parameters do not partake in the final formula—hence,
the uniformity result is implicit in the quantitative one. So far, the research has been
largely focused on nonlinear analysis and, naturally, the question of the right way of
formalizing metric or normed spaces has been raised. Fortunately, the higher order
nature of the systems with which proof mining works has provided the following
fourth solution to the problem: spaces are encoded as separate primitive types out
of which the type algebra is constructed and on which axioms like the Banach space
ones can be added as simply as in the purely arithmetic situation. A comprehensive
introduction to the theory of proof mining and its results up to 2008 is [14], while
recent surveys may be found in [15,16].
We can now ask the question of whether these proof-theoretic methods are suffi-
ciently powerful to provide us with all uniformity results given to us by the model-
theoretic properties of positive-bounded formulas. (Proof theory already had the
upper hand in the matter of being able to deal with weak forms of extensionality.)
The answer, as presented in the 2016 article of Günzel and Kohlenbach [7], is in the
affirmative. To give a rough sketch, the positive-bounded formulas are there trans-
lated into a special class of higher order formulas denoted by PBL, which are then
turned into Δ-formulas, a class of formulas which can be freely added as additional
axioms, with no negative consequences to the bound extraction procedure, as per
the classical metatheorems of proof mining. A new metatheorem is then obtained
for the classes of spaces which could be axiomatized by positive-bounded formu-
las. In addition, the treatment of a “uniform boundedness principle” tries to clarify
just what exactly is the role played by the ultraproduct construction. Examples are
given of such classes of spaces, and the translations for each set of axioms into the
higherorder languagearegiven explicitly, togetherwith theirmetatheorems.Notable
among these are the Lp and BLpLq Banach lattices, which are usually defined by a
construction, but for which axiomatic characterizations into positive-bounded logic
have been found, for the last one by Henson and Raynaud [11].
The space of p-integrable functions on a measure space (Ω,F , �)—denoted by
Lp(Ω,F , �) or simply by Lp(�)—is the Banach space built on the set of all real-
valued measurable functions f on Ω having the property that∫

Ω
|f|pd� <∞,

a set then factored by the a.e.-equality relation (which makes the canonical semi-
norm into a norm). It turns out—see [19, 21] for detailed expositions—that these
spaces can be given an implicit characterization, which resembles a bit the axiomati-
zation of BLpLq lattices which was analysed by Günzel and Kohlenbach. Notably,
and in contrast to that case, our characterization does not use at all the natural
lattice structure. What we shall do is to show how it may be modified in order to
build from it a logical system that (i) accurately represents the Lp(�) spaces rela-
tively to their standard models (Theorem 3.8); (ii) allows for a bound extraction
metatheorem (Theorem 3.10); and (iii) admits an internal proof that the standard
modulus of uniform convexity is valid for this class of spaces (Theorem 4.5).
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We shall draw, in Theorem 3.9, a similar conclusion to that of [11]: the class ofLp

spaces is axiomatizable in the language of positive-bounded logic within the class
of pure Banach spaces; therefore, obtaining a new, concrete proof of this classical
result which was previously obtained by Krivine [18] using an alternative method
of characterization and by Henson [9] using ultraproducts.
The next section runs parallel to the exposition in [14] (as updated by [7]) and
familiarizes the reader with the basic notions regarding the logical system used and
the formulation of metatheorems, adapted for the present situation. Section 3 intro-
duces and proves the essential lemmas that we use to obtain our characterization,
presents and justifies its translation into the higher order language and gives the
corresponding metatheorem. Finally, Section 4 exhibits an illustration of the use of
our axiomatization, namely, the way in which one can derive the uniform convexity
of Lp spaces, for the case p ≥ 2.

§2. Logical preliminaries. Themost powerful foundational system that has so far
been studied from the viewpoint of proof mining is the systemA� of weakly exten-
sional classical analysis in all finite types. It is created by adjoining certain choice
principles—the quantifier-free axiom schema of choice and the axiom schema of
dependent choice—to a base system of higher order arithmetic, namely, weakly
extensional classical (Peano) arithmetic in all finite types, a system that is a mod-
ification of Gödel’s System T, which is equivalent in proof-theoretic power to the
first-order theory PA. The system A� , in its turn, is of a power comparable to the
first-order, two-sorted theory usually denoted by Z2 or “full second-order arith-
metic.” A detailed presentation of it can be found in the monograph [14]. We note
in passing that it represents real numbers by functions N → N in such a way that
the usual binary relations =R and ≤R are actually expanded into purely universal
formulas, and <R into a purely existential one. However, situations like the one
happening in the usual definition of a convergent sequence, where “<ε” can be
readily substituted for “≤ε,” occur frequently, this giving us a leeway in minimizing
the complexity of the formulas under discussion.
From the way it has been built up, it is immediate that this system admits a
Gödelian functional interpretation in its bar-recursive extension devised by Spector
[23]. However, in order to be useful to actual applications, we must do slight mod-
ifications of it, as it has been done for the general logical metatheorems of proof
mining, developed by Kohlenbach [13] and by Gerhardy and Kohlenbach [5, 6].
We follow in the sequel the exposition of [14], in order to present the first such
extension, A�[X, ‖ · ‖], which allows us to speak about normed spaces.
The set of types for this system, TX , will be generated by two “primitive” types,
the type 0 of natural numbers and a new abstract typeX , representing elements from
our space, forming a free algebra with a single binary operation →, representing
function types. (We will write �(�) for � → �.) For such a type �, we define the type
�̂ by replacing all occurences of X in � by 0.

Definition 2.1. Such a type is small if it is of the form � (0) . . . (0)︸ ︷︷ ︸
n times

, where

� ∈ {0, X} and n ≥ 0.
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Definition 2.2. Such a type is admissible if it is of the form �(�n) . . . (�1), where
� ∈ {0, X}, n ≥ 0 and �1, . . . , �n are all small.

Clearly, all small types are admissible.
Also, we add new constants for the various operations common to normed spaces,
i.e., 0X and 1X of type X , +X of type X (X )(X ), −X of type X (X ), ·X of type
X (X )(1) (where 1 = 0(0) is the type of real numbers) and ‖ · ‖X of type 1(X ). We
allow infix notation and the “syntactic sugar” of writing x −X y for x +X (−Xy).
Finally, we add the following axioms:

1. the equational, and hence purely universal, axioms for vector spaces;
2. ∀xX (‖x −X x‖X =R 0R);
3. ∀xXyX (‖x −X y‖X =R ‖y −X x‖X );
4. ∀xXyX zX (‖x −X z‖X ≤R ‖x −X y‖X +R ‖y −X z‖X );
5. ∀α1xXyX (‖αx −X αy‖X =R ‖α‖R ·R ‖x −X y‖X ;
6. ∀α1�1xX (‖αx −X �x‖X =R |α −R � |R ·R ‖x‖X ;
7. ∀xX∀yX∀uX∀vX (‖(x+X y)−X (u+X v)‖X ≤R ‖x−X u‖X +R ‖y−X v‖X );
8. ∀xXyX (‖(−Xx)−X (−Xy)‖X =R ‖x −X y‖X );
9. ∀xXyX (|‖x‖X −R ‖y‖X |R ≤R ‖x −X y‖X );
10. ‖1X‖X =R 1R.

Note that the equality relation xX =X yX which is necessarily used in the expres-
sion of the vector space axioms is syntactically defined as ‖x −X y‖X =R 0R. We
define the equality for higher types as in the system A� , as extensional equality
reducible to =0 and =X .
An issue when adding new constant symbols is their extensionality—roughly, as
the base system admits only a quantifier-free rule of extensionality, it is not clear
that for a new function symbol f that is added to the system (e.g., +X or −X from
the above) one can prove in the new system a statement of the form

∀x1 · · · ∀xn∀y1 · · · ∀yn
(∧
i

xi = yi → f(x1, . . . , xn) = f(y1, . . . , yn)
)
.

Some axioms above, like the eighth one, are written in this way purely to minimize
the effort in writing such an extensionality proof; the rest of them yield it more
readily in their classical forms. The result is that all new function symbols are
provably extensional. The last axiom was originally added solely to ensure the non-
triviality of the formalized space, but, as we shall see later, we can make good use
of it in bounding some quantities that will appear in the axioms we propose.
In order to formalize the fact that the space is Banach, i.e., its completeness, the
following is done (see [14, pp. 432–434]). We first note that the following operation
on X -valued sequences is term-definable in the system:

x̂n :=

{
xn, if, for all k < n, [ ̂dX (xk, xk+1)](k + 1) <Q 6 · 2−k−1,
xk, where k < n is least such that [ ̂dX (xk, xk+1)](k + 1) ≥Q 6 · 2−k−1

where we have used explicitly the encoding of reals as functions. The operation
above transforms a sequence into a Cauchy one of prescribed rate 2−n+3. We now
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add a new constant C of type X (X (0)), used to assign the limit to such sequences.
This is enforced by the following additional axiom:

∀xX (0)∀k0(dX (C (x), x̂k) ≤R 2−k+3).

We have therefore obtained the system A�[X, ‖ · ‖, C], formalizing Banach spaces.
We say that a formula in our language is a ∀-formula (resp. an ∃-formula) if it is
formed by adjoining a list of universal (resp. existential) quantifiers over variables
of admissible types to a quantifier-free formula.
Now, if (X, ‖‖) is a Banach space, we define a canonical associated set-theoretic
model S�,X = {S�}�∈TX in all finite types by putting S0 := N, SX := X and
S�(�) := SS�

� (i.e., the set-theoretic Hom-set), assigning to any language constant its
standard value, except for 1X , which can take any value of norm 1—this is why we
said “a” set-theoretic model. In order to define e.g., the norm function, one assigns
to each real a type-1 functional (obviously non-effectively), as described by [14,
Definition 17.7]. Also, we say that a sentence of our logical language is modeled by
such a pair (X, ‖‖) iff it is satisfied in the usual Tarskian sense by all the possible
models associated with it (i.e., regardless of the exact value of 1X , which, however,
makes the tenth axiom to be satisfied in this sense).
There is another relevant model associated with this kind of logical system.
In order to introduce it, we define, for each � ∈ TX , the majorization relation
��⊆ S�̂ × S� , inductively, as follows:
x∗ �0 x :⇔ x∗ ≥ x,
x∗ �X x :⇔ x∗ ≥ ‖x‖,
x∗ ��(�) x :⇔ ∀y∗, y(y∗ �� y→x∗y∗ �� xy)∧∀y∗, y(y∗ ��̂ y→x∗y∗ ��̂ x∗y).
We can now define the model of hereditarily strongly majorizable functionals,
M�,X = {M�}�∈TX , by:

M0 := N,

MX := X,

M�(�) := {x ∈ MM�
� | exists x∗ ∈ MM�̂

�̂ such that x∗ ��(�) x}.
One of the main uses of this majorizable model arises from the fact that, unlike
the standard model, it is a model of bar recursion, which is needed in the current
state of the art to interpret the principle of dependent choice. Therefore, the proof of
the general logical metatheorems involves some constant juggling between the two
models (see [14, pp. 421–428]). As a consequence, the kind of sentences that one
may freely add as axioms will be restricted here not only by the logical complexity,
but also by the types involved. Here we see how the admissible types come into
play—for such a type �, it is the fact (see [7, Lemma 5.7]) thatM� ⊆ S� . This
justifies the following definition.

Definition 2.3. We say that a formula in our system is a Δ-sentence if it is of the
following form:

∀a	∃b
 
 ra∀c�B0(a, b, c),
where underlined letters represent tuples of variables or types, B0 is quantifier-free
and devoid of any additional variables, r is a term tuple of the appropriate type, 	,

https://doi.org/10.1017/jsl.2019.55 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2019.55


PROOFMINING IN LP SPACES 1617


, � are tuples of admissible types, and is syntactic sugar for the following family
of binary relations:

x 0 y :≡ x ≤ y,
x X y :≡ ‖x‖ ≤ ‖y‖,
x �(�) y :≡ ∀z�(x(z) � y(z)).

Definition 2.4. The Skolem normal form of a Δ-sentence written as above is:

∃B
(	) 
(	) r∀a	∀c�B0(a,Ba, c).
Notation 2.5. If Δ is a set of Δ-sentences, we denote by Δ̃ the set of the Skolem
normal forms of the sentences in the set Δ.

Theorem 2.6 ([7, Lemma 5.11]). Let (X, ‖‖) be a Banach space, S�,X andM�,X

be models associated with it as above. Let Δ be a set of Δ-sentences. Suppose that
S�,X |= Δ. ThenM�,X |= Δ̃.
The following result is the appropriate modification for our case of [7, Theorem
5.13 and Corollary 5.14], i.e., a logical metatheorem for Banach spaces endowed
with additional Δ-axioms.

Theorem 2.7. Let � ∈ TX be an admissible type. Let B∀(x, u) be a ∀-formula with
at most x, u free and C∃(x, v) an ∃-formula with at most x, v free. Let Δ be a set of
Δ-sentences. Suppose that:

A�[X, ‖ · ‖, C] + Δ � ∀x�(∀u0B∀(x, u)→ ∃v0C∃(x, v)).

Then one can extract a partial functionalΦ : S�̂ ⇀ N, whose restriction to the strongly
majorizable functionals of S�̂ is a bar-recursively computable functional ofM�, such
that for all Banach spaces (X, ‖‖) having the property that any associated set-theoretic
model of it satisfies Δ, we have that for all x ∈ S� and x∗ ∈ S�̂ such that x∗ �� x,
the following holds:

∀u ≤ Φ(x∗)B∀(x, u)→ ∃v ≤ Φ(x∗)C∃(x, v).

In addition:

1. If �̂ is equal to 1, then Φ is total.
2. All variables may occur as finite tuples satisfying the same restrictions.
3. If the proof in the system above proceeds without the use of the axiom of depen-
dent choice, one can use solely the set-theoretical model S�,X , without any
restriction to the majorizable functionals, andΦ is then a total computable func-
tional which is higher order (i.e., in the sense of Gödel ) primitive recursive. Also,
the additional restriction imposed on � is no longer necessary.

§3. The Δ-axiomatization of Lp(�) Banach spaces. The goal of this section is to
describe an extension of the theory in the previous section, one that can formalize the
concept of an Lp(�) Banach space. Since such spaces are usually defined explicitly,
as equivalence classes of p-integrable real-valued functions on a measurable space,
it is clear that an implicit characterization is needed. Such a characterization in
terms of the natural lattice structure of Lp(�) spaces was used in [7] in order to
provide a logical metatheorem for this class of spaces. For our use, however, it is
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more helpful to use the following characterization, for which references are [19,21]
and which uses solely the Banach space structure. In the sequel, we shall denote by
Rnp the Euclidean vector space R

n endowed with the standard p-norm.

Definition 3.1. LetX andY be linearly isomorphic Banach spaces. TheBanach-
Mazur distance between X and Y is

d (X,Y ) := inf{‖T‖‖T−1‖ | T is a linear isomorphism between X and Y}.
Definition 3.2. Let p,  > 1.We say that a Banach spaceX is anLp, space if for
each finite dimensional subspace Y of X there exists a finite dimensional subspace
Z of X such that Y ⊆ Z and d (Z,RdimR Z

p ) ≤ .
Theorem 3.3 ([20,24]). Let p > 1. A Banach space X is isometric to some Lp(�)
space iff for all ε > 0, X is an Lp,1+ε space.
In order to obtain an axiomatization that is amenable to a logical treatment in
the spirit of the previous section, we shall modify the above characterization in
order to add more quantitative information. The first, crucial step is the following
lemma.

Lemma 3.4. Let X be the Lp space on a measure space (Ω,F , �). Then, for all
x1,. . . , xn in X of norm at most 1, and for all N ∈ N≥1, there is a subspace C ⊆ X
and y1,. . . , yn in C such that C is of dimension at most (2nN +1)n, it is isometric to
RdimR C
p and for all i , ‖xi − yi‖ ≤ 1

N .

The above lemma, although with a bound having a more convoluted expression,
may be obtained as an immediate consequence of [22, Theorem 2.1]. Later in that
same article (see [22, p. 269]) a proof which yields a bound of (2n(n + 1)N)n is
briefly sketched. In order to obtain our bound, we present the following simplified
proof which uses an argument adapted from the proof of [11, Proposition 3.7].

Proof of Lemma 3.4. For anyf : Ω→ R, we denote by |f| : Ω→ R the function
defined, for all � ∈ Ω, by |f|(�) := |f(�)|.
We fix from the beginning some representatives for x1,. . . , xn, denoting them by
the same designators, and we note that all constructions below will be well-defined
w.r.t. the a.e.-equality equivalence relation. We set ϕ :=

∑n
j=1 |xj | and, for each

i ∈ {1, . . . , n} and k ∈ {0, . . . , nN − 1}:

Ai,k :=
{
� ∈ Ω | k

nN
ϕ(�) < |xi(�)| ≤ k + 1

nN
ϕ(�)

}
,

Ai,k,+ := {� ∈ Ai,k | xi(�) > 0}, Ai,k,− := {� ∈ Ai,k | xi(�) < 0},
Ai,⊗ := {� ∈ Ω | xi(�) = 0}.

Clearly, for all i , we have that Ω =
⋃nN−1
k=0 (Ai,k,+ ∪ Ai,k,−) ∪ Ai,⊗ and this is a

disjoint union in all of its components.

For each i , put yi :=
∑nN−1
k=0

k
nN (�Ai,k,+ − �Ai,k,−) · ϕ. Let i ∈ {1, . . . , n} and

� ∈ Ω be such that xi(�) > 0. Then, by the above, there is a unique k0 such
that � ∈ Ai,k0,+ and there is not any k such that � ∈ Ai,k,−. Therefore, yi (�) =
k0
nN · ϕ(�). As � ∈ Ai,k0 ,+, xi(�) ≤ k0+1

nN ϕ(�), so xi(�) − yi(�) ≤ ϕ(�)
nN . Since

we also have that xi(�) > k0
nN ϕ(�) = yi (�) (so xi(�) − yi (�) > 0), we get that
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|xi(�)− yi(�)| ≤ ϕ(�)
nN . Analogously, we might prove this result for xi(�) = 0 and

xi(�) < 0. We have therefore established that for all i , |xi −yi | ≤ 1
nN ·ϕ. From that

we get that for all i ,

‖xi − yi‖ ≤ 1
nN

· ‖ϕ‖ ≤ 1
nN

n∑
j=1

‖xj‖ ≤ 1
N
.

Returning to the disjoint union from before, we remark that, for different i ’s,
those sets might overlap. Therefore, for each l : {1, . . . , n} → (({0, . . . , nN − 1} ×
{+,−}) ∪ {⊗}), set:

Bl :=
n⋂
i=1

Ai,l(i)

so
Ω =

⋃
l

Bl

is a disjoint union. For each such l , of which there are (2nN + 1)n, set now:

zl := �Bl · ϕ.
We have, then, for each i , that

yi =
nN−1∑
k=0

k

nN
(�Ai,k,+ − �Ai,k,−) · ϕ

=
nN−1∑
k=0

k

nN

⎛⎝ ∑
l(i)=(k,+)

�Bl −
∑

l(i)=(k,−)
�Bl

⎞⎠ · ϕ

=
nN−1∑
k=0

k

nN

⎛⎝ ∑
l(i)=(k,+)

zl −
∑

l(i)=(k,−)
zl

⎞⎠ ,
i.e., a linear combination of zl ’s.
Let D be the set of all l ’s such that zl �= 0. We take C to be the space spanned
by all the zl ’s with l ∈ D. It clearly contains, by the above, all the yi ’s and is of
dimension at most (actually, equal, as we shall see) the cardinality of D, which is
in turn at most (2nN + 1)n. It remains to show that it is isometric to RDp . If l ∈ D,
then:

0 �= ‖zl‖ =
(∫
Ω
|zl |pd�

) 1
p

=
(∫
Bl

|ϕ|pd�
) 1
p

.

We can now show that the linear map f : RDp → C , defined on the standard basis
vectors by f(el ) := 1

‖zl‖ · zl is an isometry. Let v ∈ RDp , so there exist (l )l∈D such
that v =

∑
l∈D l el . Then we have that:

‖f(v)‖ =
∥∥∥∥∥∑
l∈D

l
‖zl‖ · zl

∥∥∥∥∥
=

(∫
Ω

∣∣∣∣∣∑
l∈D

l
‖zl‖ · �Bl · ϕ

∣∣∣∣∣
p

d�

) 1
p
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=

(∑
l∈D

∫
Bl

∣∣∣∣ l‖zl‖
∣∣∣∣p · |ϕ|p d�

) 1
p

(as the Bl ’s are disjoint)

=

(∑
l∈D

∣∣∣∣ l‖zl‖
∣∣∣∣p ∫

Bl

|ϕ|p d�
) 1
p

=

(∑
l∈D

|l |p
) 1
p

=

∥∥∥∥∥∑
l∈D
l el

∥∥∥∥∥
= ‖v‖,

and we are done. �
Lemma 3.5. The statement of Lemma 3.4 is still valid if we require that all yi ’s are
of norm at most 1 and we allow for C to be of dimension at most (4nN + 1)n.

Proof. WeapplyLemma3.4 for ourxi ’s, butwithN replaced by 2N .We therefore
obtain a subspace C ⊆ X and y′1,. . . , y′n in C such that C is of dimension at most
(4nN + 1)n, it is isometric to RdimR C

p and for all i , ‖xi − y′i ‖ ≤ 1
2N . For each i ,

if ‖y′i‖ ≥ 1, set yi := y′i
‖y′i ‖ , else put yi := y

′
i . For the “unmodified” yi ’s, clearly

‖xi − yi‖ ≤ 1
N . The others are certainly still in C , so we must only show for them

that ‖xi − yi‖ ≤ 1
N .

Set αi := 1
‖y′i ‖ . Since ‖y

′
i‖ ≤ ‖xi‖+ ‖y′i − xi‖ ≤ 1 + 1

2N , we get that
1−αi
αi

≤ 1
2N ,

so:

‖xi − yi‖ = ‖xi − αiy′i‖ ≤ ‖xi − y′i‖+ ‖y′i − αiy′i ‖ ≤ 1
2N
+ (1 − αi)‖y′i‖

=
1
2N
+
1− αi
αi

≤ 1
N
,

and we are done. �
Lemma 3.6. Let X be a Banach space that satisfies the conclusion of the statement
of Lemma 3.5. Then, for all x1,. . . , xn in X of norm exactly 1, and for all N ∈ N≥1,
there is a subspace C ⊆ X and y1,. . . , yn of norm exactly 1 in C such that C is
isometric to RdimR C

p and for all i , ‖xi − yi‖ ≤ 1
N .

Proof. Let x1,. . . , xn in X of norm exactly 1, and N ∈ N≥1. We apply our
hypothesis (i.e., the conclusion of Lemma 3.5) for these xi ’s and we setN to be 2N .
We therefore obtain a subspace C ⊆ X and y′1,. . . , y′n in C of norm at most 1 such
thatC is of dimension at most (8nN +1)n (note that we no longer care about this),
it is isometric to RdimR C

p and for all i , ‖xi − y′i‖ ≤ 1
2N . For each i , we have that

1 = ‖xi‖ ≤ ‖y′i‖+‖xi−y′i‖ ≤ ‖y′i‖+ 1
2N , fromwhich we get that ‖y′i‖ ≥ 1− 1

2N > 0.
We may therefore set αi := 1

‖y′i ‖ and yi := αiy
′
i . Those vectors are of norm 1 and

still in C , so what remains to be shown is that for each i , ‖xi − yi‖ ≤ 1
N .
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For each i , ‖y′i‖ ≤ 1, so αi − 1 ≥ 0. Then from the relation ‖y′i‖ ≥ 1 − 1
2N

obtained above, we get that αi−1αi ≤ 1
2N , so:

‖xi − yi‖ = ‖xi − αiy′i‖ ≤ ‖xi − y′i‖+ ‖y′i − αiy′i‖ ≤ 1
2N
+ (αi − 1)‖y′i‖

=
1
2N
+
αi − 1
αi

≤ 1
N
. �

We may now state the result that we were striving for.

Theorem 3.7. Let p > 1. A Banach space X is isometric to some Lp(�) space iff
for all x1,. . . , xn in X of norm at most 1 and for all N ∈ N≥1, there is a subspace
C ⊆ X and y1,. . . , yn in C of norm at most 1 such that C is of dimension at most
(4nN + 1)n, it is isometric to RdimR C

p and for all i , ‖xi − yi‖ ≤ 1
N .

Proof. The “only if” direction is simply Lemma 3.5.
To prove the “if” direction, we first apply Lemma 3.6 and then use the pertur-
bation argument laid out in [21, p. 198] to infer that the space under discussion is
actually a Lp,1+ε space for all ε > 0, so that we may finish the equivalence proof by
applying Theorem 3.3. In the following, for the sake of self-containedness, we detail
this perturbation argument.
By Lemma 3.6, we know that for all x1,. . . , xn inX of norm exactly 1, and for all
N ∈ N≥1, there is a subspaceC ⊆ X and y1,. . . , yn of norm exactly 1 inC such that
C is isometric to RdimR C

p and for all i , ‖xi − yi‖ ≤ 1
N . It is now sufficient to prove

that for all ε > 0 and all finite-dimensional Y ⊆ X there is a finite-dimensional
Z ⊆ X with Y ⊆ Z and there is a linear isomorphism T : RdimR Z

p → Z with
‖T‖‖T−1‖ ≤ 1 + ε.
Let ε > 0 and let Y be a finite-dimensional subspace of X . Take x1,. . . , xn of
norm exactly 1 that form a basis for Y . Since all norms on a finite-dimensional
space are equivalent, we have that there is a K ≥ 1 such that for all families of
scalars (i),

K−1 max
i

|i | ≤
∥∥∥∥∥∑
i

ixi

∥∥∥∥∥ ≤ K max
i

|i |.

Set 	 := ε
2+ε , so 	 ∈ (0, 1) and 1+	1−	 = 1 + ε. Take N ∈ N such that 1N ≤ 	

2nK .
Then there is a subspace C ⊆ X and y1,. . . , yn of norm exactly 1 in C such that
C is isometric to RdimR C

p and for all i , ‖xi − yi‖ ≤ 	
2nK . Then, using the triangle

inequality and thatK ≥ 1 and 	 < 1, we get that for all families of scalars (i),

(2K)−1 max
i

|i | ≤
∥∥∥∥∥∑
i

iyi

∥∥∥∥∥ ≤ 2K max
i

|i |.

From this it follows that the yi ’s are linearly independent. Therefore, one can use
the Hahn–Banach theorem on the subspace of C generated by the yi ’s to obtain n
continuous linear functionals on X , x∗1 ,. . . , x

∗
n , such that for each i , ‖x∗i ‖ ≤ 2K

and for each i and j, x∗i (yj) = 	ij . Define now the operator U : C → X , for all
h ∈ C , by:

U (h) := h +
∑
i

x∗i (h)(xi − yi ).
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Set Z to be the image of U , so Z is finite-dimensional. Since, clearly, for all i ,
U (yi ) = xi , Y ⊆ Z. Set now m := dimRC and let V : Rmp → C be an
isometry. Then {UV (e1), . . . , UV (em)} span Z, so there are i1, . . . , il such that
{UV (ei1 ), . . . , UV (eil )} is a basis for Z. If we identify the vector space spanned by
{ei1 , . . . , eil } with Rlp, we may take T to be the restriction ofUV to this space. Then
T is a linear isomorphism from RdimR Z

p to Z and a simple calculation that uses the
definition of U shows that ‖T‖ ≤ 1 + 	 and ‖T−1‖ ≤ 1

1−	 , so ‖T‖‖T−1‖ ≤ 1+	
1−	 =

1 + ε. �
The advantage of the condition obtained in the above theorem is that it is both
intrinsic and quantitative, therefore amenable to a logical axiomatization.
Table 1 shows one such axiomatization (into a crude first-order-like language),
i.e., the characterization of the space is expressed by the simultaneous validity of
all An,N sentences. With that in mind, by closely examining the formulas, one can
easily see that they represent a straightforward translation of the condition from
before.
Table 2, where we have used some of the notations from [7, Definitions 7.9 and
7.10], shows how one may translate the infinite family of axioms An,N into the one
axiom B which is, like the one in [7], representable as a Δ-sentence. Let us see some
details of the translation. Firstly, we remark that the operation ṽ := v

max{‖v‖,1}
that we used excused us from writing the antecedent of An,N . Then we see that by
substituting into �m(z) all i ’s with 0, except for one which we set to 1, we obtain
the fact that all zi ’s are of norm one. We have also postulated that all yk ’s are of
norm at most 1. Thus, if we have, as in �′

m,n(y, z), that for a given k:

yk =
m∑
i=1

izi ,

the formula �m(z) tells us further that:

1 ≥ ‖yk‖ ≥
∥∥∥∥∥
m∑
i=1

izi

∥∥∥∥∥ =
(
m∑
i=1

|i |p
) 1
p

,

Table 1. A first axiomatization.

�m(z) := ∀a
(∥∥∑m

i=1 aizi
∥∥ = (∑m

i=1 |ai |p
) 1
p

)
�′
m,n(y, z) :=

∧n
k=1

(∃ (yk =∑m
i=1 izi

))
�′′
n,N (x, y) :=

∧n
k=1

(‖xk − yk‖ ≤ 1
N+1 ∧ ‖yk‖ ≤ 1)

ϕn,m,N (x) := ∃y∃z (�m(z) ∧ �′
m,n(y, z) ∧�′′

n,N (x, y)
)

φn,N (x) :=
∨
0≤m≤(4nN+1)n ϕn,m,N (x)

An,N := ∀x ((∧nk=1 ‖xk‖ ≤ 1)→ φn,N (x))
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Table 2. The Δ-axiomatization.

�(m, z) := ∀a1(0)
(∥∥∑m

i=1 |a(i)|R ·X z(i)
∥∥ =R

(∑m
i=1 |a(i)|pR

)1/p)
�′(m, n, y, z, ) := ∀k 0 (n − 1)

(
y(k + 1) =X

∑m
i=1 (k + 1, i) ·X z(i)

)
�′′(n,N, x, y) := ∀k 0 (n − 1)(∥∥∥ ˜x(k + 1)− y(k + 1)

∥∥∥ ≤R
1
N ∧ ‖y(k + 1)‖ ≤R 1

)
ϕ(n,m,N, x, y, z, ) := �(m, z) ∧�′(m, n, y, z, ) ∧ �′′(n,N, x, y)

B := ∀n0, N 0 ≥ 1∀xX (0)∃y, z X (0) 1X (0)∃1(0)(0) ∈ [−1, 1]
∃m 0 (4nN + 1)nϕ(n,m,N, x, y, z, )

fromwhich we get that each such i is in the interval [−1, 1]. These results allow us to
correspondingly bound the y, the z and the  (which are now properly functionals)
in the axiomB. In the process, we have used (cf. [14, p. 93] and [7, Definition 7.9.2])
the notation

∃1(0)(0) ∈ [−1, 1]
for

∃ 1(0)(0) k, i.(n.j(2n+3 + 1, 2n+2 − 1)).
Another such bounding comes from the (4nN + 1)n established before (i.e., here
it matters that the characterization is quantitative), which helped us eliminate the
potentially infinite disjunction in Table 1 (where such constraints were not yet
relevant) and the unbounded existential quantifier in Table 2 (which would have
hindered us in presenting the axiom B as a Δ-sentence). As a curiosity, we note
that choosing to present B as a single axiom and not as an infinite schema like in
Table 1, i.e., taking advantage of the arithmetic already present in the framework,
adds a bit of strength to the system, given the fact that we do not work here with
any sort of �-rule.
We denote byA�[X, ‖ · ‖, C, Lp] the extension of the systemA�[X, ‖ · ‖, C] by the
constant cp of type 1, together with the axiom 1R ≤R cp and the axiom B from
above. From the above discussion, the following soundness theorem holds.

Theorem 3.8 (cf. [7, Propositions 3.5 and 7.12]). Let X be a Banach space and
p ≥ 1. Denote by S�,X its associated set-theoretic model and let the constant cp in
our extended signature take as a value the canonical representation of the real number
p. Then S�,X is a model ofA� [X, ‖ ·‖, C, Lp] iff X is isomorphic to someLp(Ω,F , �)
space.

In a parallel way to the one suggested in [11], by some similar arguments to the
ones used above to construct the required higher order system, one could perform
reasonable transformations to the formulas in Table 1, obtaining a new, concrete
proof of the following classical result of Krivine and Henson.

Theorem 3.9. The subclass of Banach spaces which are isomorphic to spaces of
the form Lp(�) is axiomatizable in positive-bounded logic.
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Analogously to the treatment done in [7] for the classes of Banach lattices, we
may now state the corresponding metatheorem for the system devised above (cf. [7,
Theorems 5.13 and 7.13]).

Theorem 3.10 (Logical metatheorem for Lp(�) Banach spaces). Let � ∈ TX be
an admissible type. Let B∀(x, u) be a ∀-formula with at most x, u free and C∃(x, v)
an ∃-formula with at most x, v free. Let Δ be a set of Δ-sentences. Suppose that:

A� [X, ‖ · ‖, C, Lp] + Δ � ∀x�(∀u0B∀(x, u)→ ∃v0C∃(x, v)).

Then one can extract a partial functionalΦ : S�̂ ⇀ N, whose restriction to the strongly
majorizable functionals of S�̂ is a bar-recursively computable functional ofM�, such
that for all Lp(�) Banach spaces (X, ‖‖) having the property that any associated
set-theoretic model of it satisfies Δ, we have that for all x ∈ S� and x∗ ∈ S�̂ such that
x∗ �� x, the following holds:

∀u ≤ Φ(x∗)B∀(x, u)→ ∃v ≤ Φ(x∗)C∃(x, v).

All the additional considerations from Theorem 2.7 also apply here.

Proof. This theorem extends Theorem 2.7. The two additional axioms are Δ-
axioms, and the constant cp is majorized (as in [14, Lemma 17.8]) by M (b) :=
n.j(b2n+2, 2n+1 − 1), where j is the Cantor pairing function and b ∈ N such that
b ≥ p (e.g., b := �(cp(0))Q� + 1). We note that the Φ depends on p only via this
upper bound b. �

§4. The derivation of the modulus of uniform convexity. The axiomatization that
we have just obtained has, essentially, the form of a comparison principle with
respect to the p-normed Euclidean spaces. This suggests that it may be particularly
application friendly. Let us see why this is the case. Suppose that we have an existing
mathematical theorem regarding Lp spaces. The particularization of the proof to
the Euclidean case is likely to be easily derivable in our higher systems of arithmetic
(with the possible addition of universal lemmas), since statements about integrals
are reduced to statements about sums and powers of real numbers. The second step
would be to translate the result along the ε-close approximation of our characteri-
zation, a translation involving a sequence of boundings which is likely to leave the
original statement intact if it is well-behaved enough. We shall now illustrate this
general strategy on a classical result on Lp spaces.
Uniform convexity is a fundamental notion in the theory of Banach spaces,
introduced by Clarkson [4] in 1936. As per [7, Section 6.4], the property can be
formalized as:

∀k0∃n0∀x1, x2 X 1X
(∥∥∥∥12(x1 + x2)

∥∥∥∥ ≥ 1− 2−n → ‖x1 − x2‖ < 2−k
)
.

and it is suitable for bound extraction. We note that, in the above statement, like in
the definition of the convergence of a sequence, a bound (for n, in this case) is also
a witness. Also, with the logical issues now resolved, we note that, for the ease of
understanding, we shall work with ε-style characterizations. Therefore, following
[17, Section 2.1], we define a modulus of uniform convexity for a Banach space to
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be a function � : (0, 2] → (0,∞) such that for any ε > 0 and any x1 and x2 with
‖x1‖ ≤ 1, ‖x2‖ ≤ 1 and ‖x1 − x2‖ ≥ ε, we have that∥∥∥∥12(x1 + x2)

∥∥∥∥ ≤ 1− �(ε).

We make the observation that what is usually called “the” modulus of uniform
convexity of a space is the “optimal” such modulus, i.e., for each ε > 0 we take as
�(ε) the greatest value of 	 that works for all suitable x1, x2, i.e., the minimum of
the expression 1− ∥∥ 1

2 (x1 + x2)
∥∥. The goal of this section is to derive a modulus of

uniform convexity forLp(�) spaces using only the axiomatization established in the
previous section. We will consider, for simplicity, p ≥ 2, i.e., we add the additional
admissible axiom 2 ≤R cp to our system. For this case, the modulus of uniform
convexity was already computed by Clarkson (see [4, p. 403]) and later shown to be
optimal by Hanner [8, Theorem 2].
We begin with some results of real analysis. The following lemma and corollary
are standard in the literature.

Lemma 4.1. For all x1, x2 ≥ 0, xp1 + xp2 ≤ (x21 + x22)p/2.
Proof. The case x2 = 0 is clear. If x2 �= 0, we can divide by xp2 and we notice
that we only have to prove that for all t ≥ 0, tp + 1 ≤ (t2 + 1)p/2. Consider the
function f : R → R, defined, for all t, by f(t) := (t2 + 1)p/2 − tp − 1. Since
f′(t) = p

2 (t
2 + 1)(p/2)−1 · 2t − pt−1 ≥ ptp−2 · t − ptp−1 = 0 and f(0) = 0, we

obtain that for all t, f(t) ≥ 0, and hence the conclusion. �
Corollary 4.2. For all a, b ∈ R,

∣∣ a+b
2

∣∣p + ∣∣ a−b
2

∣∣p ≤ 1
2 (|a|p + |b|p).

Proof. We substitute into the above lemma x1 :=
∣∣ a+b
2

∣∣ and x2 := ∣∣ a−b
2

∣∣. Since∣∣ a+b
2

∣∣2 + ∣∣a−b
2

∣∣2 = 1
2 (a

2 + b2), we obtain that:∣∣∣∣a + b2
∣∣∣∣p + ∣∣∣∣a − b2

∣∣∣∣p ≤ (
1
2
(a2 + b2)

)p/2
≤ 1
2
((a2)p/2 + (b2)p/2)

=
1
2
(|a|p + |b|p),

where the last inequality follows from the convexity of the function t �→ tp on
(0,∞), for any p ≥ 2. �
Set, now, for all a, d ∈ (0, 1), 
(a, d ) := a − (1− ((1 − ap)1/p + d )p)1/p.
Lemma 4.3. For all a, d ∈ (0, 1) with d < 1 − (1 − ap)1/p, 
(a, d ) is defined and
strictly positive.

Proof. For the first part, we see that the condition implies that

(1− ap)1/p + d < 1,
so

1− ((1− ap)1/p + d )p ≥ 0,
which is what we need for the last 1/p’th power in the definition of 
(a, d ) to make
sense.
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For the second part, since d > 0, we have that (1− ap)1/p < (1− ap)1/p + d , so
1− ap < ((1− ap)1/p + d )p.

From that we successively obtain:

ap > 1− ((1− ap)1/p + d )p,
a > (1− ((1− ap)1/p + d )p)1/p,
a − (1− ((1− ap)1/p + d )p)1/p > 0. �

Lemma 4.4. For all a, d ∈ (0, 1) with d < 1− (1− ap)1/p and all 	 ∈ (0, 
(a, d )),
we have that:

(1− (a − 	)p)1/p ≤ (1− ap)1/p + d.
Proof. Clearly 
(a, d ) < a, so (a − 	)p is well-defined. Now, since

	 ≤ a − (1− ((1 − ap)1/p + d )p)1/p,
we obtain, successively, that

a − 	 ≥ (1− ((1 − ap)1/p + d )p)1/p,
(a − 	)p ≥ 1− ((1− ap)1/p + d )p,
1− (a − 	)p ≤ ((1− ap)1/p + d )p,
(1− (a − 	)p)1/p ≤ (1− ap)1/p + d. �

Note that the statements of Corollary 4.2 and Lemma 4.4 are universal and
therefore it is admissible to add them as supplementary axioms—denote them by
C1 and C2. These statements, although provable in our higher typed system, do
not contribute to any information that might be extracted out of a proof—this is
why we may use them freely, with no concern for their origin. In addition, they
refer only to real numbers, not to any abstract types, therefore their presence does
not bias our effort to prove the suitability of our axiomatization. The conclusion
of our enterprise, the modulus of uniform convexity, would also transform the
convexity statement into such a universal sentence, which concerns abstract types
and which could therefore only afterwards be added to the system in order to
analyze a subsequent proof. That being said, we are now in a position to state the
main theorem of this section.

Theorem 4.5. Provably in the system A�[X, ‖ · ‖, C, Lp] + {2 ≤R cp;C1;C2}, the
function � : (0, 2]→ (0,∞), defined, for any ε > 0, by �(ε) := 1 − (1 − ( ε2 )p)1/p, is
a modulus of uniform convexity.

Proof. Let ε > 0. Take x1, x2 ∈ X with ‖x1‖, ‖x2‖ ≤ 1 and ‖x1 − x2‖ ≥ ε.
Let c ∈ (0, 1) such that c < 1−

(
1− (

ε
2

)p)1/p
, so that 


(
ε
2 ,
c
2

)
is well-defined. Set

	 := min
{
c
2 ,

( ε2 ,

c
2 )
2

}
. Take y1, y2, z1, . . . , zm like in our axiomatization (e.g., from

Table 1) such that for all k ∈ {1, 2},
‖xk − yk‖ ≤ 	, ‖yk‖ ≤ 1.

https://doi.org/10.1017/jsl.2019.55 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2019.55


PROOFMINING IN LP SPACES 1627

Write now:

y1 =
m∑
i=1

izi , y2 =
m∑
i=1

�izi .

We have that∥∥∥∥y1 + y22
∥∥∥∥p + ∥∥∥∥y1 − y22

∥∥∥∥p =
∥∥∥∥∥
m∑
i=1

i + �i
2
zi

∥∥∥∥∥
p

+

∥∥∥∥∥
m∑
i=1

i − �i
2
zi

∥∥∥∥∥
p

=
m∑
i=1

(∣∣∣∣i + �i2

∣∣∣∣p + ∣∣∣∣i − �i2

∣∣∣∣p)

≤ 1
2

m∑
i=1

(|i |p + |�i |p)

=
1
2
(‖y1‖p + ‖y2‖p)

≤ 1.
Assume that ‖y1 − y2‖ ≥ �. Then we get that∥∥∥∥y1 + y22

∥∥∥∥ ≤
(
1−

(�
2

)p)1/p
.

Incidentally, what we have shown above is the validity of � as a modulus of uniform
convexity for the Rmp spaces (with p ≥ 2).
Note that:

ε ≤ ‖x1 − x2‖ ≤ ‖x1 − y1‖+ ‖y1 − y2‖+ ‖y2 − x2‖ ≤ ‖y1 − y2‖+ 2	
and hence we may take � := ε − 2	 > 0 (since 	 < 
( ε2 , c2 ) < ε

2 ). We have obtained
that ∥∥∥∥y1 + y22

∥∥∥∥ ≤
(
1−

(ε
2
− 	

)p)1/p
.

On the other hand,

‖x1 + x2‖ ≤ ‖y1 + y2‖+ ‖(x1 + x2)− (y1 + y2)‖
≤ ‖y1 + y2‖+ ‖x1 − y1‖+ ‖x2 − y2‖ ≤ ‖y1 + y2‖+ 2	,

so ∥∥∥∥x1 + x22

∥∥∥∥ ≤
∥∥∥∥y1 + y22

∥∥∥∥+ 	 ≤ (
1−

(ε
2
− 	

)p)1/p
+ 	.

Since 0 < 	 < 
( ε2 ,
c
2 ), we have that(
1−

(ε
2
− 	

)p)1/p
≤
(
1−

(ε
2

)p)1/p
+
c

2
.

Also, we know that 	 ≤ c
2 , so we finally obtain that∥∥∥∥x1 + x22

∥∥∥∥ ≤
(
1−

(ε
2

)p)1/p
+ c.
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Now, since c could be chosen arbitrarily close to 0, we may prove in our system
that ∥∥∥∥x1 + x22

∥∥∥∥ ≤
(
1−

(ε
2

)p)1/p
,

showing, indeed, that � is a modulus of uniform convexity. �
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[22] A. Pe�lczyński andH. P.Rosenthal, Localization techniques inLp spaces. StudiaMathematica,

vol. 52 (1974/75), pp. 263–289.
[23] C. Spector, Provably recursive functionals of analysis: A consistency proof of analysis by an

extension of principles formulated in current intuitionistic mathematics, Proceedings of Symposia in Pure
Mathematics, vol. 5 (J. C. E. Dekker, editor), AmericanMathematical Society, Providence, RI, 1962, pp.
1–27.
[24] L. Tzafriri,Remarks on contractive projections inLp-spaces. Israel Journal of Mathematics, vol.

7 (1969), pp. 9–15.

DEPARTMENTOF MATHEMATICS
TECHNISCHE UNIVERSITÄT DARMSTADT
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