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Abstract

We establish a normal approximation for the limiting distribution of partial sums of
random Rademacher multiplicative functions over function fields, provided the number of
irreducible factors of the polynomials is small enough. This parallels work of Harper for
random Rademacher multiplicative functions over the integers.

2020 Mathematics Subject Classification: 11K65 (Primary) 60F05, 60G50 (Secondary)

1. Introduction

Let M be the set of monic polynomials belonging to the polynomial ring [F,[] with
coefficients in the finite field F, with g elements, where g > 2 is a prime power. A random
Rademacher multiplicative function f: M — {—1,0, 1} over F,[¢] is obtained by picking
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independent random variables f(P) uniformly distributed on {£1} (that is, taking the
value 1 with probability 1/2 each) for monic irreducible polynomials P, extending
f multiplicatively to all squarefree monic polynomials, and setting f to be zero for all
non-squarefree monic polynomials. For example, if F = Py - - - Py for distinct irreducible
monic polynomials Py, ..., P, then f(F)=f(P1) - - - f(Py). For any positive integers k and
n, set

Pr(n) = {F € M : F squarefree, o(F) =k, and deg (F) =n},

where w(F) is the number of distinct irreducible factors of the polynomial F, and deg (F) is
the degree of F. The purpose of this paper is to establish the following theorem.

THEOREM 1. Let f be a random Rademacher multiplicative function over F,[t], where
q > 2 is a fixed prime power. If k > 1 satisfies k = o(log n) as n — oo, then

S Y. fEF) (1-1)
VI Pr(n)|

FePy(n)

converges in distribution to the standard normal distribution N(0,1) as n — oo.

This result is motivated by the study of random multiplicative functions over the inte-
gers, which were introduced by Wintner [12] to heuristically model the M&bius function.
A random Rademacher multiplicative function f : N — {—1, 0, 1} over the integers is sim-
ilarly obtained by picking independent random variables f(p) for each prime p, extending
it multiplicatively to all squarefree integers, and setting it to be zero for all non-squarefree
integers. If m;(x) is the number of squarefree integers < x with k distinct prime factors, then
the sum

1
N ’; f(m) (1-2)

w(m)=k

parallels the quantity in (1-1). Indeed, integers of size x are known to heuristically correspond
to polynomials in [Fy[7] of degree n ~ log x. Improving upon a result of Hough [5], Harper
[4] established the following theorem which motivates our Theorem 1.

THEOREM 2. (Harper) Let f be a random Rademacher multiplicative function over the
integers. If k > 1 satisfies k = o(log log x) as x — oo, then (1-2) converges in distribution to
the standard normal distribution N(0,1) as x — o0.

Notice the range k = o(log log x) in Theorem 2 over the integers corresponds precisely to
the range k = o(log n) in Theorem 1 over the polynomial ring ¥ [¢]. Theorem 1 can therefore
be viewed as an extension of Theorem 2 to the function field setting. For an introduction to
multiplicative functions over function fields, we refer the reader to work of Granville, Harper
and Soundararajan [3], whose conventions we follow here.

The proof strategy for Theorem 1 adapts Harper’s key ideas with the verification of three
conditions in a martingale central limit theorem (Theorem 3). In Section 2, we prepare
this strategy and define our martingale difference sequence. The analysis of this martingale
allows us to efficiently reduce the theorem to a natural counting problem (Lemma 4), just as
Harper did in [4, section 4-2]. However, this counting problem for function fields introduces
cases which did not appear for the integers. The source of these new cases is simple: two
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distinct irreducible polynomials can have the same degree, but two distinct rational primes
cannot have the same size. Since our martingale is filtered based on the degree of the largest
irreducible factor (similar to the size of the prime for integers), this distinction creates new
terms in our sums that we must carefully treat; see the remark following Lemma 4 for details.

In Section 3, we proceed to analyse these sums and complete the proof of Theorem 1 with
some technical estimates. Although these combinatorial sums are somewhat more intricate,
the estimation of these sums is simpler due to the familiar analytic benefits of function fields
over integers. The key technical lemma for this analysis (Lemma 5) is proved in Section 4.
We use recent results on the size of Pi(n) by Gomez-Colunga et al. [2] and Afshar and Porritt
[1], which respectively parallel classical estimates for 7 (x) by Hardy and Ramanujan, and
Sathe and Selberg.

We conclude the introduction with a few remarks on the sharpness of Theorem 1 and
possible extensions. Harper showed that the range k = o(log log x) in Theorem 2 is optimal
[4, corollary 1]. He further established a normal approximation for sums like (1-2) with the
looser restriction w(m) < k and also for a larger class of random multiplicative functions [4,
theorem 3]. It would be of interest to determine whether the range k = o(log n) in Theorem
1 is optimal and whether similar extensions hold in our setting. It seems plausible that such
results carry over by similar arguments, but we did not pursue those investigations. If the
range k = o(log n) is optimal as Harper’s work would suggest, then this indicates that the
proof of Theorem 1 is quite delicate and sensitive to even minor losses.

Notation

Let g > 2 be a prime power. Let [F,[7] be the polynomial ring with coefficients in the finite
field F, with g elements. Let M be the set of monic polynomials belonging to F,[f]. We
shall use capital letters to denote a polynomial F in M, writing deg(F) for the degree of
the polynomial F, w(F) for the number of distinct irreducible factors of F, and P (F) for
the maximum degree of an irreducible dividing F. The letters P and Q will be reserved for
monic irreducible polynomials. For integers k, n > 1, let Px(n) be the set of squarefree poly-
nomials F in M with w(F) = k and deg (F) = n. The letter f denotes a random Rademacher
multiplicative function over F,[¢]. The relation u < v means that there exists an absolute
positive constant C such that |u| < Cv. If the constant C depends on a parameter, say €, then
we shall write u <, v.

2. Plan for the proof of Theorem 1

For integers k,n>1 and a random Rademacher multiplicative function f over I [¢],
define

sOm= Y f&).

FePy(n)

Notice E[f(F)] = 0 for any non-trivial squarefree F because f is multiplicative and (f(P))p is
a sequence of independent random variables with mean zero. Hence, S®(n) has mean zero.
Also, since E[f(F)f(G)] =1 if F = G and 0 otherwise, it follows that

E[s07]= 3" BFES(G] = Peln)] @1

F.GePy(n)

Thus the mean of (1-1) is zero and its variance is indeed one. Our goal is to prove that
S®(n), normalised by its standard deviation /|Pk(n)|, converges in distribution to the
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standard normal as n — oo, provided k = o(log n). The strategy follows that of Harper [4]
with appropriate modifications and simplifications as mentioned earlier in the introduction.

First, notice P;(n) is the set of irreducible monic polynomials of degree n, so SD(n) is a
sum of |P;(n)| independent random variables uniform on {#£1}. Thus, the classical central
limit theorem implies that SDn) converges in distribution to N(0,1) as n — co. We may
therefore assume throughout that k > 2.

2-1 Central limit theorem for martingale difference sequences

To prove convergence in distribution to the standard normal, we want to use a central
limit theorem that gives information on the convergence of the partial sums of a martingale
difference sequence. The result we use was obtained by McLeish [6], but we state it as it
appeared in [4].

THEOREM 3. (McLeish) For n € N, suppose that k, € N, and that X;,, 1 <i <k, is a
martingale difference sequence on (2, F ,(Fin)i, P). Write S, := Zisk,, X, and suppose
that the following conditions hold:

@) Z E[an] — lasn— oo,

iSk)I
(i1) for each ¢ > 0, we have Z E [in1|xi‘n|>g] —0asn— o0,
i<ky
. 2 v2
(iii) hrrlrisolép Z Z E [Xi’an,n] <1

i<ky j<knj#i

Then, S, converges in distribution to N(0,1) as n — oo.

Let us describe the martingale difference sequence in our problem. Let n > k > 2. Write
P (F) for the maximum degree of the irreducible factors of F. For d > 1, define

Pra(n) :={F € Pi(n) : P*(F)=d},

and set

sPmy= > f).

FePya(n)
Notice the set Py ,(n) is empty as k > 2, so Px(n) is the union of Py g(n) over | <d <n—1
and therefore $®(n) = Y"1 % ().

Writing F € Py q4(n) as F = QF’, where Q is a degree d factor of F (among possibly
many), it follows by multiplicativity and independence that E[f(F)] = E[f(Q)IE[f(F)].
Since E[f(Q) | {f(P): deg P < d}] = E[f(Q)] =0, we get that

E [f(F) | {f(P): deg P <d}] =0,

and so by the linearity of expectation, it follows that

E [Sfj‘)(n)uf(P) - deg P < d}] —0.
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Hence, if .%; denotes the sigma algebra generated by {f(P) : deg P < d}, then (Silk)(n))din_l
is a martingale difference sequence with respect to (:%4)g<n—1-

We will therefore apply Theorem 3 to the random variables Sglk)(n)/ /|Pr(n)|, which
still form a martingale difference sequence and whose sum over d <n—1 equals
S®(n) /~/|Pr(n)], the quantity considered in Theorem 1. For convenience, we also use the
notation

Pr,<a(n) := U Prj(n).

j=d

2-2 Reduction to some counting problems

By a computation similar to (2-1), it follows that E[Sfik) (n)?]1= |’Pk,d(n) |, so that condition
(1) of Theorem 3 holds for all #, not just in the limit. Proving Theorem 1 then boils down to
verifying conditions (ii) and (iii) of Theorem 3. The second condition stated in terms of our
normalised random variables asks that for all ¢ > 0,

n—1
(k) 2
;E |:<Sd (n)/\/m) ]l‘SE,k)(n)‘/«/W>ei| —0

as n — oo. This quantity is at most

n—1
2 Y E [sPmd/ PP

d=1

Thus, it suffices to prove that
n—1
Y RSP 0)*1 = o [Pem)]?) 22)

d=1

as n — 00. The third condition becomes

—1n—1 (k) (N2 oK) N2
n—1n E|:Sd(n)Se (n):|§1

= |Pu(m)l?
e#£d
Equivalently, we will show
n—1 n—1
> S E[SP@RsO@?] < (1 + o) [Pul? @3)
d=1 e=1
e#£d

as n—oo. For any 1<d,e<n—1, it will therefore be convenient to express

E [Silk)(n)zSgk)(n)z] in terms of an explicit counting problem.
LEMMA 4. With the same notation as above,

E[SP 2P 07| < [Peat)lIPheti] + o) + Jraen,
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where

k—1 n—1

leacm =33 ) 2. 2 > 2 Lew

1=1 £=1 M€P <min{d.e}(2¢) A€P; <a(€) UEPy—r,<a(n—L) BEP; <c(€) VEPy—1,<e(n—L)
AlM PH(UA)=d BIM PH(VB)=e

and Jy q4..(n) =0 if d # e, otherwise

Jiaan) =4 Z Z Z Z Z L. (2:5)

P.OEPIA) pf ey _n(2n—2d) A’ B €Py_i (n—d)
A M B M

Proof. Expanding out the sums and applying linearity of expectation, we get that

E[sPosOm?]= 33 23 E[wrary@)]. (2:6)

W.XePra(n) Y, ZePy (1)

Notice the expectation on the right-hand side is nonzero only when WXYZ is a square, in
which case it equals 1. This is the counting problem which we proceed to reformulate. We
may write WX as the product of a square part U? and a square-free part M so W = UA and
X =U(M/A) for some A that divides M. Note that U, A and M /A are all relatively prime
and the maximum degree of their irreducible factors is < d. A similar reasoning for YZ gives
some other square part, say V2, and forces their squarefree part to be M as well so Y = VB
and Z = V(M/B) for some B that divides M. Again, V, B, and M /B are all relatively prime
and the maximum degree of their irreducible factors is < e.

With this notation in mind, we proceed to count the corresponding contributions according
to cases. First, if M =1 then A = B =1, so this case contributes at most

Z Z 1 = [Pra(m||Pr.e(n)|.

UePra(n) VePy ()

Next, we count the terms in (2-6) where M # 1 so degM and w(M) are both non-zero.
As M is non-trivial, we have that A € P; <4(¢) for some te{l,...,k} and £ €{1,...,n}.
Comparing the degrees and number of irreducible factors of W = UA and X = U(M/A), we
deduce that P*(UA) = d and

degU +deg A =n, degM =2degA, o(U)+ w(A) =k, M) =2w(A).

As A € P; <4(£), this implies that U € Py_; <4(n — £) and M € Pa; <4(2£). A similar analysis
holds when comparing Y = VB and Z = V(M /B) but, since the polynomial M is common to
both arguments, it follows that A and B necessarily have the same degree and same num-
ber of prime factors and so do U and V. Hence, B € P; <.(£), V € Pr—;<c(n — £), and M €
P21, <min{d,e}(2¢). The terms in (2-6) with M #1,te{l,...,k—1},and L e{l,...,n— 1}
therefore contribute at most Ix 4 (7).

Continuing with this notation, the last case to consider is when M # 1 and t = k (or equiv-
alently £ = n) in which case U = V = 1. Notice U = V = | implies that WXYZ = U>V’M? =
M? has a prime factor of degree max{d, e} yet P*(M) < min{d, e}. If d # e, this leads to a
contradiction, so this last case occurs if and only if d = e. Thus, M has at least two distinct
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degree d factors in this case and P (A) = P™(B) =d where A and B divide M. Thus, there
exists a pair of distinct irreducibles P, Q € P;(d) such that M = POM’, where M’ belongs to
Poak—2(2n — 2d) and at least one of the following holds:

Pl|AandQ|B, Q|AandP|B, P|AandP|B, Q|AandQ|B.

If, say, the first situation holds, then A = PA’ and B = OB’ for A’, B’ € P;_1(n — d) dividing
M’. A similar statement holds for the other cases. Combining all of these observations, we
see that the terms in (2-6) with M # 1 and ¢ = k contribute at most Ji 4 .(n), as required.

Remark. This lemma and its proof possess the key differences between the function field
setting and the integers. Crucially, the product WXYZ can form a square in a new way and
contribute to (2-6). Namely, if d < e then W and X do not need to share the same irreducible
factor of degree d; these factors of degree d can instead pair with factors from Y and Z.
This manifests in (2-4) by allowing M to have these large irreducible factors of degree d =
min{d, e} and also by creating the additional terms (2-5) which do not appear in [4, section
4.2]. If the irreducible factors of degree d from W and X (resp. of degree e from Y and Z)
are paired in a one-to-one manner, then only U (resp. V) in (2-4) would have these large
factors of degree d (resp. degree ¢) and moreover (2-5) would not exist. This is precisely
what happens for Harper in the integer setting. Namely, if integers w and x share the same
largest prime factor p, then p? always divides wx since the size of the prime corresponds
uniquely to the prime itself.
Now, using Lemma 4 with d = e, we see that (2-2) holds provided that

n—1

> (1PeaP + kaa + Jaatm) = o(IPeml?)

d=1
Similarly, (2-3) holds provided that

n—1n—1
33 (IPra@IPrct)] + Iiem) < (1 + o) Pe
d=1 e=1
Since
n—1n-—1
D> 1 Pea®|Prem)| = [Pr(m)]®,
d=1 e=1

both (2-2) and (2-3) will therefore be satisfied provided

n—1 n—1

n—1 n—1
D I Pa@P+ Y Y hae) + ) Jraa(n) =o(|Pun)) @7
d=1 d=1

d=1 e=1

as n — oo. This establishes Theorem 1 assuming (2-7) holds.

3. Completing the proof of Theorem 1

It remains to prove (2-7), which rests on the following key technical lemma whose proof
is postponed to Section 4.
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LEMMA 5. Fix an integer r > 1. If k and n are integers such that r <k < (logn)/3, then

2n 2k—2r
(logn+2 —1log2)
YN Y Py Py )P < T )
kit ke ny>1 n=(k —r)!
ki+-+ky-=k
Ry ny=n

In particular, if r > 2 is fixed and k = o(log n) as n — oo, then the above is o(|Pe(n)|?).

Assuming Lemma 5, it suffices to show that each of the three sums in (2-7) are o(|Px(n)|?)
provided k = o(log n) as n — oco. We deal with each estimate in separate subsections.

3-1 Estimate for Zg;} |7Dk,d(n)|2

For F € Py 4(n), one has F = PF’ for some P € Pi(d) and F' € Py_1(n — d). This implies
that | Pra(n)| < [P1(d)|[Px—1(n — d)| and so

n—1 n—1
3 [Pra@)’ < Y IPI@P 1Pici(n — a)2.
d=1 d=1

This is a subsum of Lemma 5 with »r =2 so it is 0(|73k(n)|2) as n — 00, as required.

32 Estimate for Y"1 S 1 I g 0(n)

Consider the definition of I 4.(n) in (2-4). The condition PT(UA) =d implies that at
least one of the following holds: PT(U) =d or PT(A) =d. Summing over d and, in some
cases, dropping the requirement that the maximum degree of the irreducible factors of our
polynomials is < d or < e, this implies that ZZ;% Ix.4.(n) is at most

k—1 n—1 -1

YT o+ o | ¢ o

t=1 t=1 MePy(2¢) d=1 | AcP,4(0) UEPs_;(n—t) A€P(£) UEPy_;4(n—L) | BEP; <c(£) VEP_; <c(n—1)
AM AlM BIM Pt (VB)=e¢

k—1 n—1

D IED VD IEND S DN

t=1 =1 MeP,,(20) A€P;(£) U Py (n—L) BEP; <c(£) VEPk—1 <c(n—L)
AlM BIM Pt (VB)=e

Applying the same argument to the condition PT(VB) = e and summing over e, it follows
that Zg;i Z;ll Ik a4.(n) is at most

k=1 n—1
4 2o 2! > > 1 6
=1 t=1 \ MePy(2¢) AcP,(£) BEP,(¢) UePi_i(n—t) VePy_i(n—0)

AM ~ BIM

Fix re{l,...,k—1} and £€{1,...,n— 1}. Notice that the double sum with U and V
is equal to |Py_,(n — £)|>. Next, consider the triple sum with M, A, and B. Writing G =
gcd (A, B), we have that A= GA’, B= GB’, and M = GA’B'M’ for some M’ coprime to A’,
B’, and G. Since A and B have the same degree and same number of prime factors (and hence
so do A’ and B'), it follows that G and M’ must have the same degree and same number of
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prime factors. Namely, if G € Pj(g) for some integer 0 <j <t and some integer 0 < g < ¢,
then M’ € Pj(g) and A, B’ € P,_j(£ — g). Note the case j = 0 (and hence g = 0) occurs when
G=M'=1s0o M =AB, and the case j=1 (and hence g =) occurs when A’=B =1 so
M = GM’. Combining these observations implies that

t—1 ¢—1

2. 2 2 sAPOPAY.Y Dy D) !

MePa,(20) A€Py(€) BEP,(0) J=1 g=1 G/ Do AL B P (71—
. P BEP GM ePi(g) A’ B ePi_j(t—g) 33)
—1 0—1

=2/PAOP + Y D [P 1Pl — ).

j=1 g=1

Inserting these estimates in (3-2), we conclude that Zz;} Z;’;} It q.(n) is at most

=~

—1n—-1 k=1 n—11t-1 £-1

8 PAOPIPeesn—OF +4> "3 " [Piciln — OP PP Prjl — g)I*.

=1 (=1 =1 t=1 j=1 g=1

Since k = o(log n) as n — 0o, both of these sums are 0(|77k(n)|2) by Lemma 5, as required.

3.3 Estimate for ZZ;} Jkd.a(n)
From (2-5), we have that

n—1 n—1
Z‘]k’d’d(n)=42 |P1(d)|2 Z ZZ 1.
d=1 d=1

M ePay_o(2n—2d) A’ B' €Py_i (n—d)
Al M B\

Notice the inner triple sum is the same as (3-3) with £ =n—d and r=k— 1. Thus,
ZZ;% Ji.a,4(n) is at most

n—1 n—1 k-2 n—d—1
8 IPIU@PPiin—d)* +4) " > [PUDPIPUPrjor(n—d — g)I*.
d=1 d=1 j=1 g=I

Since k = o(log n) as n — oo, all of these sums are o(|Pe(n)|?) by Lemma 5. This completes
the proof of (2-7) and the proof of Theorem 1.

4. Proof of Lemma 5

All that remains is to prove Lemma 5. To do so, we shall first require an estimate for the
size of Py(n) that is uniform for all integers k and n. Gémez-Colunga et al. [2] have recently
established such a result.

PROPOSITION 6. (Gomez-Colunga—Kavaler—-McNew—-Zhu) Uniformly for all k,n > 1,

q" (logn+2 —log 2)F!

Putm) < L o
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This corresponds to a classical result of Hardy and Ramanujan [7] for the integers: there
exists a constant B > 0 such that, for all k > 1 and x > 2, we have

x (loglogx + B)k!

O e G

where 1 (x) is the number of squarefree integers up to x with k prime factors.

Sathe [8, 9] and Selberg [10] famously derived an asymptotic estimate for mx(x) when
k = o(log log x). We shall also need an asymptotic estimate for |Px(n)| that is valid when
k = o(log n). Although the estimate | Py(n)| ~ ¢"(log n)k_l/n(k — 1)! (see, e.g., [11]) suffices
for our purposes, we state here the strongest and most recent result on an estimate for | Py(n)|,
which is a so-called Sathe—Selberg formula for function fields established by Afshar and
Porritt [1].

PROPOSITION 7. (Afshar—Porritt). Let A > 1. Uniformly for alln>2 and 1 <k <Alogn,

_q"Gogn}~ ( (k1 £
|Pr(n)| = ntk— 1)1 (G (10gl’l> + Oy <(]0gn)2>> s

1 z 1 <
G(z)=F(1+Z) [ (1+—qdegp)(1——qdegp),

PeM
P irreducible

where

and T'(+) is the Gamma function defined as I'(z) = fooo X le ¥ dx.

Propositions 6 and 7 imply our key technical lemma.
Proof of Lemma 5. The second estimate follows from (3-1) since

¢*"(log n + 2 — log 2)%—2r - ¢*"(logn)*=2 k2 ( 2 —log 2>2k—2r

n2(k — r)!? = 2k -2 (log n)?r—2 logn

and Proposition 7 implies that if k=o(ogn) as n—> oo, then |Pr(n)|~
q*(og m)* /n(k — 1)!.

To prove (3-1), we proceed by induction on r. For r = 1, the claim follows immediately
from Proposition 6. For r > 2, if n; + - - - + n, = n, then at least one of ny, . . ., n, is at most
ln/r]. By symmetry, we may assume it is n, so the left-hand side of (3-1) is at most

k—r+1 [n/r]
2 2 2
< Y Y PP Y S Pyl [P (1)
ky=1"ny=1 kint k111
Ky kyy =k—ky
ny+-+n,_1=n—n;,

Notice that n — n, > n/2 as r > 2. Since k < (logn)/3 by assumption, this implies that k —
ky <k—1<log(n/2)/3 <log(n— n,)/3. Thus, by the inductive hypothesis, the above is

k—r+1 [n/r]

2n—ny) _ 2h—2ky—2r42
Fm=mlog (1 — n,) + ©)

r P r 2 ’
< ,;l ,1Z_l| ke — ke —r 4 D2
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where for brevity we have set ¢ =2 — log 2. Applying Proposition 6, we see that this is at

most
k—i—l " Lnf (log 1y + )% —2(log (n — ny) + ¢)2k—2ke—=2r+2
ke = DR~k —r+ D2 n2(n — n,)?
<« & ogn ek R dlog o )2 @1)
" n? = D2k =k —r+ D2 n2

Note that for any integer m > 0,

[e.¢] .
1 " [ (ogt+ o) > *
Z ( og]; c) <<[ (log t;— c) dt:/ Mt d <<f Mo dt = m).
J 1 c 0

j=1

Using this estimate on the inner sum over #n,, it follows that (4-1) is

7 & 2k, — 2)(log n + k2242
T2 = k= D2k —k—r+ D2

For the final sum over k,, notice that the ratio of consecutive summands is equal to

2k, 2k, — 1) (k — ky — r + 1)? - 4k? _4
k2 (logn+c)> ~ (logn)? — 9’

since k < (logn)/3 by assumption. Hence, the final sum over k, is dominated by its value
at the endpoint k, = 1, yielding the desired estimate. This establishes Lemma 5.
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