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Letter
BARP: Improving Mister P Using Bayesian Additive Regression Trees
JAMES BISBEE New York University

Multilevel regression and post-stratification (MRP) is the current gold standard for extrap-
olating opinion data from nationally representative surveys to smaller geographic units.
However, innovations in nonparametric regularization methods can further improve the

researcher’s ability to extrapolate opinion data to a geographic unit of interest. I test an ensemble of
regularization algorithms and find that there is room for substantial improvement on the multilevel
model viamore flexiblemethods of regularization. I propose amodified version ofMRP that replaces
the multilevel model with a nonparametric approach called Bayesian additive regression trees
(BART or, when combined with post-stratification, BARP). I compare both methods across
a number of data contexts, demonstrating the benefits of applying more powerful regularization
methods to extrapolate opinion data to target geographical units. I provide an R package that
implements the BARP method.

INTRODUCTION

Political scientists often need representative
measures of a variable for a geographic unit that
available surveys don’t provide. Traditionally,

researchers can either (1) combine several surveys and
take the average across them or (2) model the outcome
using observable covariates and then simulate at the
desired geographic unit via post-stratification. The
latter method has grown in popularity because of
innovations in modeling the outcome, although chal-
lenges remain.

The core challenge is the curse of dimensionality.
Ideally, researchers would predict the outcome using
many covariates such as age, race, education, gender,
and church attendance, and extrapolate the outcome
to the 50 states. But it is unlikely that the researcher
has sufficient observations to generate predictions
for each combination of covariates in each state—
combinations referred to as “cells.” For example,
a nationally representative survey has many observa-
tions of 30 to 45-year-old white college-educated
men living in California but only few observations of
Hispanic women aged older than 65 years with a PhD
living inAlaska.Estimating the coefficients for the latter
cell canbe improvedwith regularization toobtain stable
estimates with good predictive accuracy.

The current gold standard for this type of extrap-
olation is known as multilevel regression and post-
stratification, or MRP. MRP predicts an outcome
using a multilevel model which borrows information
from richer parts of the covariate space to yield more
stable and accurate estimates where the data are

sparser (Gelman and Little 1997; Lax and Phillips
2009). But Buttice and Highton (2013) apply MRP to
89 surveys, documenting substantial variability in
MRP performance, and argue that there remains
room for improvement. In one sense, this variability
should not be surprising, given the generic specifi-
cation applied to a diverse set of opinion data. But
there are many alternatives to the multilevel model
that may provide more reasonable estimates while
relaxing the requirement that the researcher specify
the correct linear combination of predictors (Gelman
2018).

In this letter, I replace the multilevel model with
Bayesian additive regression trees (BART, or when
combined with post-stratification, BARP) and
demonstrate its superior performance across the
same 89 surveys and using the same predictors dis-
cussed in Buttice and Highton (2013). BARP’s
benefits are two-fold. First, BARP is able to do more
with less data, thanks to superior regularization.
Second, BARP is fully nonparametric, relaxing the
need for the researcher to determine the appropriate
functional form a priori. In section 7 of the sup-
porting information, I compare both MRP and
BARP to alternative regularization methods con-
cluding that BARP’s improvements over these
alternatives are smaller but still notable. I provide
an R package which implements BARP for applied
researchers.

This letter’s focus on Bayesian additive regression
trees is because of its best-in-class performance across
comparisons on 89 surveys using only a small set of
predictors, although other regularization methods are
competitive along certain metrics. My findings dem-
onstrate the opportunities provided by powerful reg-
ularization methods although these results should not
be interpreted as an indictment of themultilevelmodel
writ large. Multilevel models are competitive when
correctly specified and can be augmented to include
deep interactions, as demonstrated in Ghitza and
Gelman (2013) andTrangucci et al. (2018). In addition,
there are variants of BART and other nonparametric

James Bisbee , PhD Candidate, NYUWilf Family Department of
Politics, New York University, james.bisbee@nyu.edu.

I am grateful to Neal Beck, Patrick Egan, Shane Mahon, Keith
McCart, Kevin Munger, Thiago Moreira da Silva, and Drew
Dimmery for their helpful feedback. Replication files are
available at the American Political Science Review Dataverse:
https://doi.org/10.7910/DVN/LMW871.

Received: June 4, 2018; revised: May 28, 2019; accepted: July 1, 2019.
First published online: August 6, 2019.

1060

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/S

00
03

05
54

19
00

04
80

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/S0003055419000480
https://orcid.org/0000-0002-3334-2416
mailto:james.bisbee@nyu.edu
https://doi.org/10.7910/DVN/LMW871
https://doi.org/10.1017/S0003055419000480


methods that include amultilevel structure, potentially
yielding additional performance gains and representing
an area of future research. Nevertheless, I show that
a simple application of BARP using only a handful of
predictors provides significant improvements onMRP
across 89 surveys, highlighting the rich opportunities
provided by nonparametric regularization in the field
of extrapolating survey data to smaller geographic
units.

METHODS

MRP is one of many methods that estimates an opinion
as a function of demographic covariates and then
simulates the opinion at a certain geographic unit of
interest by multiplying the resulting coefficients by the
share of the population falling into each covariate cell
(post-stratifying). The innovation of MRP is in how it
incorporates geographic information, providing more
accurate estimates in sparsely populated cells.

A common implementation of MRP models in-
dividual i’s outcome y as a function of her character-
istics x1 and x2 and her geographic area of residence
geo:

Pr yi ¼ 1ð Þ ¼ logit�1 b0 þ ax1
j½i� þ ax2

k½i� þ a
geo
g½i�

� �
: (1)

The individual-level effects aj,k are drawn from
a normal distribution, with a mean value of 0 and
a standard deviation s2

j;k estimated by the model. The
geography-level effect ag is modeled as a function of
some geographic-level covariate(s) G1 and a larger
geographic random effect region.

ageo
g ;N aregion

m þ b1G1;s
2
geo

� �
;

where

aregion
m ; N 0;s2

region

� �
:

The multilevel model allows for flexible joint esti-
mation of individual and geography-specific correla-
tions, yielding superior predictive accuracy by partially
pooling respondents. This ensures that (1) all individ-
uals contribute to the estimation of the individual-
covariate model and that (2) geographic differences
that persist after modeling individual-level predictors
are not discarded. The resulting model is then used to
predict opinions for each cell in census data, and
geography-level estimates are calculated as the
weighted average of these cells’ predictions with pop-
ulation shares as weights.

Despite numerous validation studies that demon-
strate MRP’s superior performance over simple dis-
aggregation (Ghitza and Gelman 2013; Lax and
Phillips 2009; Warshaw and Rodden 2012), a compre-
hensive review by Buttice and Highton (2013) intro-
duces a note of caution. Across 89 surveys, the authors
document evidence of substantial variation in MRP
performance, finding that the correlation between

MRP predictions and true state values is below 0.50 in
33 cases. On the one hand, this is an unfair test of MRP
since the authors apply a naive combination of cova-
riates uniformly across 89 surveys. But on the other
hand, it may not always be the case that the researcher
can easily identify and collect prognostic covariates, or
that she can specify the correct functional form a priori.

Nonparametric methods can relieve the researcher
of correctly determining the functional form and
provide better regularization for estimating rela-
tionships in sparsely populated cells. Although these
methods are not a silver bullet, I demonstrate that
they can do more with less. In this letter, I focus on
Bayesian additive regression trees (BART or, when
combined with post-stratification, BARP) because of
its well-documented predictive capabilities (see
Chipman, George, and McCulloch 2010; Linero
2017), intuitive connectionwith the post-stratification
stage, and rich descriptive results on covariate im-
portance and partial dependence. I compare BARP’s
performance with several alternative regularization
methods in Section 7 of the Supporting Information,
finding that BARP is consistently the best-in-class
method in terms of accuracy and is among the best
methods in terms of correlation across geographic
units.

BART estimates a function f that predicts an
outcome using covariates: y 5 f(x). The unknown
function f is approximated by h(x), which is a sum of
decision trees. Each decision tree Tj divides the data
based on a splitting rule designed to separate
observations according to the outcome. The tree
proceeds to move recursively across the covariate
space and continues until a stopping rule is satisfied,
leaving small groups of observations or “leafs.” Each
leaf has a parameter value mb which captures E(Y|x),
and are collectively denoted asM. These parameters
are assigned to x via g(x; T, M). The full expression
that approximates the unknown function f is

y ¼�
j

gj x;Tj;Mj
� �þ «; « ; N 0;s2� �

: (2)

BART uses Bayesian priors on the structure of the
model and on the parameters in the terminal nodes.
These priors ensure that no tree is unduly influential,
therebyavoiding theoverfittingproblems facingmore
brittle tree-based methods. Estimation proceeds
through a backfitting algorithm that generates a pos-
terior distribution for all parameters. Draws from this
posterior first propose a change to the structure that
further protects BART from overfitting.

BARP provides two improvements over MRP. First,
BARP allows for deep interactions between prognostic
covariates and additive effects without requiring the
researcher to specify these functional forms ex ante.
Second, BARP provides superior regularization via the
ensemble of weak trees that better insulates predictions
from the brittleness associated with sparse data. The
resulting rich model—built by identifying break points
in the covariate space that most cleanly separate
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individuals by the outcome—maps intuitively on to the
share of the population falling into each covariate bin in
the post-stratification stage.1 In addition, BART pro-
vides partial dependency estimates and variable in-
clusion proportions which may be of substantive
interest to applied researchers. BARP can be modified
topredict binary, categorical, andcontinuousoutcomes.
More details can be found in Section 8 in the Supporting
Information.

DATA

To evaluate the relative performance of BARP and
MRP, I apply bothmethods to the same 89opinions used
inButticeandHighton(2013).Theseopinionsrangefrom
gay rights to stem cell research to gun control to immi-
gration.Theyaredrawnfromfive large surveys, including
three National Annenberg Election Studies and two
CooperativeCongressionalElectionStudies,withsample
sizes for each of the 89 items ranging from25,000 tomore
than60,000observations. FollowingButtice andHighton
(2013), I treat the disaggregated state averages as the
target benchmark and runbothMRPandBARPwithout
survey weights, using the covariate strata proportions in
the full survey to post-stratify.2

I randomly sample the data with replacement,
extracting small (1,500), medium (3,000), and large
(4,500) sample sizes. Using these random samples, I
predict state-level opinion with both MRP and BARP
and compare their predictions with the “true” values in
terms of both accuracy and interstate correlation. I
repeat this process 200 times to assess average perfor-
mance and variability for both methods. In all com-
parisons, I implement the multilevel model with the R
package lme4, using replication materials provided by
Buttice and Highton (2013), in which opinions are
predicted using a combination of individual-level (sex,
race, age, and education) and state-level (presidential
vote and religious conservatism) covariates. I use the
same covariates inmy implementation of BARP, which
is built on the bartMachine package (Kapelner and
Bleich 2013), as well as the alternative regularization
methods discussed in Section 7 of the Supporting

Information, implemented using the SuperLearner
package (Polley and Van der Laan 2015).

Running these simulations yields a vector of 200
predicted opinions for each state and each method. I
characterize the predictive accuracy of each method by
comparing these predictions to the true state values in
terms of mean absolute error (MAE) and interstate
correlation—defined as the correlation between pre-
dicted state values and true values in a given simulation.
For simulation i predicting opinion y in state s using
method m, the MAE (m) and interstate correlation (r)
can be written as follows:

mm
s ¼ 1

200
�
200

i

abs ymi � ytrues

� �
; (3)

rm ¼ 1
200
�
200

i

cor ymi ; y
true

� �
; (4)

where the bold y represents a vector of opinions, one for
each state.

Thesemeasures capture two important componentsof
opinion data’s construct validity that are of interest to
public opinion scholars. MAE captures how accurately
each state’s true average opinion is measured. An ex-
ample of a research question requiring an accurate
measure of opinion might be “do states implement
policies favoredbymore than50%of their population?,”
as is commonly the case in studies of congruence, such as
Lax and Phillips (2012). Interstate correlation captures
the relative sentiment across states. An example of
a research question related to the latter characteristic
might be “do more pro-[OPINION] states elect more
pro-[OPINION] Senators?,” as is commonly the case in
studies of responsiveness, such as Bartels (1991).

The results summarized below compare BARP and
MRP using these measures. I characterize the sub-
stantive impact of method choice by replicating the
main results ofHareandMonogan (2018) inSection4of
the Supporting Information, demonstrating that BARP
yields more precisely estimated nulls and more signif-
icant findings.

RESULTS

Figure 1 plots the average MAE and interstate corre-
lation across 200 simulations for each of the 89 surveys
with sample sizes set to 1,500. Overall, BARP outper-
forms MRP in terms of both mean absolute error (left
plot) and interstate correlation (right plot), as illus-
trated by points lying below (above) the 45° line for
mean absolute error (interstate correlation). Sub-
stantively, these plots show that BARP yields pre-
dictions of state-level opinions that are closer to the true
values and more consistently correlated across simu-
lations.But there is strikingevidence thateachmethod’s
errors are correlated across surveys, suggesting that
BARP isbetter insulated frompredictionerrors inmore
challenging contexts.

I test two explanations for BARP’s superior per-
formance. The first explanation is that BARP’s

1 The terminal nodes generated by any given tree need not exactly
map to the exhaustive set of covariate cells in the survey data, nor is it
a problem if a terminal node contains respondents from multiple
states. In fact, these cases embody the attractive regularization
qualities that make BART so effective at providing reasonable and
stable estimates of opinion. If a terminal node contains college edu-
cated Hispanics between the ages of 18 and 35 in either New York or
Massachusetts, this suggests that New York and Massachusetts are
basically equivalent in this demographic group and pools across them.
The resulting predictions will accurately reflect that New York and
Massachusetts are very similar in this group and assign predicted
opinions based on the shares of the total population that the group
comprises.
2 There has been a healthy discussion about whether and how to use
surveyweightswhen evaluatingMRP (Gelman 2013). The goal of this
letter is to compare two different methods of extrapolating opinion to
smaller units,making it orthogonal to thedebateoverwhat constitutes
“ground truth.” By evaluating MRP and BARP using the same data,
covariates, and (lack of) weights, I compare apples with apples.
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flexibility better insulates it from specification error.
The results abovewere generated by including the same
naive predictors for all 89 surveys, raising the possibility
that the errors are due to poorer fits of the particular
combination of individual- and state-level covariates in
certain contexts. BART’s recursive partitioning of the
covariate space may be better suited to overcoming
weak predictors than MRP.

To test this explanation, I intentionally “mis-spec-
ify” the model by omitting the two state-level cova-
riates: percent religious conservative and previous
presidential vote share.3 I recalculate the mean ab-
solute error and interstate correlation metrics with
these covariates removed and evaluate how much
more poorly MRP and BARP perform on each survey
via a t-test. Formally:

tu ¼
�u� �u9

s�u��u9
; (5)

where u represents either the MAE (m) or interstate
correlation (r), the 9 superscript indicates the specifi-
cationwith the state-level covariatesomitted, and Idrop
the method m index for visual clarity. If the state-level
covariates are important to model accuracy, these dif-
ferences should be negative for MAE, positive for in-
terstate correlation, and statistically significant.

Figure 2 plots these t-test coefficient estimates—
which capture the difference in performance between
the full and misspecified implementations—for both
MRP (x-axes) and BARP (y-axes) as points. The figure
illustrates that BARP is substantially more insulated

from misspecification, with points lying closer to the
horizontal zero line than the vertical zero line in both
plots. The 95% confidence intervals, visualized by
horizontal and vertical bars, confirm that the perfor-
mance penalty associated with removing state-level
covariates is statistically significant across the major-
ity of surveys. (For differences that cross the null, im-
plying that the missing covariates actually improve
method performance, the confidence intervals contain
zero.)

The second explanation is that BARP can do more
with less data, reflecting its superior regularization
abilities. To test this explanation, I regress each
method’s mean absolute error on the observed state
sample size across the 200 simulations for each survey
and plot the coefficients for both MRP (x-axis) and
BARP (y-axis) in Figure 3. Again, there is clear evi-
dence that BARP’s performance is less sensitive to the
number of observations in a given state (points closer to
the horizontal axis), consistent with its superior regu-
larization capabilities.

Despite BARP’s superior performance across 89
surveys with a general set of covariates, there is striking
evidence that both BARP andMRP struggle to predict
opinion accurately on certain surveys and topics, as il-
lustratedby thepositive relationshipbetween thepoints
on the scatter plots in Figure 1. In Section 3 of the
Supporting Information, I dig deeper into the data
characteristics that drive the variation in method per-
formance. I conclude that MRP and BARP perform
almost equally well when the data characteristics are
most favorable. In addition, Ifind that bothmethods are
sensitive to the strength of state-level predictors,
echoing the conclusions drawn by Lax and Phillips
(2009), Hanretty, Lauderdale, and Vivyan (2018), and
Buttice and Highton (2013). These results indicate that
BARP can do more with less data, and do better with
worse covariates. But BARP is not immune to data

FIGURE 2. Sensitivity to Misspecification

Notes: Difference-in-means estimates (points) and confidence
intervals (lines) indicating how much better MRP (x-axes) and
BARP (y-axes) perform when the two state-level covariates are
included. Negative values on the left-hand plot reflect smaller
absoluteerrors in the full specification,whereaspositivevalueson
the right-hand plot reflect larger interstate correlations in the full
specification.

FIGURE 1. Predictive Accuracy

Notes: Predictive accuracy of BARP (y-axes) versus MRP (x-
axes)across89surveysasmeasuredbymeanabsoluteerror (left
panel) and interstate correlation (right panel).

3 Existing research shows that MRP’s performance relies heavily on
the researcherdefining the appropriate specification, particularlywith
respect to the geography-level covariates. As documented in Lax and
Phillips (2009), the biggest gains to MRP come with the inclusion of
state-level measures of presidential vote and religious conservatism.
Similar analysis conducted by Hanretty, Lauderdale, and Vivyan
(2018) in the UK concludes that area-level predictors are particularly
important for the predictive accuracy of MRP. I put scare quotes
around “mis-specify” to highlight that the full specification is not
necessarily the “correct” specification across every survey.
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quality issues, nor is it appreciably better than a multi-
level model when the researcher has been careful in
obtaining good data, selecting the appropriate cova-
riates, and defining the appropriate linear specification.

CONCLUSION

As a discipline, political science is typically more con-
cerned with the substantive implications of regression
models than optimizing for predictive accuracy. In the
case of extrapolating public opinion, however, pre-
dictive accuracy is paramount. In this context, robust
regularization methods like Bayesian additive re-
gression trees (BART or, when combined with post-
stratification,BARP) can improveonmultilevelmodels
(MRP) by implementing fully nonparametric regula-
rization techniques.

In this letter, I have demonstrated the benefits of
BARP in terms of mean absolute error and interstate
correlation. I find that BARP’s superior performance
derives from (1) greater insulation from specification
errors and (2) the ability to do more with less data.
BARP also exhibits better performance when com-
pared to other machine learning methods that are op-
timized for predictive accuracy, although the margin of
these improvements is smaller than when compared to
MRP. To facilitate adoption of the BARP method, I
provide an R package that implements BARP.

The improvements to both prediction accuracy and
interstate correlation are nontrivial. But these results
should not be interpreted as an indictment of multilevel
models writ large, nor should BARP be understood as
a silver bullet. A properly specified multilevel model is
competitive with BARP. Furthermore, both MRP and
BARP struggle in similar contexts. The first-best so-
lution is to obtain richer survey data of real individuals
(seeCaugheyandWarshaw2019 for adiscussionof how
coefficientmagnitudes are impact by regularization). In
addition, the researcher should takecarewhenchoosing
individual- and geography-level covariates, and com-
pare predictionsmade usingMRPwith those generated
by other methods such as BARP.

Nevertheless, my analysis suggests that non-
parametric regularization methods provide reason-
able estimates in generic settings, with BARP
emerging as the best performer. One avenue of future
research might focus on variants of Bayesian additive
regression trees that embed a multilevel component,
likely providing further improvements as the best of
both worlds.

SUPPLEMENTARY MATERIAL

To view supplementary material for this article, please
visit https://doi.org/10.1017/S0003055419000480.

Replication materials can be found on Dataverse at:
https://doi.org/10.7910/DVN/LMW871.
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