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Abstract

For two n-dimensional elliptical random vectors X and Y, we establish an identity for
E[f(Y)] — E[f(X)], where f: R" — R satisfies some regularity conditions. Using this
identity we provide a unified method to derive sufficient and necessary conditions for
classifying multivariate elliptical random vectors according to several main integral
stochastic orders. As a consequence we obtain new inequalities by applying the method
to multivariate elliptical distributions. The results generalize the corresponding ones for
multivariate normal random vectors in the literature.
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1. Introduction

Stochastic orders provide methods of comparing random variables and vectors which are
now used in many areas such as statistics and probability [8, 21, 24, 26, 41], operations research
[18], actuarial sciences and economic theory [4, 32], and risk management and other related
fields [S]. For a comprehensive review of the properties and characterizations of stochastic
orderings, including a variety of applications, the reader is referred to the monographs of [42],
[15], and [49]. Many of these orders are characterized by the so-called integral stochastic
orders which are obtained by comparing expectations of functions in a certain class. A general
treatment for these orders has been given in [52] and [38].

Elliptical distributions are generalizations of the multivariate normal distributions and,
therefore, share many of the tractable properties. This class of distributions was introduced
by [29] and was extensively discussed by [20]. This generalization of the normal family seems
to provide an attractive tool for statistics, economics, finance, and actuarial science, which can
describe fat or light tails and tail dependence among components of a vector. Interested readers
are referred to [17, 23, 34, 46, 55]. Miiller [39] studied the stochastic ordering characterizations
of multivariate normal random vectors. Arlotto and Scarsini [2] unified and generalized several
known results on comparisons of multivariate normal random vectors in the sense of different
stochastic orders by introducing the so-called Hessian order. Landsman and Tsanakas derived
necessary and sufficient conditions for classifying bivariate elliptical distributions through the
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concordance ordering. Ding and Zhang extended the results in [39] to Kotz-type distributions,
which form an important special class of elliptical symmetric distributions. Several stochastic
orderings for meta-elliptical bivariate distributions were critically reviewed by [1]. Necessary
and sufficient conditions for convex order and increasing convex order of general multivariate
elliptical random vectors had not been found until the work of [43]. However, few results can
be found in the literature that characterize the supermodular order of multivariate elliptical dis-
tributions. It is the aim of this paper to fill this gap. We will give some sufficient and necessary
conditions for supermodular order of multivariate elliptical random vectors. For the known
results, such as on the convex ordering and the increasing convex ordering of multivariate
elliptical random vectors, we provide a different simple proof.

The rest of the paper is organized as follows. Section 2 recalls some useful notions that will
be used in the what follows, such as certain properties of stochastic orders and elliptical distri-
butions. Section 3 presents necessary and sufficient conditions for several important stochastic
orders of multivariate elliptical distributions. Section 4 provides two applications of the main
results.

2. Preliminaries

Throughout this paper we use the following notations. We use bold letters to denote vec-
tors or matrices. For example, X' = (X1, ..., X,,) is a row vector and X = (0i)nxnisSann x n
matrix. In particular, the symbol 0,, denotes the n-dimensional column vector with all entries
equal to 0, 1,, denotes the n-dimensional column vector with all components equal to 1, and
1,x, denotes the n x n matrix with all entries equal to 1. Denote by O,,x, the n x n matrix
with all entries equal to 0, and by I,, the n x n identity matrix. For symmetric matrices A and
B of the same size, the notion A < B or B — A > O means that B — A is positive semi-definite.
Inequality between vectors or matrices denotes componentwise inequalities. Throughout this
paper, the terms ‘increasing’ and ‘decreasing’ are used in the weak sense. All integrals and
expectations are implicitly assumed to exist whenever they appear.

2.1. Some background on the elliptical distributions

The class of multivariate elliptical distributions is a natural extension of the class of multi-
variate normal distributions. We follow the notation of [7] and [20]. An n x 1 random vector
X = (X1, X3, ..., X,) is said to have an elliptically symmetric distribution if its characteristic

function has the form eit/”“qb(t/ Xt) for all t € R", denoted X ~ E, (1, X, ¢), where ¢ € ¥, is
called the characteristic generator satisfying ¢(0) = 1, p (n-dimensional vector) is its location
parameter, and ¥ (an n X n matrix with X > Q) is its dispersion matrix (or scale matrix). The
mean vector E(X) (if it exists) coincides with the location vector and the covariance matrix
Cov(X) (if it exists), and equals —2¢'(0)X. Note that in the one-dimensional case, the class of
elliptical distributions consists mainly of the class of symmetric distributions, which includes
well-known distributions like normal and Student ¢. A random vector X admits the stochastic
representation

X =p+RA'UW, (1)

where A is a square matrix such that A’A = X, U™ is uniformly distributed on the unit sphere
Sl = {ueR":uw'u=1}, R>0is arandom variable with R ~ F in [0, 00) called the gener-
ating variate, and F is called the generating distribution function; R and U™ are independent.
The mean vector E(X) exists if and only if E(R) exists; then, [E(X) = . The covariance matrix
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Cov(X) exists if and only if E(R?) exists; then, Cov(X) = %IE(RZ)E. In general, an elliptically
distributed random vector X ~ E,(n, X, ¢) does not necessarily possess a density. It is well
known that X has a density if and only if R has a density and X > O. The density has the form

FO=calZ Tgn(x— pYE ' x— p).  xeR",

for some nonnegative function g, called the density generator and for some constant ¢,
called the normalizing constant. We sometimes write X ~ E, (i, X, g,) for the n-dimensional
elliptical distributions generated from the function g,,.

The class of elliptical distributions possesses the linearity property. Consider the affine
transformations of the form Y=BX+b of a random vector X~ E,(u, X, ¢), where
B is an m x n matrix with m <n and rank(B) =m, and b€ R"™. Then, Y~ E,(Bu +
b, BXB’, ¢). Taking B= (a1, ..., o) =« leads to «’X ~ E(o'p, &’ T, ¢). In particular,
Xe~Ei(ug, o, ¢), k=1,2,--- n,and

ZXk ~E) (Zﬂk» szkl» ¢) .
k=1 k=1

k=1 I=1

2.2. Stochastic orders

In this section we summarize some important definitions and facts about the stochas-
tic orderings of random vectors. The standard references for stochastic orderings are [15]
and [49].

For a functionf : R" - R, xe R", i€ {1, ..., n}, and § > 0, we define the difference oper-
ator A? as A?f(x) =f(x+de;) — f(x), where ¢, =(0,...,0,1,0,...,0) denotes the ith unit
vector. In the case n=1 we simply write A%f(x)=f(x+8) —f(x). A function f:R" - R
is said to be increasing if A?f(x) >0 for all xeR", §>0, and i=1,...,n. A function
f:R"— R is is said to be supermodular if A?A}I’f(x) >0 for all xeR", §,&>0, and
1 <i<j<n. Equivalently, a function f:R" — R 1s said to be supermodular if, for any
x,yeR", f(x)+f(y) <f(xAYy)+f(xVYy), where the operators A and V denote coordinate-
wise minimum and maximum, respectively. A function f is supermodular if and only if —f is
submodular.

A function f : R” — R is said to be componentwise convex if f is convex in each argument
when the other arguments are held fixed. A function f: R” — R is said to be directionally
convex if AfAf-f(X) >0forallxeR", §,e>0,and 1 <i,j<n. Thatis, f: R" — R is direc-
tionally convex if it is supermodular and componentwise convex. Directional convexity neither
implies, nor is implied by, conventional convexity.

A function f:R"— R is said to be a A-monotone function if, for all 1<k <
n in, ... id C {1 ..., n), and every 81,.... 8 >0, A) - A%f(x)>0 for all xeR”,
5,e>0.

We now recall the definitions of stochastic orders that will be used later. Let F be some
class of measurable functions f : R” — R. For two random vectors X and Y in R”, we say that
X <r Y if E[f(X)] <E[f(Y)] holds for all f € F whenever the expectations are well defined.
We list a few important examples below.

Usual stochastic order: X <Y if E[f(X)] <E[f(Y)] for all increasing functions
f:R"— R.
Convex order: X <. Y if E[f(X)] < E[f(Y)] for all convex functions f : R" — R.
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Linear convex order: X <ix Y if E[f(a’X)] < E[f(a’Y)] for all a € R" and for all convex
functions f: R — R.

Increasing convex order: X <i.x Y if E[f(X)] <E[f(Y)] for all increasing convex functions
f:R"—=R.

Componentwise convex order: X <. Y if E[f(X)] <E[f(Y)] for all componentwise
convex functions f : R” — R.

Increasing componentwise convex order: X <ijccx Y if E[f(X)] < E[f(Y)] for all increasing
componentwise convex functions f : R" — R.

Supermodular order: X <¢, Y if E[f(X)] <E[f(Y)] for all supermodular functions
f:R*—R.

Increasing supermodular order: X <js, Y if E[f(X)] < E[f(Y)] for all increasing supermod-
ular functions f : R* — R.

Directionally convex order: X <q.x Y if E[f(X)] <E[f(Y)] for all directionally convex
functions f : R” — R.

Increasing directionally convex: X <iqex Y if E[f(X)] < E[f(Y)] for all increasing direc-
tionally convex functions f : R” — R.

The componentwise convex order was introduced by Mosler (1982), the directionally con-
vex order by [49], and the increasing directionally convex order by [42]. The supermodular
order compares only the dependence structure of vectors with fixed equal marginals, whereas
the increasing directionally convex order also compares both marginal variability and location.
However, a univariate function is directionally convex if, and only if, it is convex.

For a random vector X = (X1, . . ., Xj;), we denote the multivariate distribution function by

Fx(t) =PX<t)=P(X; <t1,..., Xy <ty), t=(r,.... 1) eR",
and the multivariate survival function by

Fx() =PX>t)=PX| >11,..., X, >1,), t=(,..., 1) eR"
The following definition is taking from [40].

Definition 1. Assume that X, Y € R” are two random vectors.

e X is said to be smaller than Y in the upper orthant order, written X <, Y, if Fx(t) <
Fy(t) for all t e R".

e X s said to be smaller than Y in the lower orthant order, written X <j, Y, if Fx(t) < Fy(t)
for all t € R”.

e X is said to be smaller than Y in the concordance order, written X <. Y, if both X <,, Y
and X <y, Y hold.

The orthant orders were treated by [49] and the concordance order was introduced by [28]. We
have the implication X <¢; Y = X <o Yand X <, Y, and hence X <¢ Y = X <. Y.

The upper orthant order can be defined alternatively by A-monotone functions. The
following lemma can be found in [44].

Lemma 1. X <., Y if and only if E[f(X)] <E[f(Y)] holds for all A-monotone functions
f:R'"—= R

The following necessary and sufficient conditions for several important stochastic orders
can be found in [14] and [2].
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e X <4y Y if and only if E[f(X)] < E[f(Y)] holds for all twice differentiable functions
f:R" — R satisfying, forall 1 <i <j<n,
2

f(x) =0, xeR" 2
ax,-axj

e X <isn Y if and only if E[f(X)] <E[f(Y)] holds for all twice differentiable func-
tions f:R" — R satisfying Bixl_f(x) >0, for xeR" and all 1 <i<n, and (2) for all
I<i<j<n.

o X <q4cx Y if and only if E[f(X)] < E[f(Y)] holds for all twice differentiable functions
f:R" — R satisfying (2) forall 1 <i,j<n.

e X <jgex Y if and only if ]E[f(X)] <E[f(Y)] holds for all twice differentiable func-
tions f:R" — R satisfying a%I_f(x) >0, for xe R" and all 1 <i<n, and (2) for all
1<i,j<n.

e X <, Y if and only if E[f(X)] <E[f(Y)] holds for all infinitely differentiable func-
tions f:R" — R satisfying ﬁf(x) >0 forxeR"and all 1 <ij<---<ix<n,
1<k<n.

e X <. Y if and only if E[f(X)] < E[f(Y)] holds for all twice differentiable functions
f:R" — R satisfying %f(x) >0forxeR"andall 1 <i<n.

e X <jccx Y if and only if E[f(X)] < E[f(Y)] holds for all twice differentiable functions
f:R" — R satisfying aix’_f(x) >0 and %f(x) >0forxeR"andall 1 <i<n.

We first list the results of stochastic orderings for univariate elliptical distributions. The case
of univariate normal distributions can be found in [39].
Lemma 2. Let X ~ E{(ly, 0),2, @) and Y ~ E1(pty, oyz, ¢). Then
[13].
(ii)) X <cx Y if and only if iy = vy and oy < oy [43].

(i) X <Y if and only if uyx < uy and o, = oy, provided that X and Y are supported on R

(iii) X <icx Y if and only if jux < uy and ox < oy [43].
Now we list the results of stochastic orderings for multivariate elliptical distributions.

Lemma 3. ([43].) Let X~ E,(n*, ¥, ¢) and Y ~ E, (@, X7, ¢). Then the following state-
ments are equivalent:

(i) p* =’ and X7 — X* is positive semi-definite.
(i) X <iex Y.
(iii) X <o Y.

For the case of increasing convex order, the sufficient and necessary conditions seem to be
unknown. The following sufficient condition for the increasing convex order can be found in
[43]. The results for the case of multivariate normal distributions can be found in [39].
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Lemma 4. Let X ~ E,(u*, %, ¢) and Y ~ Eq(1’, =°, $).
(i) If u* < W and XV — X% is positive semi-definite, then X <icx Y.
(ii) If X <icx Y, then p* < p” and a'(X” — X)a > 0 for all a > 0.

2.3. An identity for multivariate elliptical distributions

If f : R" — R is twice continuously differentiable, we write as usual

9 9 92
Vf(x) = (8—mf(x), SR f(x)) !, Hy(x) = <8x~3x~f(x)>

for the gradient and the Hessian matrix of f. It is well known that f is convex if and only if
Hy(x) is positive semidefinite for any x € R"; f is strictly convex if and only if Hy(x) is positive
definite for any x € R”. A function is supermodular if and only if its Hessian has nonnegative
off-diagonal elements, i.e. f is supermodular if and only if %;xif(x) > ( for every i #j and
x € R” (cf. [9, Proposition 4.2]).

The following two results can be found in [25], [39], and [14] in the multivariate normal
case. Ding and Zhang extended the result from multivariate normal distributions to Kotz-type
distributions, which form an important class of elliptically symmetric distributions. We develop
an identity for multivariate elliptical distributions.

Lemma 5. Let X ~ E,(n*, X5, ) and Y ~ E, (@, X7, ), with * and X~ positive definite.
Let ¢, be the density function of E,(Ap” + (1 —)p*, AXY + (1 — VXX, ¢), 0< A <1, and
@1, be the density function of E,(Ap” + (1 — )p*, AXY + (1 — V)XY, ¥rq), 0 <A <1, where

1 © n ) ru )
lﬁl(u)=m/0 oF <—~|—1,—T>r]P’(Redr).

2
Here,
o0 k
L'y z
oF1(y:z) kzzo T(y + k) k!

is the generalized hypergeometric series of order (0, 1), and R is defined by (1) with
E(R?) < 00. Moreover, assume that f:R"— R is twice continuously differentiable and
satisfies some polynomial growth conditions at infinity:

Jx) = O(x[]), vf (%) = O(x]]). 3)

Then

1
E[f(Y)] - E[f(X)] = /0 /R Y V95 6) dx

+

ER?) ! y_ g
2 / / tr{(X" — XM Hr(x)}15.(x) dx dA,
n 0 n

where tr(A) denotes the trace of the matrix A.

For the proof, see the appendix.

https://doi.org/10.1017/jpr.2020.104 Published online by Cambridge University Press


https://doi.org/10.1017/jpr.2020.104

Stochastic orderings of multivariate elliptical distributions 557

Using Lemma 5 and the same argument as the proof of [39, Corollary 3], we have the
following corollary.

Corollary 1. Let X ~ E,(p*, X5, ) and Y ~ E,(p”, 7, ), with * and X positive definite
or positive semidefinite, and assume that f : R" — R satisfies the conditions of Lemma 5. Then
ElfX)] < E[f(Y)] if the following two conditions hold for all x € R":

‘ ) N 0 n n
;(M?—ui)a—mf(x)zo, Y=oy )0

i=1 j=1

3. Main results

The following results can be found in [13]. The multivariate normal case can be found in
[39]. Here we provide a different proof.

Theorem 1. Let X ~ E,(u*, X, ¢) and Y ~ E, (>, X7, ¢) be two n-dimensional elliptically
distributed random vectors supported on R". Then X <4 Y if and only if u* < ¥ and £¥ = X*.

Proof. For any increasing twice differential function f : R” — R, the ‘if” part follows imme-
diately from Corollary 1, since u* < u”, ¥ = X%, and Vf(x) >0 for all x € R" imply that
E[f(Y)] = E[f(X)]. To prove the ‘only if’ part, we choose f to have the forms f(x) = i (x;)
and f(x) = ho(x; + x;), where hy and hy are any two univariate increasing functions. It fol-
lows from X <¢ Y that X; < Y¥; and X; +X; <y Y; +Y;. Note that X ~ E,(n*, X*, ¢) and
Y ~E,(w, X, ¢) lead to X; ~ E\(uj, 07, ¢) and X; +X Ey(u} —{-,uj , 05+ o —1—2%, b).
By the symmetry of elliptical distributions, all X;, X, ¥;, ¥;, X; + Y;, and X; ~|— Y; are supported
on R. Applying Lemma 2(i), we find that u} < ,uf and og = ‘71§ for all 1 < i, j <n. Hence,
n < p’ and XV = X% O

The following result, due to [43], generalizes [45, Theorem 4] and [39, Theorem 6] for the
multivariate normal case. Here, we provide a different proof.

Theorem 2. Let X ~ E,(n*, T*, ¢) and Y ~ E,(u”, X, ¢). Then the following statements are
equivalent:

(i) W=p*and ¥’ —X* > 0.
(ii)) X< Y.
(iii) X <iex Y.

Proof. (i) = (ii): For any twice differential convex function f:R" — R, using
Lemma 5 we get E[f(Y)] > E[f(X)] since f is convex if and only if its Hessian matrix
Hy is positive semi-definite. (ii) = (iii) is obvious. (iii) = (i) is the same as the proof of
[43, Theorem 4.1]. O

The following result, due to [43], generalizes [39, Theorem 7] for the multivariate normal
case. Here we provide a different proof.

Theorem 3. Let X ~ E,(u*, X*, ¢) and Y ~ E,(n’, X7, ¢). Then the following statements
hold:

(D) If W”' <’ and X7 — X* = O, then X <jx Y.
(ii) If X <icx Y, then @’ > u* and ¥ — X~ is copositive, i.e. a' (XY — X¥)a >0 foralla > 0.
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Proof. (i): For any twice differential increasing convex function f:R" — R, using
Lemma 5 together with the conditions p” > p* and XV — X% >0, we get E[f(Y)]>
E[f(X)], and thus we have X <jc.x Y. The proof of (ii) is the same as the proof of [43,
Theorem 4.6(2)]. [

Remark 1. For the case of increasing convex order, there are no sufficient and necessary con-
ditions in the literature even for normal distributions (see [39] and [43]). We remark that if
(XY — X%z =0 has a positive solution, then a’(X> — X*)a >0 for all a> 0 if and only if
¥Y — ¥* > O (see Theorem 12). So, we get the following ‘if and only if’ characterization
of increasing convex order.

Assume that X ~ E,(u*, X%, ¢), Y ~ E,(u”, X7, ¢), and (XY — X*)z=0 has a positive
solution. Then X <j¢x Y if and only if g’ > pu* and ¥ — X* > O.

Remark 2. It is easy to see that XY — ¥* > O implies that ¥ — X" is copositive, but the
converse is not true. We give an example. Let

2 2 2 2
Zx:<0'2 px%')’ Ey:<c72 ;chg)’
s o PyO o

where 02>0 and —1<p, < py <1. Then, for all a=(a;,a2) >0, a'(LT¥— X )a=
a1a20%(py — py) = 0. But for Z = (z1, —z1) € R%, Z/(X” — THZ = —zi0*(py — px) <O.

The following result generalizes [39, Theorem 11], in which the multivariate normal case
was considered. Special conditions are given for multivariate normal and elliptically contoured
distributions such that X <q,, Y in [6].

Theorem 4. Let X ~ E,,(u*, X, ¢p) and Y ~ E,(@’, X7, ¢). Then the following statements are
equivalent:

(i) X<mY.

(ii) X and Y have the same marginal and ag < al-)]ffor all <i<j<n.

Proof. (1) = (2): If X <¢n Y, then X and Y necessarily belong to the same Fréchet space.

In particular, X and Y have the same marginal (see, e.g., [41]). Since the function f(x) = x;x; is
supermodular for all 1 <i <j <n, we see that X <¢, Y implies og < 05 forall 1 <i<j<n.
Since X <y Y if and only if E[f(X)] < E[f(Y)] holds for all twice differentiable functions
f:R" — R satisfying %;x,f(x) >0 for x e R" and all 1 <i <j <n, the implication (ii) = (i)
follows from Corollary 1. O

Theorem 5. Let X ~ E,(u*, X, ¢) and Y ~ E (>, X7, ¢) be two n-dimensional elliptically
distributed random vectors supported on R".

(i) If u* <, aﬁ:oﬁfori: 1,2,...,n andogfogforalll <i<j<n then X <isn Y.
(ii) IfX <ism Y, then p* <, o =07 fori=1,2,...,n.

(iii) If X — ) <ism (Y — p?), then o = o3, fori=1,2,...,nand oy < aij.'for all1<i<
j=<n.
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Proof.

@i):

(ii):

(iii):

For any twice differentiable functions f:R" — R satisfying if(x) >0 for xeR”

and all 1 <i<nand dxf(x)>0 for x e R"” and all 1 <i <j <n, using Corollary 1

together with the conditions p¥ > u*, o} = a” fori=1,2,...,n and UU < UU for all
1 <i<j<n,weget E[f(Y)] > E[f(X)]. Thus, we have X §ism Y.

X <imY 1mphes that X; < Y; [42, p. 114]. Applying Lemma 2(i) we find that 1} < ,uly
and o}l = o7, forall 1 <i <n.

X — 1) <ism (Y — ) 1mp11es that (X; — u}) <g (Y; — u; 7), and hence (X; — Ml)_
(Y; — p)). Thus, of =03 for i=1,2,...,n. Consequently, (X — ") <¢m (Y — p’),
which implies that oi;? < al; foralll1 <i< j <n. O

Corollary 2. Let X ~ E,(p*, *, ¢p) and Y ~ E,(n”, X7, @) be two n-dimensional elliptically
distributed random vectors supported on R". Then the following statements are equivalent:

() X=p") <ism (Y — p).

(ii) of =07, forl—l 2,. n,anda§§a§foralll§i<j§n.

The following result generalizes [39, Theorem 12] in which the multivariate normal case
was considered.

Theorem 6. Let X ~ E,,(u*, X, ¢p) and Y ~ E, (@, X7, ¢). Then the following statements are
equivalent:

(i) X<dex Y.

(ii) pW*=p and o <o, forall 1 <i,j<n.

j="q

Proof.

(i) = Note that the functions f(x) = x;, —x;, x;x; are directionally convex forall 1 <7, j <n,

and thus p* —;L«Vandaljfall forall 1 <i,j<n.

(ii) = (i): Since X <gcx Y if and only if E[f(X)] < E[f(Y)] holds for all twice differentiable
functions f : R" — R satisfying #ngf(x) >0 for xeR" and all 1 <i,j <n, the implication
follows from Lemma 5.

For increasing directionally convex orders we have the following theorem.

Theorem 7. Let X ~ E,(u*, ¥, ¢p) and Y ~ E,,(n’, X7, ¢).

(i) If X <igex Y, then p* < p* and o < o), forall 1 <i<n.

i — il

(i) If X — u¥) <igex (Y — %), thenal] < l]foralll<l j<n

(iii) If u* <’ and o}

i< Uforalll<lj<n then X <jgex Y.

Proof.

@i):

Choosing f(x) = g(x;) with g : R — R is increasing and convex. Thus, by Lemma 2(iii),
;fo;l,yandaggagforall 1<i<n.
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(i): X — ") <igex (Y — p”) implies that (X — p*) <gcx (Y — @) since they have the same
mean. The result follows from Theorem 6.
(iii): For all twice differentiable increasing functions f : R” — R satisfying #;xjf (x) > 0 for

x € R" and all 1 <i, j <n, using Corollary 1 together with the conditions u* < u” and

aij < oi}]f forall 1 <i,j<n,we get E[f(Y)] > E[f(X)]. Thus, we have X <jgcx Y. O

Corollary 3. Let X ~ E,(n*, X%, ¢) and Y ~ E,(u”, ¥, ¢). Then the following statements
are equivalent:

(i) X —p*) <idex (Y — ).

(ii) ogsogforall 1<i,j<n

As pointed out by [39], the ‘if and only if” characterization of the upper orthant order for
multinormal distributions has not been found. The following result generalizes and strengthens
[39, Theorem 10], in which the multivariate normal case was considered, and [30, Theorem 2],
in which bivariate elliptical distributions were considered.

Theorem 8. Let X ~ E,(u*, X, ¢) and Y ~ E, (>, X7, ¢) be two n-dimensional elliptically
distributed random vectors supported on R".

(i) If p”*y <, aﬁ:a%fori:l,Z,...,nandagﬁogforalll§i<j§n, then X <40 Y.

(i) If X <uo Y, then u* < u”, U;f:ogfori: 1,2,...,n.
(iii) If X and Y have the same marginal and X <, Y, then O'i“; < ol;ffor alll <i<j<n.

Proof.

(i): For any A-monotone function f : R” — R, using Lemma 5 together with the conditions
w > s, ol?f:ag fori=1,2,..., nandal.ffa; forall 1 <i<j<n,wegetE[f(Y)]>
E[f(X)], and thus we have X <, Y.

(i1): Using the fact that X <., Y implies that X; <y ¥; for all 1 <i <n and Lemma 2(i), we

get u* < p” and o} =o;, fori=1, 2, ,n_
(iii): Using the fact that X <., Y implies that (X;, X;)' <uo (¥;, ¥;)’ for any 1 <i<j<n
together with X and Y having the same marginal leads to (X;, X;)" <¢m (¥;, ¥;)’ (see

[40, Theorem 2.5]). But this implies that ai; < O’g forall 1 <i<j<n. O

Corollary 4. Let X~ E,(u*, X, ¢) and Y ~ E,(n”, X*, ¢) be two n-dimensional ellipti-
cally distributed random vectors with the same marginal. Then the following statements are
equivalent:

(i) X=<w Y.

(ii) oy <oy forall 1 <i<j<n.

The following theorem considers the componentwise convex order. The multivariate normal
case can be found in [42]; see also [2].

Theorem 9. Let X ~ E,(u*, X, ¢p) and Y ~ E,(w’, X7, ¢). Then the following statements are
equivalent:
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() X =<cex Y.

(ii) p*=p’ and o¥ <o,

. X y . .
s <o foralll <i<n, andal-j—aijforalllsl<]§n.

Proof.

(i) = (ii): Note that the functions f(x) = x;, —x;, xl-2, XjXj, —X;Xj are componentwise convex
for all 1 <i, j <n. Thus, we get u* =", oj; < Ug forall 1 <i<nand al-;? =oi§ for all
1<i<j<n.

(i) = (i): For any twice differentiable functions f : R” — R satisfying %f(x) >0forxe
R™ and all 1 <i <n, using Lemma 5 together with the conditions u* = u”, ol?f < 65 for
all 1 <i<n,and 0[?/? = 05 forall 1 <i<j<n,weget E[f(X)] <E[f(Y)]. Thus, X <¢cx
Y. ‘ O

Similarly, we establish the result for increasing componentwise convex order as follows.

Theorem 10. Let X ~ E,(u*, X, ¢) and Y ~ E,(n”, X7, p).

(i) IfX <icex Y, then 7 < ,uly andoij Sagforall 1<i,j<n

(ii) Ifuffuly and G;ffcri}tf for all 1<i<n, and 0’5;20'5 for all 1<i<j<n, then
Xficch-

Proof.

(i): Obviously, X <jccx Y implies that X <j.x Y. Hence, by Lemma 4, u* < u” and a'(X” —
¥*)a > 0 for all a > 0. The latter inequality implies that aij? < oi}j' forall 1 <i,j<n.

(i1): The proof is routine and is omitted. O

At the end of this section we will consider the copositive and completely positive orders
for multivariate elliptical random variables. The multivariate normal case can be found in [2].
Before we state Theorem 11, we first give the following definitions.

Definition 2. [2]. An n x n matrix A is called copositive if the quadratic form x’Ax > 0 for all
x >0, and A is called completely positive if there exists a nonnegative m x n matrix B such
that A =B'B.

Denote by Ccop the cone of copositive matrices, and by Cep the cone of completely positive
matrices. Let C;‘op and C;‘p be the duals of Ccop and Cep, respectively. It is well known (see [2])
that C:OP =C¢p and Cé"P = Ceop-

The following Hessian orders can be defined (see [2]).

o X < Yif E[f(X)] < E[f(Y)] holds for all functions f such that Hy(x) € Cp.
o X <cop Yif E[f(X)] < E[f(Y)] holds for all functions f such that Hy(x) € Ccop.
Theorem 11. Let X ~ E,(n*, X*, ¢) and Y ~ E,,(u”, X7, P). Then
(i) X =¢p Y ifand only if u* = p’ and L — T* is copositive.
(ii) X <cop Y if and only if p* = p” and ¥ — X" is completely copositive.

Proof. We prove (i) here; the proof of (ii) is similar.
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TABLE 1: Comparison criteria for X ~ E,(u*, X*, ¢) and Y ~ E,,(n”, X7, ¢).

Constraints on parameters Relationship Order

<, T =3 & X<qY

pwr=p, 3 —%>0 & X<«xY
wW=w,r-3">0 & X<ixY
w<w,x-X*>0 = X<ixY

pwr<p, X —3%>0,det(XY — ) =0 & X <iex Y

A e e & X< ¥
ﬂxfﬂya o';fzo‘l,)l,]’ 05;5047/ = X <ismY
oi)lf:o'i);,o’g_ol =4 X—Il«xfismY_M'y
le:ﬂy’Uiff% < X <ax Y

05505 < X — " <igex Y — ¥
W< W, o5 =0, 05 <oy = X=<wY

wr=p, o} < Uﬁ, Gg =0; & X <cex Y

pE<p, o5 < ol-}l-', aif = O’If = X <icex Y

p*=p¥, LY — X* copositive & X<pY

p¥ = w’, ¥ — ¥ completely copositive & X <cpY

‘if’: Consider the functions f;(x) = x;, —x; (1 < i <n). Observe that H;(x) = O € C,. Thus,
X <¢p Y implies u* = p”. Let E(X)=[E(Y) = p. For any symmetric n x n matrix A € Cep,
define a function f as f(x)= %(x — w)'A(x — p). Observe that Hy(x)=A for all x, and
thus X <, Y implies E[f(X)] < E[f(Y)], which is equivalent to E(X — WYAX — ) <E(Y —
) A(Y — ). It follows from the above that —2¢'(0)tr(X*A) < —2¢’(0)tr(XYA). Therefore,
tr((XY — X*)A) > 0. Since A € is arbitrary, we conclude that ¥’ — X* e(,’:p. Hence,
¥Y — ¥* is copositive, since Cg“p = Ceop-

‘only if’: For any f such that Hy(x) € Cp, using Lemma 5 together with the condition
n* = p” and the fact that £¥ — X% is copositive yields E[f(X)] < E[f(Y)], as desired. O

The main results in this section are summarized in Table 1.
4. Applications and examples

This section deals with some applications of the previous results. One can obtain a series
of probability and expectation inequalities for multivariate elliptical random variables. We will
restrict ourselves to applications concerning the supermodular ordering.

4.1. Application 1

Slepian’s theorem for multivariate normal distributions with nonsingular covariance matrix
can be found in [51]. Reference [12] generalized Slepian’s theorem to elliptical distribu-
tions with nonsingular covariance matrix, which was later proved in a different way by [27].
Reference [28] provided a shorter elementary proof. For its extension to the case of singular
covariance matrix the reader is referred to [19]. Here, we give a simple proof. Further results
on the normal comparison inequalities of Slepian type can be found in [31], [54], and [10]. The
following result can be found in [19]. It is an immediate consequence of Theorem 4.

Example 1. Let X~ E,(u*, X%, ¢) and Y~E,(n”, X7, ¢). If X and Y have the same
marginals and ag < ai“; for all 1 <i<j<n, then, for every acR", P(X|; <aj,..., X, <
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ap) <PY)<ay,...,Y,<a,) and PX;>ay,...,Xy>a)<PY|>ay,...,Y,>ay,).
Furthermore, the inequality is strict if ag < alrj‘f for some 7, j and if the supports of X, Y are
unbounded.

4.2. Application 2

In this section we list various simple but useful inequalities for certain functions of multi-
variate elliptical random variables. The proofs are based on the results in Section 3; the most
important result is the one on supermodular orders. We remark that supermodular functions
play a significant role in applied fields, such as risk management, insurance, queueing, macroe-
conomic dynamics, optimization, and game theory. The following are some useful results and
properties of supermodular functions. The proofs can be found in [3], [11], [51], and [33,
p- 219].

Lemma 6.

e [ffis increasing and supermodular, then max {f, c} is supermodular for all c € R.

o If f:R" — R is supermodular then the function  defined by V(x1,x2, ..., Xp) =
flg1(x1), ..., gn(xn)), is also supermodular whenever giR — R, i=1,2,...,n, are
either all increasing or all decreasing.

o Iff; is increasing (decreasing) on R! fori=1,2, ..., n, then

f(x) = min{f[(.Xl), s sfl’l(xn)} = max{fl(-xl)v s afn(xn)}
is supermodular on R".

o H(x)= (Zk 1 &ilx) — )+ , (]_[Z:1 gilxp) — t)+ are supermodular for any t > 0.

e [f fis monotonic supermodular and g is increasing and convex, then g of is monotonic
and supermodular.

o H(x) =[]}, ¢i(xi) is supermodular, where ¢;:R — R*, i=1,2, ..., n, are either all
increasing or all decreasing.

e The function f(x) = v(x| + - - - + xp,) is supermodular, where v is increasing convex.
o H(x)= —ﬁ Y1 (X — X)? is supermodular.
o The function H(X) = max|<k<n Z;(:] Xy is supermodular and increasing.

The following result is an immediate consequence of Theorem 4 and Lemma 6, and is now
used in many areas such as actuarial sciences, economic theory, and statistics and probability
(see, e.g., [10, 11, 22, 37]).

Example 2. Assume that X ~ E,,(u*, X%, ¢), Y ~ E,(n”, X7, ¢), that X and Y have the same
marginal, and ol/ < 5 forall 1 <i<j<n.

e Letf be an increasing convex function on ( — 0o, 00). Then

Ef(g1(X1) + - - -+ g.(Xn) <Ef(g1(Y1) + - - - + gu(Y)),

where g1, ..., g, are monotonic in the same direction.
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e Assume that f: R” — R is supermodular, and g;:R — R, i=1, 2, ..., n, are either all
increasing or all decreasing. Then

Ef(g1(X1), ..., &a(Xn)) < Ef(g1(Y1), ..., ga(Yn)).

e If f is increasing and supermodular, then E max{f(X), 0} < E max{f(Y), 0}.
o E[Ti; ¢i(X) <E[Ii_; ¢i(Yi), where ¢:R — R are monotonic in the same direction.

o If fiR—R,i=1,2,...,n,are either all increasing or all decreasing, then

E min{f1(X1), ..., /u(Xp)} < Emin{fi(Y1), ..., fu(Yn)},
]EmaXVI(Xl)’ cee afn(Xn)} = ]EmaXUpl(Yl)v cee vfn(Yn)}~

° ES)% > ES%, where

1
§2 =
Y oon
e If f is a nondecreasing convex function, then

(m ZXk) <Ef (m Z Yk)

We illustrate special applications of the above result in the following examples.

Example 3. (Equicorrelated elliptical variables.) Let X ~ E, (., X*, ¢) with X* = (oij) such

that a§=a2, ai;f:pxaz for 1 <i<j<n, o2>0, px€[—1,1], and let Y ~ E,(u, X7, ¢)

with XY = (a,?j’) such that o3, = 02, a,.ji =polforl <i<j<n, pye[—1,1]. Then X < Y
if and only if o, < p,.

Béuerle [3] obtained the similar result for normal variables and oy, oy € [0, 1]. For any
supermodular function f : R" — R, we deduce that the expectation Ef(X) is increasing in py.
We remark that for this special correlated elliptical variable, the supermodularity of f is not
necessary. For example, if /: R" — R is twice differentiable and satisfies %;xjf(x) >0 for
x € R” and for some 1 <i <j < n, then [27, Proposition 1] and their remarks on p. 454 imply
that Ef(X) is increasing in p,. For example, if p; < py, then E(X1X2X§) <E(1; Y2Y32) and
EX;X3X3) <EQY;Y3vs).

Example 4. (Serial correlated elliptical variables.) Let X~E,(n, X*,¢) and Y~
E,(;n, X7, ¢), with

02 pr_Z p}rcz 10.2
,00'2 02 pn 2 2
X X
¥ =
;On 10.2 ,0” 2 2 O.2
X X
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0’2 ,0y0'2 10;1710.2
pvaz o2 p;_ZO'Z
= :
p;,l_IO'Z ,0;}_20'2 L 0_2

where o2 > 0 and Pxs py € [ — 1, 1]. Then X <, Y if and only if o, < p,.

Appendix A

Theorem 12. Lez f(y) =y Ay, y € R", where A is an n x n symmetric matrix. If Az =0 has a
positive solution, then y'Ay > 0 for all'y > 0 if and only if y'Ay > 0 for all y € R".

Proof. We just prove the ‘only if * part. Since f is quadratic, using Taylor’s expansion we get
fX+1y) =f(x) + ty VF(X) + 2f(y), X, y € R", t € R, where Vf(x) = 2Ax is the gradient of f.
We choose an xo > 0 such that Axo = 0 and f(x) = 0. Then f(xg + ty) = 2f(y). Since, for any
y € R" and ¢ > 0 small enough, we have x¢ + ry > 0, we thus get f(y) > 0. O

Proof of Lemma 5. For 0 < A <1, define
W () =exp (it (Ap” + (1 — ) YA + (1 — HEHL), teR"

By using the Fourier inversion theorem,

Pr(x) = <i> / X W, (1) dt.
27

The derivative of W, with respect to A is

AW, (t
a+0 =it'(n’ — p)exp (it (Ap” + (1 — ")) YA AZ" + (1 — DI
+ /(XY — ZHtexp (it (Ap” + (1 — D)) ¥/ T QEY + (1 — DT,
and hence

0¢;.(x) _ <L)n/e—it/xaqj}»(t) dt

EYS 27 EN
1 " —it'x g/ X
=\5, e N, (Dit'(u — ') dt

+ (i) / e — Etexp (it (A + (1 = 1)) v

x (CAXY+ (1 —0)XHt)dt

n
01.(x)
== — )= = +A,
i=1 i

where

A= (%) / e X¢(2Y — Z5)texp (it (Ap” + (1 = ")) ¥/ AZ + (1 — HEHL) dt.
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Note that, by (1), there exists a random variable R > 0 such that

o) 2 2
e iRt'U™ _ n_ it
ey =E (B | R)) _fo 2 (5, - ) P(R € dr),

where in the second equality we have applied [20, Theorem 3.1] [note that there is a printing
error in [20, (3.3)]] and

— Iy Z
oFilyi=y ————
— Ty + k) k!

Thus, for u > 0,

%) 2
W= 2 f oF) ('3 _ ”) P(R € dr)
du 0 4

2
_ /OOO %oFl (g — r%”) P(R € dr)

z_% OOOOFl (Z T —%> PP(R < dr)
=-— ]E(lez) Y1 (u),

where

1 © n ru 2
¢M)(M/OHQ+14>men

is a characteristic generator. Here,

|1t

c(IItl?) = oF) <2+1 _T>

is the characteristic function of a uniform distribution in the unit sphere in R” (see, e.g., [54]).
Thus, A can be rewritten as

o 3%¢p1:.(x)
Z Z( %) oo

i=1 j=1

Define g(1) = [ f(X)¢2(x)dx; then, E[f(Y)] —E[f(X)] = g(1) — g(0) = [y g'(x)di. The

result follows since
0 (%)
Wﬁ/ﬂﬁm d
R oA

:@WLMWmmwm
E(R?)

2n

+ / tr{(XY — THH(x)} 1 (x) dx.

Here, in the last equality we have used the integration by parts formula and the conditions
in (3). =

https://doi.org/10.1017/jpr.2020.104 Published online by Cambridge University Press


https://doi.org/10.1017/jpr.2020.104

Stochastic orderings of multivariate elliptical distributions 567

Acknowledgements

The author would like to thank Professor Xiaowen Zhou for helpful comments on an earlier
draft of the paper. We are deeply grateful to the reviewers and Editor for their comments and
suggestions to improve our manuscript. The research was supported by the National Natural
Science Foundation of China (Nos. 12071251, 11571198, 11701319).

—_

[1]

[2]
[3]
[4]
[5]
[6]
[7]
[8]

[9]
[10]

(1]

[12]

[13]
[14]
[15]
[16]
[17]
[18]
[19]
[20]
[21]
[22]
[23]

[24]

References

ABDOUS, B., GENEST, C. AND REMILLARD, B. (2005). Dependence properties of meta-elliptical distributions.
In Statistical Modeling and Analysis for Complex Data Problems, eds. P. Duschene and B. Rémillard, Springer,
New York, pp. 1-15.

ARLOTTO, A. AND SCARSINI, M. (2009). Hessian orders and multinormal distributions. J. Multivar. Anal. 100,
2324-2330.

BAUERLE, N. (1997). Inequalities for stochastic models via supermodular orderings. Commun. Statist. Stoch.
Models 13, 181 (1997).

BAUERLE, N. abd Bayraktar, E. (2014). A note on applications of stochastic ordering to control problems in
insurance and finance. Stochastics, 86, 330-340.

BAUERLE, N. AND MULLER, A. (2006). Stochastic orders and risk measures: Consistency and bounds.
Insurance Math. Econom. 38, 132—148.

BLOCK, H. W. AND SAMPSON, A. R. (1988). Conditionally ordered distributions. J. Multivar. Anal. 27,
91-104.

CAMBANIS, S., HUANG, S. AND SIMONS, G. (1981). On the theory of elliptically contoured distributions.
J. Multivar. Anal. 11, 365-385.

CAL, D. AND CARCAMO, J. (2006). Stochastic orders and majorization of mean order statistics. J. Appl. Prob.
43,704-712.

CARTER, M. (2001). Foundations of Mathematical Economics. MIT Press, Cambridge, MA.
CHERNOZHUKOV, V., CHETVERIKOV, D. AND KATO, K. (2015). Comparison and anti-concentration bounds
for maxima of Gaussian random vectors. Prob. Theory Relat. Fields 162, 47-70.

CHRISTOFIDES, T. C. AND VAGGELATOU, E. (2004). A connection between supermodular ordering and
positive/negative association. J. Multivar. Anal. 88, 138—151.

DAs GUPTA, S., EATON, M. L., OLKIN, 1., PERLMAN, M. D., SAVAGE, L. J. AND SOBEL, M. (1972).
Inequalities on the probability content of convex regions for elliptically contoured distributions. In: Proc. Sixth
Berkeley Symp. Prob. Statist., Vol. 2, University of California Press, Berkeley, CA, pp. 241-265.

DAVIDOV, O. AND PEDDADA, S. (2013). The linear stochastic order and directed inference for multivariate
ordered distributions. Ann. Statist. 41, 1-40.

DENUIT, M. AND MULLER, A. (2002). Smooth generators of integral stochastic orders. Ann. Appl. Prob. 12,
1174-1184.

DENUIT, M., DHAENE, J., GOOVAERTS, M. AND KAAS, R. (2005). Actuarial Theory for Dependent Risks:
Measures, Orders and Models. John Wiley, New York.

DING, Y. AND ZHANG, X. (2004). Some stochastic orders of Kotz-type distributions. Statist. Prob. Lett. 69,
389-396.

EL KAROUI, N. (2009). Concentration of measure and spectra of random matrices: Applications to correlation
matrices, elliptical distributions and beyond. Ann. Appl. Prob. 19, 2362-2405.

FABIAN, C. 1., MITRA, G. AND ROMAN, D. (2011). Processing second-order stochastic dominance models
using cutting-plane representations. Math. Program. 130, 33-57.

FANG, K. T. AND LIANG, J. J. (1989). Inequalities for the partial sums of elliptical order statistics related to
genetic selection. Canad. J. Statist. 17, 439-446.

FANG, K. W., KOTZ, S. AND NG, K. W. (1990). Symmetric Multivariate and Related Distributions. Chapman
& Hall, London.

FILL,J. A. AND KAHN, J. (2013). Comparison inequalities and fastest-mixing Markov chains. Ann. Appl. Prob.
23, 1778-1816.

GOOVAERTS, M. J. AND DHAENE, J. (1999). Supermodular ordering and stochastic annuities. Insurance Math.
Econom. 24, 281-290.

GUPTA, A. K., VARGA, T. AND BODNAR, T. (2013). Elliptically Contoured Models in Statistics and Portfolio
Theory, 2nd ed. Springer, New York.

HAZRA, N. K., KUITI, M. R., FINKELSTEIN, M. AND NANDA, A. K. (2017). On stochastic comparisons of
maximum order statistics from the location-scale family of distributions. J. Multivar. Anal. 160, 31-41.

https://doi.org/10.1017/jpr.2020.104 Published online by Cambridge University Press


https://doi.org/10.1017/jpr.2020.104

568

[25]
[26]
[27]

(28]
[29]

[30]
[31]
[32]
(33]
[34]
[35]
[36]
[37]
(38]
[39]
[40]
[41]
[42]
[43]
[44]
[45]
[46]
[47]
(48]
[49]
[50]
[51]
[52]
(53]
[54]

[55]

C.YIN

HOUDRE, C., PEREZ-ABREU, V. AND SURGAILIS, D. (1998). Interpolation, correlation identities, and
inequalities for infinitely divisible variables. J. Fourier Anal. Appl. 4, 651-668.

Hu, T. Z. AND ZHUANG, W. W. (2006). Stochastic orderings between p-spacings of generalized order statistics
from two samples. Prob. Eng. Inf. Sci. 20, 465-479.

JOAG-DEV, K., PERLMAN, M. AND PITT, L. (1983). Association of normal random variables and Slepian’s
inequality. Ann. Probab. 11, 451-455.

JOE, H. (1990). Multivariate concordance. J. Multivar. Anal. 35, 12-30.

KELKER, D. (1970). Distribution theory of spherical distributions and location-scale parameter generalization.
Sankhya 32, 419-430.

LANDSMAN, Z. AND TSANAKAS, A. (2006). Stochastic ordering of bivariate elliptical distributions. Statist.
Prob. Lett. 76, 488-494.

L1, W. V. AND SHAO, Q. M. (2002). A normal comparison inequality and its applications. Prob. Theory Relat.
Fields 122, 494-508.

LOPEZ-DiAz, M. C., LOPEZ-DIAZ M. AND MARTINEZ-FERNANDEZ, S. (2018). A stochastic order for the
analysis of investments affected by the time value of money. Insurance Math. Econom. 83, 75-82.
MARSHALL, A. AND OLKIN, L. (2011). Inequalities: Theory of Majorization and its Applications, 2nd ed.
Springer, New York, (2011).

MCNEIL, A. J., FREY, R. and EMBRECHTS, P. (2015). Quantitative Risk Management: Concepts, Techniques
and Tools. Princeton University Press.

MEESTER, L. E. AND SHANTHIKUMAR, J. G. (1993). Regularity of stochastic processes. Prob. Eng. Inf. Sci.
7, 343-360.

MOSLER, K. C. (1982). Entscheidungsregeln bei Risiko: Multivariate stochastische Dominanz. Lecture Notes
in Economics and Mathematical Systems, Vol. 204, Springer, Berlin..

MULLER, A. (1997a). Stop-loss order for portfolios of dependent risks. Insurance Math. Econom. 21,219-223.
MULLER, A. (1997b). Stochastic orders generated by integrals: A unified study. Adv. Appl. Prob. 29, 414-428.
MULLER, A. (2001). Stochastic ordering of multivariate normal distributions. Ann. Inst. Statist. Math. 53,
567-575.

MULLER, A AND SCARSINI, M. (2000). Some remarks on the supermodular order. J. Multivar. Anal. 73,
107-119.

MULLER, A AND SCARSINI, M. (2006). Stochastic order relations and lattices of probability measures. SIAM
J. Optim. 16, 1024—1043.

MULLER, A. AND STOYAN, D. (2002). Comparison Methods for Stochastic Models and Risks. John Wiley,
Chichester.

PAN, X., QIU, G. AND Hu, T. (2016). Stochastic orderings for elliptical random vectors. J. Multivar. Anal. 148,
83-88.

RUSCHENDOREF, L. (1980). Inequalities for the expectation of A-monotone functions. Z. Wahrscheinlichkeitsth.
54, 341-349.

SCARSINI, M. (1998). Multivariate convex orderings, dependence, and stochastic equality. J. Appl. Prob. 35,
93-103.

SHA, X. Y. Xu, Z. S. and Yin, C. C. (2019). Elliptical distribution-based weight-determining method for ordered
weighted averaging operators. Internat. J. Intel. Syst. 34, 858-877.

SHAKED, M. AND SHANTHIKUMAR, J. G. (1990). Parametric stochastic convexity and concavity of stochastic
processes. Ann. Inst. Statist. Math. 42, 509-531.

SHAKED, M. AND SHANTHIKUMAR, J. G. (1997). Supermodular stochastic orders and positive dependence of
random vectors. J. Multivar. Anal. 61, 86—-101.

SHAKED, M. AND SHANTHIKUMAR, J. G. (2007). Stochastic Orders. Springer, New York.

TONG, Y. L. (1980). Probability Inequalities in Multivariate Distributions. Academic Press, New York.
ToPKis, D. M. (1988). Supermodularity and Complementarity. Princeton University Press.

WHITT, W. (1986). Stochastic comparisons for non-Markov processes. Math. Operat. Res. 11, 608-618.

YAN, L. (2009). Comparison inequalities for one-sided normal probabilities. J. Theor. Prob. 22, 827-836.
YIN, C. C. (2020). A unified treatment of characteristic functions of symmetric multivariate and related
distributions. Working paper.

YIN, C. C., WANG, Y. AND SHA, X. Y. (2020). A new class of symmetric distributions including the elliptically
symmetric logistic. Submitted.

https://doi.org/10.1017/jpr.2020.104 Published online by Cambridge University Press


https://doi.org/10.1017/jpr.2020.104

	Introduction
	Preliminaries
	Some background on the elliptical distributions
	Stochastic orders
	An identity for multivariate elliptical distributions

	Main results
	Applications and examples
	Application 1
	Application 2

	A
	Acknowledgements
	References

