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Clustering methods that use a similarity measurement for evaluating vessel trajectories are
important for mining spatial distribution information in water transportation. To better measure
the similarity of vessel trajectories, a novel similarity measure is proposed based on the dynamic
time warping distance, which considers the course change of track points and the meaning at the
route level. Parallel experiments were conducted based on a month of Automatic Identification
System (AIS) data collected from the Zhoushan Islands area, China. After evaluation of the
accuracy and the cluster degree, the novel measure demonstrated its capabilities for distinguish-
ing different vessel trajectories and detecting similar vessel trajectories with high accuracy and
has a better performance compared to some existing methods.
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1. INTRODUCTION. Moving object trajectories are an important type of spatio-
temporal data. Analysing motion trajectories can help to extract patterns and understand
motivation (Zhang et al., 2006). Furthermore, trajectory analysis can provide empirical
support for many applications, such as path planning and anomaly detection.

In the maritime domain, every day there are thousands of ships underway worldwide.
Their mobility gives rise to water traffic, which is a phenomenon that shows the behavioural
patterns of ships. The Automatic Identification System (AIS) is an automatic tracking sys-
tem for identifying and locating ships by exchanging data with other nearby ships and other
AIS terminals. An AIS message, including real-time movement information, is transmitted
by vessels at intervals of approximately 3—10s (ITU, 2010). With the fast development of
the AIS terminal network, data storage, and data collection capacity, a large data set is avail-
able for trajectory data mining in maritime domains. Maritime traffic pattern recognition
from trajectories has become a popular research topic which can provide support for route
planning, maritime supervision and decision-making for collision avoidance. Clustering
analysis is one of the main methods for maritime traffic pattern recognition. It can cluster
ship trajectories into groups of similar movement patterns based on similarities between the
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trajectories. Many researchers have applied clustering methods to maritime traffic pattern
recognition and for the detection of abnormally behaving ships.

Pallotta et al. (2013) improved the Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) algorithm and presented an unsupervised approach for extract-
ing maritime movement patterns based on the turning points in AIS trajectories. They
regarded the trajectories that were far from the patterns as abnormal trajectories. Zhen
et al. (2017) applied the method of hierarchical and k-medoids clustering to model the
typical vessel sailing pattern for detecting anomalous vessel behaviour. Li et al. (2017)
proposed a multi-step trajectory clustering method for robust AIS trajectory clustering;
they used a classification-based method to find water traffic patterns in a river. Wang et al.
(2017a; 2017b) conducted a shape-based analysis for vessel trajectories, which was used
to extract trajectory shape information for clustering and anomaly detection and also used
co-clustering to distinguish vessel behaviours.

Due to unaligned track points in the timeline and motion without spatial constraints over
the water, AIS-based vessel trajectories are typically composed of unequal length trajectory
data, which are usually different both in time, distance travelled and the number of data
points. Consequently, a key issue in the ship trajectory clustering problem is determining
how to measure the distance between two trajectories.

There are two main types of similarity measures for these trajectories: the Hausdorff
distance and alignment-based measures (Le Guillarme and Lerouvreur, 2013). The Haus-
dorff distance is the greatest of all the distances from a point in one set to the closest point
in another set (Laxhammar and Falkman, 2011). Ma et al. (2015) applied a one-way dis-
tance approach, which was initially proposed by Lin and Su (2008), which is similar to the
Hausdorff distance, to measure the similarity of vessel trajectories. One-way distance is the
average of all the distances from a point in a set to the closest point in another set. Moreover,
the distance between two vessel trajectories in this study is the average value of the one-
way distances between each other. Their measure can reduce sensitivity to noise compared
to the Hausdorff distance. However, it has not considered the relationship between succes-
sive track points, which means it cannot distinguish the trajectories that are in the same path
but are oriented in the opposite direction. Zhen et al. (2017) proposed a measurement of
vessel trajectories that includes a spatial distance based on the Hausdorff distance and the
directional distance. In their study, the spatial distance is the greatest of the one-way dis-
tances between trajectories, and the directional distance is the absolute difference between
the average course values of every track point in the trajectory. The distance between ves-
sel trajectories is the weighted sum of the spatial distance and the directional distance. This
measure can, to a certain extent, distinguish trajectories with different courses. However,
the performance depends largely on the choice of the weight values, and it is difficult to
determine them. Alignment-based measures, such as Dynamic Time Warping (DTW), the
Longest Common Subsequence (LCSS) and the Edit Distance (ED) (Gong et al., 2011), are
designed for time series data. The basic idea is to find pairs of track points from each trajec-
tory under some conditions and to calculate the distance according to the length of every
pair of track points. In the comparison experiment made by De Vries and Van Someren
(2010), the performances of various alignment-based measures show that DTW distance
and ED are more appropriate for measuring vessel trajectories, and compression has a
positive effect on the clustering result (De Vries and Van Someren, 2012). Le Guillarme
and Lerouvreur (2013) applied the DTW distance method to an unsupervised extraction of
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knowledge for maritime situational awareness. Based on the DTW distance method, Li et
al. (2017) proposed a clustering method for robust vessel trajectory analysis.

However, in the previous literature, the similarity measurement for vessel trajectories
has not been thoroughly discussed. In particular, compared to other time series data, ship
trajectory data has more attributes that may affect the accuracy of a similarity measurement,
for example, the course change of a track point and the meaning at the route level. To
improve the measurement of the similarity of vessel trajectories, a novel method based on
DTW distance, which considers the shape of the local trajectory and the character of the
route, is proposed. Additionally, we conduct clustering experiments to validate the method,
and the comparison results of various measures show that this novel method has superior
performance.

The remainder of the paper is structured as follows: In Section 2, the novel method is
proposed. In Section 3, experimental data and the methodology are introduced. Section 4
shows the clustering results of comparison experiments, and we conclude the paper in
Section 5.

2. SIMILARITY MEASURE BASED ON DTW DISTANCE. Dynamic Time Warping
(DTW) is an algorithm for measuring the similarity between two temporal sequences that
may vary in speed. It has been applied to temporal sequences of video, audio and graphics
data. Based on the DTW distance, it is capable of finding trajectories that are similar after
a transformation is performed on the time dimension. Therefore, it can solve the problem
of different sample rates and timescales between trajectories. Additionally, the measure is
parameter-free. However, DTW does not consider the shape of the local track segment and
the concept of the route, which are important influencing factors for measuring the similar-
ity of vessel trajectories. Consequently, we improve the DTW distance method according
to the characteristics of the vessel trajectory.

2.1. Theory of DTW distance. DTW is a method that calculates an optimal match
between two given sequences through warping of the time dimension by repeating the
previous recording point. Two point-based trajectories are represented as 4 = {ay, ..., a,}
and B = {by,...,b,}. Their DTW distance is calculated as follows:

0 if m=n=0
00 if m=0orn=20
DTW(A,B) = DTW(Rest(A), Rest(B)) (1)
dist(ay, by) + min § DTW(Rest(A), B) otherwise
DTW(A, Rest(B))

where n and m represent the numbers of track points in 4 and B, respectively. dist(a, b) rep-
resents the geographical distance between the track point @ and b and Rest(A4) and Rest(B),
respectively, represent the trajectory segments of 4 and B after removing their first track
points.

In Equation (1), we can see that the DTW distance is zero if there is no track point in
both trajectories. If there is only one trajectory that has no track point, the DTW distance
is positive infinity. Otherwise, the DTW distance is the sum of every minimum distance
between local segments. The optimal point pair will be found in the process of calculating
these minimum distances. As shown in Figure 1(a), some track points (such as b, and a3)
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Optimal matching DTW path

Figure 1. Schematic diagram of DTW distance.

are reused for calculating the minimum distance of the local trajectory segments. mr; rep-
resents an example of an optimal point pair. Figure 1(b) is the schematic diagram of all
the optimal point pairs in matrix form. The black squares indicate the DTW path based on
achieving an optimal matching. In addition, the weight value of each black square is the
geographical distance between the corresponding track points, and the DTW distance is the
sum of the weight values on the DTW path.

2.2. Disadvantages of DTW distance. Based on the analysis, we found that there are
two disadvantages using DTW distance, which makes it unsuitable for a vessel trajectory
application: lack of consideration of both the shape of the local track segment and the
concept of a route.

2.2.1. Lack of consideration of the shape of local track segment. The DTW distance
method is known for its initial design implementation in independent time sequences, such
as in sound clips. Therefore, the calculation only considers the relation between the track
points from different comparison objects, as shown in Figure 2(a). However, if the com-
parison objects are in the same geographic space, such as a vessel trajectory, the relation
between the track points in the same object (the shape of the local track segment) cannot
be neglected.

In Figure 2(b), 4, B and, C represent trajectories in the same geographic space, which
are the same as the time sequences in Figure 2(a). The DTW distances from B to 4 and
C are equal because the numbers of pairs and every distance between the corresponding
points are equal. However, in the manner of the variation trend, the distance between C and
B is smaller. Assuming that they are vessel trajectories on the water, C and B are both the
trajectory of the vessel that turns to port and A is the trajectory of the vessel with the same
heading. Obviously, B is closer to C.

2.2.2. Lack of consideration of the concept of route. A trajectory is usually located
on the segment of the fixed route, which contains the purpose of the object’s movement.
The distance between trajectories that are on the same route is smaller than on the different
route. However, DTW may not identify the similar trajectories that are on the same route
but which are too different in some intervals because every point pair can equally influence
the result in the measurement. For example, assume that there are two vessels that are both
heading to berth from an anchorage. In addition, some segments of their trajectory in the
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Figure 2. Illustration of the disadvantage.
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Figure 3. Illustration of the disadvantage.

same period of time are different because of freedom of movement on the water. In this
instance, they may not be grouped into the same cluster by the DTW distance method.

There are three trajectories in the same geographic space 4, B and C, as illustrated in
Figure 3. The DTW distances from B to 4 and C are the same because the numbers of pairs
and the sum of the values of all the distances between the corresponding points are the
same. However, in the aspect of the variation trend, the starting point and end point of B
are closer to that of C, which means they are more likely to be in the same route and have
the same purpose of movement. Consequently, we believe that B is closer to C rather than
A, though the DTW distances are equal.
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Figure 4. Compensation factor.

2.3. Improved DTW distance. To overcome these disadvantages, an improved DTW
distance is proposed. First, we considered the direction change in the distance calculation
of a point pair. The value of the direction is given by two geographical coordinates of
consecutive track points. Each point in the pair has the value of direction. The direction
value of the first point in the trajectory is calculated based on its next track point, while
others are calculated based on their previous track point. Assume that ¢ is the absolute
difference between the direction values of the points in the pair, and the range is [0, 180].
The distance considering the direction change (Distancegiecion) 1 calculated as follows:

sec(cy)

sec(ca)
Distancegireciion = Distpair X Compensatlonpair =[d d ... dy]x : (2)

sec.(c,,)

Dist,qir 1s the matrix of distances between the corresponding points in the pair.
Compensation,, is the matrix of compensation factors for point pairs, which is the result
of the secant function with the input of their value of ¢. When the value of ¢ is close to 0,
the value of the compensation factor is close to 1, which means the corrected distance is
approximately the same. In this measure, if the value of ¢ is greater than a threshold, the
compensation factor remains unchanged, as illustrated in Figure 4. Specifically, to some
extent, DTW can identify the difference of the direction itself. When measuring the simi-
larity between trajectories that are very different in direction, excessive interference can be
avoided by an appropriate threshold, which is empirically set as 45°.

In addition, we adjust the weight of the point pair according to the location. As described
in Section 2.2.2, the distance in the first or last point pair can better measure the similarity
of movement purpose. Therefore, the weight value of the first and last point pair should
be larger than the weight value of the point pair in the middle part of the trajectory. After
the test, the adjustment is set as triple. The equation is shown as follows. Weight,;, is the
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Algorithm 1. Improved DTW.

Require: track point list 4 = [ay,...... sapl; B=1[b1,...... b

1: Cost is an array of n rows and m columns /* traditional DTW */

2:  Disan array of (n+ 1) rows and (m + 1) columns

3: DI[0, 1:] = inf; D[1:, 0] = inf; D[0,0] =0

4: fori=1:ndo

S: forj =1: mdo

6: d is the geographical distance between A[i — 1] and B[j — 1]

7: Costli—1,j —1]=d

8: Dli,j]=d+ minimum (D[i — 1, j1,D[i, j — 1],D[i — 1, j —1])

9: end for

10:  end for

11: i=n-—1;j =m—1;add [n — 1,m — 1] into the list index_path /* traceback */
12:  whilei > O0or; > 0do

13:  f is the index number of the minimum value in list [D[i,/ ], D[i,j + 1], D[i + 1,;]]
14: iff ==0 then

15 i=i—1;j=j—1

16: elseif f == 1 then

17: i=i—1

18: else

19: j=j—-1

20:  endif

21: add [i,j] into index_path

22:  end while

23:  set Distance as 0/* improved DTW */

24:  for each index in index_path do

25:  index_A = index [0]; index_B = index [1]

26: ifindex_A == 0 then

27:  calculate the direction value of A[index_A] based on its next track point
28: else

29:  calculate the direction value of A[index_A] based on its previous track point
30:  endif

31: ifindex_B == 0 then

32:  calculate the direction value of B[index_B] based on its next track point
33:  else

34:  calculate the direction value of B[index_B] based on its previous track point
35:  endif

36: diff is the absolute difference between direction values in the pair

37. ifdiff > 45 then

38:  diff=45

39:  endif

40:  distancegiyection = Cost [index_A, index_B] * sec(diff’)

41: if it is the first or last point pair then

42:  distanceyign = distancegirection * 3

43:  else

44 distance,eign = distancegirection * 1

45:  endif

46:  Distance = Distance + distancewe;gh,

47:  end for

48:  return Distance/(n + m)
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matrix of weight values for point pairs. Distance,.;g is the distance between trajectories
after the weight adjustment. From the above, the novel similarity measure is shown in
Algorithm 1.

—_

Distance,eign; = Distygir X WeightT =[d d ... d,]x]|: 3)

U =

3. EXPERIMENT.

3.1. Experimental data source. Our data was collected from an AIS base station in
the area of the Zhoushan Islands (January 2015). The research area is outside of the Beilun-
Zhoushan port, which is one of the most important ports in China. In addition, the area
is close to the entrance of Shrimp main gate waterway, which is the main waterway of
the Beilun-Zhoushan port, so it is the main area where incoming and outgoing ships are
encountered at the port, as shown in Figure 5 and Table 1. After pre-processing the AIS
data in terms of physical integrity, spatial logical integrity and time accuracy (Zhao et
al., 2018), we selected all the Class-A AIS messages of tankers and cargo ships as our
experimental data source. Figure 6 shows the trajectory map and density map based on the
data source.

Based on practical knowledge, we manually added labels to some ship trajectories in the
water area and created a dataset consisting of 17 classes of ship trajectories, which are the
popular routes in this area. This water area is near the middle part of the Chinese coastline.
Many vessels that use the north-south transportation routes sail through this area. There
are 3,560 trajectories of 2,029 vessels in the dataset, and the detailed data are shown in
Figure 7 and Table 2. These labelled trajectories are the data for the clustering experiment.

3.2. Experimental methods. To validate the measure we propose, we conducted con-
trast experiments with several existing measures. We applied different measures to the same
clustering task, which were based on the same labelled dataset and clustering algorithm.
The performances were evaluated by the results of clustering.

3.2.1. Clustering algorithm. The trajectory data were used as input for the k-medoids
algorithm (Kaufmann and Rousseeuw, 1987), which is similar to the classic clustering
algorithm k-means. The difference between these algorithms is the selection of the cen-
tres in the cluster. k-means uses the data that is in the central position of Euclidean space
as the centre of the cluster, which is obviously challenging for line-based trajectory data.
However, k-medoids uses the actual element in the cluster that has the minimum sum of
the distances from itself to every other element as the centre of the cluster. The detailed
procedure of k-medoids is presented as follows.

First, k-medoids have two key parameters to obtain the clustering results: the num-
ber of clusters and initial centres. In our experiment, a dataset consisting of 17 classes
of labelled trajectories data was created. Consequently, the number of clusters is deter-
mined and random elements from each class are taken as the initial centres for improving
performance.

In addition, there are three steps in the process of clustering by k-medoids. The first
step is to assign each element to the closest cluster centre. The second step is to update

https://doi.org/10.1017/50373463318000723 Published online by Cambridge University Press


https://doi.org/10.1017/S0373463318000723

VOL. 72

LIANGBIN ZHAO AND GUOYOU SHI

298

‘BOIE OIBASYY G 2InJig

TP o

aee

1 oxsugme y Snmeag uRysnong 4q

[
[
[
|
[
[
[
e

; L

o BTN g Y I

[ e

https://doi.org/10.1017/50373463318000723 Published online by Cambridge University Press


https://doi.org/10.1017/S0373463318000723

NO. 2 CLUSTERING VESSEL TRAJECTORIES BASED ON DYNAMIC TIME WARPING 299

Table 1. Range of research area.

Boundary point Longitude (°) Latitude (°)
Left-bottom 1223 29-59993
Right-top 122-799995 29-88

@ | (b)

Trajectory map

Figure 6. Trajectory data source.

Table 2. 17 Classes of trajectories.

Class The number of trajectories Notes

(1) 49 Leaving port, heading south

2) 45 Entering port from south

3) 350 Leaving port, heading to the water area in the south

4) 78 Entering port from the water area in the south

(5) 151 Leaving port and heading to the northern area near the land
(6) 72 Entering port from the northern area near the land

(7 43 Leaving port, shipping along the lane and heading to the northern area
(8) 130 Leaving port, heading to the water area in the north

9) 62 Entering port from the water area in the north

(10) 913 Through water area on the land side, heading north

(11) 1133 Through water area on the land side, heading south

(12) 41 Through water area, heading north

(13) 72 Through water area, heading south

(14) 122 Through water area on the open sea side, heading north
(15) 180 Through water area on the open sea side, heading south
(16) 64 Through water area with a course change, heading north
(17) 55 Through water area with a course change, heading south

cluster centres based on finding the element that has the minimum sum of the distances
from itself to every other element. The third step is the judgement based on the sum of
distances between the elements within a cluster (SDyy). The first and second step will be
repeated until the value is approximately the same compared to the last iteration.

3.2.2. Evaluation of clustering. To evaluate the performance of the measures, we
analysed three aspects of the results of clustering: accuracy, cluster degree and efficiency.

The accuracy can show the ability of a measure to detect similar elements, which is
evaluated by comparing clusters from the result with the labelled trajectories in the dataset.
The detailed equation is shown as follows. R is the track set of the clustering result, which
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Figure 7. Labelled trajectories.
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Table 3. Parameters test for the Hausdorff distance considering the course.

weighting (0-0,1-0) (0-3,0-7) (0-5,0-5) (0-7,0-3) (0-8,0-2) (0-85,0-15) (0-9,0-1) (1.-0,0-0)
parameters of
spatial and
directional
distance (k1, k2)

Average accuracy of  0-4704  0-5766  0-7416  0-8253 0-8496 0-8618 0-8554  0-5769
five experiments

Table 4. Calculation time of distance matrix.

Measure Traditional DTW  Improved DTW ~ HDC  OWD

Calculation time(s) 3108 4449 5695 4587

consists of k clusters. r represents a cluster of trajectories in R. L is the dataset of hand-
labelled trajectories, which consists of k& (number of classes) classes of labelled trajectories
and / represents a class of trajectories in L.

k

1 2\r;N |
Accuracy(R,L) = % Z lrgazik m
=1~

“)
The Cluster Degree (CD) is the ratio between the sum of the distances between centres
of the clusters (SDg) and SDyy, as shown in Equation (5). The larger the SDg, the larger the
distance is between the elements in different clusters. The smaller the SDy, the smaller
the distance is between the elements in the same cluster. Consequently, the larger the CD,
the better the ability of the measure for distinguishing different elements and collecting
similar elements.
k koo
D= SDp _ Diz1 2= dist(ci ¢}) 5)
SD, Yk > eer, dist(ci, €)
In addition, the time of calculating the distance matrix is regarded as the index of
efficiency.

4. RESULTS. In our research, three existing methods for measuring the similarity of
vessel trajectories are considered as comparison objects: One-Way Distance (OWD) pro-
posed by Ma et al. (2015), the Hausdorff Distance considering the Course (HDC) proposed
by Zhen et al. (2017) and the traditional DTW distance. The weighting parameters test
for the Hausdorff distance considering the course are shown in Table 3. The weighting
parameters are set as (0-85, 0-15), as these achieved the highest accuracy.

The calculation times for the distance matrix are shown in Table 4. Compared to the
traditional DTW distance method, our method has a higher calculation time cost because
of the additional steps. However, compared to the other methods, our method (implemented
in a Windows 10 environment with an i5-4200M CPU, using Python) is more efficient.
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Table 5. Clustering results.

Accuracy Cluster degree
Traditional Improved Traditional Improved
Times DTW DTW HDC OWD DTW DTW HDC OWD
(1 0-9009 0-9708 0-8739 0-6077 0-5781 10281 0-7817 0-4770
) 0-9100 0-9777 0-8254 0-5914 0-5644 10237 0-7493 0-4903
3) 0-9137 0-9794 0-8896 0-5873 0-5706 1-0092 0-7881 0-5107
4 0-9127 0-9581 0-8324 0-6123 0-5715 1-0139 0-7505 0-4778
%) 0-9319 0-9667 0-8759 0-6372 0-5747 1-0107 0-7957 0-4417

Table 6. Statistical results of repeated clustering.

Accuracy Cluster degree
Traditional ~ Improved Traditional ~ Improved

DTW DTW HDC OWD DTW DTW HDC OWD
Mean 0-9063 0-9614 0-8548  0-6083 0-5717 1-0105 0-7535  0-4854
Minimum 0-7749 0-8842 0-7090  0-5487 0-4586 0-9148 0-6217  0-4331
Q1 0-8905 0-9516 0-8365  0-5948 0-5672 1-0034 0-7344  0-4704
Q2 0-9088 0-9655 0-8575  0-6072 0-5735 1-.0116 0-7575  0-4886
Q3 0-9256 0-9745 0-8761  0-6217 0-5798 1.0183 0-7745  0-5009
Maximum 0-9754 0-9938 0-9394  0-6793 0-6020 1.0512 0-8229  0-5280

(a) (b)

. T . T
+

Traditional DTW Improved DTW HODC owD
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Figure 8. Box plot of the results of repeated clustering.

In terms of accuracy and cluster degree, to avoid random error, we conducted two kinds
of comparison experiments: an experiment with the same initial centres and a repeated
experiment. The detailed results are shown as follows.

4.1. Results of the experiment with the same initial centres. In this experiment, we
randomly chose five groups of initial centres for five clustering comparison tasks. Based on
the four measures and the evaluation indices, the comparison results are shown in Table 5.

Regarding the accuracy, HDC is obviously better than OWD, which does not consider
the course of the vessel trajectories, and alignment-based measures are generally better
than Hausdorff-based measures. In addition, the improved DTW has the highest accuracy
in every clustering experiment. In terms of the cluster degree, the improved DTW is much
better than the others. From the above, the improved DTW has the best performance in this
comparison experiment.
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traditional DTW

Figure 9. Comparison of detailed results (Class 1-4).
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o8

Figure 10. Comparison of detailed results (Class 12—17).

4.2. Results of repeated experiment. To further validate our measure, we conducted
repeated clustering with four methods. For each method, the clustering experiment was
repeated 1,000 times, and the initial centres were randomly chosen in each clustering exper-
iment. The detailed results are shown in the form of a box plot (Table 6 and Figure 8). It
is shown that the improved DTW performed better in this comparison experiment. The
detailed trajectories for the results with the best accuracy are shown in Figures 9 and 10.
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Figure 10. Continued.

As described in Section 3.1, the trajectories of classes 1-4 are from the vessels that
move between the port area and the southern waters, and trajectories of classes 12—17 are
from the vessels moving through the research waters.

From Figure 9(a) and Figure 10(a), we can see that there are many trajectories with the
opposite direction in the same cluster. Although the OWD can distinguish trajectories for
the specific condition of the spatial position (see Figure 10(a)), its lack of ability to consider
direction leads to a low accuracy.

In Figure 9(b), there are still a few trajectories with the opposite direction, which means
the performance of HDC still cannot meet the basic requirement. In addition, trajectories
with distinctly different spatial positions are grouped into the same cluster (see Figure 9(b)
and Figure 10(b)), which means it is difficult to determine the weight values for different
categories of data.

As shown in Figures 9(c) and 9(d), the traditional DTW and improved DTW both
perform well in terms of spatial position and direction. However, the wrong trajectories
of the improved DTW are slightly less than that of the traditional DTW because of the
improvement by the compensation factors of direction.

Figure 10(d) shows that the improved DTW can better distinguish the different vessel
trajectories that belong to different routes, compared to the other measures. Moreover, there
is a remarkable improvement because of the change in the importance of the first and last
point pair.

5. CONCLUSION. As discussed in this paper, a similarity measure plays a key role
in mining the valuable information of a spatial distribution from massive vessel trajectory
data. To better measure the vessel trajectory for clustering, we improved the DTW distance
according to the unique characteristics of vessel trajectories: the direction of the track point
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(the shape of the local trajectories) and the importance of the track points at the level of the
route.

Based on a month of AIS trajectory data collected from the area of the Zhoushan Islands,
a comparison experiment was conducted for validation and performance analysis. It was
proved that the improved DTW can distinguish different vessel trajectories and detect
similar vessel trajectories with a high accuracy. In addition, the results showed that the
improved DTW exhibits a better performance in the aspects of accuracy and cluster degree
compared to other existing measures. Future research will focus on the clustering algorithm
for vessel trajectories.
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