A SIMPLE AND NEARLY OPTIMAL INVESTMENT STRATEGY TO
MINIMIZE THE PROBABILITY OF LIFETIME RUIN

By

XIAOQING LIANG' AND VIRGINIA R. YOUNGH

ABSTRACT

We study the optimal investment strategy to minimize the probability of life-
time ruin under a general mortality hazard rate. We explore the error between
the minimum probability of lifetime ruin and the achieved probability of life-
time ruin if one follows a simple investment strategy inspired by earlier work
in this area. We also include numerical examples to illustrate the estimation.
We show that the nearly optimal probability of lifetime ruin under the simpli-
fied investment strategy is quite close to the original minimum probability of
lifetime ruin under reasonable parameter values.
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1. INTRODUCTION

Milevsky and Robinson (2000) proposed the probability of lifetime ruin as
an important way to measure the risk that individuals become bankrupt
before they die. Young (2004) extended the problem and considered how
individuals should optimally invest their wealth in a financial market with one
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risky asset and one risk-free asset to minimize this probability. By applying
optimal stochastic control, Young derived the associated Hamilton—Jacobi—
Bellman(HJB) equation for the problem. Under the assumption of constant
mortality rate, the HIB equation reduces to a fully nonlinear, ordinary dif-
ferential equation, from which one can obtain a closed-form expression for
the minimal ruin probability and the optimal investment strategy, which
has an easy-to-follow form. Since then, this problem was extended to more
complicated settings, such as adding borrowing constraints (Bayraktar and
Young 2007), assuming drift uncertainty (Bayraktar and Zhang 2015a) and
ambiguous mortality hazard rate (Young and Zhang 2016), allowing stochastic
consumption (Bayraktar and Young 2011) and stochastic volatility (Bayraktar
etal.2011), and injecting transaction costs (Bayraktar and Zhang 2015b; Liang
and Young 2019). However, in order to deduce the explicit form of solutions,
most of the above papers worked by assuming that the individual’s future life-
time random variable is exponentially distributed, that is, the mortality hazard
rate is constant, an assumption, that is simple but unrealistic.

Motivated by Moore and Young (20006), in this article, we consider the min-
imal probability of lifetime ruin under more general mortality assumptions.
We first prove a comparison principle for the general problem, then apply
this comparison result to quantify the error between the minimum probabil-
ity of lifetime ruin and the achieved probability of lifetime ruin if one follows
an investment strategy inspired by Young (2004). We also analyze the detailed
characteristics of the error bounds when the mortality rate follows DeMoivre’s
law and Makeham’s law. Finally, we present numerical examples to illustrate
the estimation and analyze the errors.

One can think of this article as a natural continuation of Moore and Young
(2006). Moore and Young (2006) used the Legendre transform to convert
the boundary value problem for the minimum probability of ruin to a free-
boundary problem in the so-called dual world. In that dual world, they used the
projected successive over-relaxation method to numerically compute the solu-
tion of the free-boundary problem; then, they inverted the Legendre transform
to obtain the minimum probability of ruin ¢ and the corresponding optimal
investment strategy 7 *. In Section 6 of their paper, under the Gompertz model
for mortality, Moore and Young (2006) numerically analyzed how ¢ and =*
change with attained age and with the risky asset’s volatility.

In Section 7 of their paper, Moore and Young (2006) showed that by updat-
ing the mortality hazard rate each year and treating it as a constant, the agent
can quite closely obtain the minimal probability of ruin when the true hazard
rate is Gompertz. Specifically, (1) at the beginning of each year, they approx-
imated the hazard rate using four different methods (for example, by setting
it equal to the probability of dying in that year); then, (2) they computed
the corresponding optimal investment strategy as given in Young (2004), and
applied that strategy for the year. According to the numerical work of Moore
and Young (2006), their scheme resulted in a probability of ruin close to the
minimum probability of ruin.
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Our article picks up where Moore and Young (2006) left off. We prove ana-
Iytic bounds between the minimum probability of ruin ¥ and the probability
of ruin ¢ when we use a simple investment strategy, one motivated by the
optimal investment strategy when the mortality hazard rate is constant. By
contrast, Moore and Young (2006) only obtained numerical bounds between
¥ and the nearly optimal . Also, our investment strategy is slightly different
than the ones proposed by Moore and Young (2006), but one could adapt our
proofs to analyze their investment strategies.

The remainder of this article is organized as follows. In Section 2, we
describe the financial market in which the individual invests, and we define
the problem of minimizing the probability of lifetime ruin with a general mor-
tality rate. We then provide a comparison principle and use it to prove some
properties for the minimum probability of lifetime ruin. In Section 3, we apply
the comparison result to analyze the error between the minimum probability of
lifetime ruin and the probability of lifetime ruin if one follows a simple invest-
ment strategy motivated by the one in Young (2004), that is, by replacing the
constant mortality hazard rate by the general mortality hazard rate function.
In order to find more concise expression of the error bounds, in Section 4, we
consider two special cases for the future lifetime random variable, specifically,
DeMoivre’s and Makeham’s laws, and we present numerical examples to illus-
trate how well our proposed simple investment strategy works compared with
the optimal one. Section 5 concludes the article.

2. FINANCIAL MARKET AND PROBABILITY OF LIFETIME RUIN

In this section, we first present the financial ingredients that affect the individ-
ual’s wealth, namely, consumption, a riskless asset, and a risky asset. Then,
we define the minimum probability of lifetime ruin and end the section with
a comparison result. We assume that the individual invests in a riskless asset
that earns interest at a constant rate r > 0. Also, the individual invests in a
risky asset whose price at time ¢, Sy, follows geometric Brownian motion with
dynamics

dSl = St(/,bd[ + UdB[),

in which u>r, 0 >0, and B={B;};>0 1s a standard Brownian motion with
respect to a filtration F = {F;},>¢ of a probability space (2, F, P).

Let X; denote the wealth of the individual’s investment account at time
t > 0. Let 7; denote the dollar amount invested in the risky asset at time ¢ > 0.
An investment policy IT = {n;},>0 is admissible if it is an F-progressively mea-
surable process satisfying fot 2 ds < oo almost surely, for all ¢ € [0, T(y) A 1),
in which T'(y) is the future lifetime random variable of the individual aged y
and 1p is the time of ruin. (We define both random variables in the follow-
ing paragraphs.) Denote the set of admissible strategies by A. We assume that
the individual consumes at a (net) constant rate ¢ > 0. Therefore, the wealth
process follows the dynamics
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dX[: (rXt+(M_r)7Tt — C) dt+U7TtdB[.

Let A(¢) denote the individual’s (deterministic) hazard rate of mortality at
time 7 > 0, and we assume there exists Ay > 0 such that A(z) > A for all > 0.
Furthermore, we assume A(¢) is a continuous function of ¢. Let 7'(y) denote the
random future lifetime of the individual, who is age y at time # = 0. Then,

Py =B(T() > ) =e o2,

We assume that the Brownian motion B and the future lifetime random
variable T'(y) are independent.

By lifetime ruin, we mean that the individual’s wealth reaches 0 before she
dies. Define the corresponding hitting time by 7o := inf{z > 0: X; < 0}. Denote
the minimum probability of lifetime ruin by ; thus, ¥ equals

wg;g:&gapho<1(w|x}=x,m;ﬂ,T09>q, 2.1

for all (x,7) e RT x RT. It is straightforward to show that one can express v
as follows:

"[0
¥e0= faf B

szmzq. 2.2)

By following the convex—duality relationship, as discussed in Bayraktar and
Young (2011), by using standard techniques in the theory of viscosity solu-
tions for optimal stopping problems, and by further upgrading ’s regularity,
one can show that i is the unique, classical, decreasing-in-x, convex-in-x
solution of the following boundary-value problem (BVP) on [0, ¢/r] x R*; see
Appendix A for an outline of the proof: For (x, 7) € [0, ¢/r] x RT,

1
— _ : _ - 2.2
AMOu=u; 4+ (rx — c)uy + 1%1f|:(u P)Tuy + Fom uxxi| , 2.3)

w0, =1, u(e/r, t)=0.

Note that ¥ (x, t) = 0 for x > ¢/r because the individual can invest all her wealth
in the riskless asset, and the interest earnings cover her rate of consumption c.

Our focus in this article is not to find an expression for . Instead, we wish
to evaluate the error of using a simple investment strategy in place of the opti-
mal one. Our main tool is comparison of PDEs, so we prove the following
comparison theorem. But, first, we define the operator F via its action on test
functions u € C>1([0, ¢/r] x RT) as follows:

F(x,t,u(x, t), u/(x, 1), ux(x, 1), uyx(x, 1)) = MOu(x, t) — ui(x, 1) — (rx — c)ux(x, 1)
— igf[(u — )ruy(x, t) + % o2 2 (X, t):| . 2.4)

For simplicity, at times, we write F|y,,) instead of F(x, 1, u(x, 1),
M[(X, [)7 ”x(xa [), uXX(x’ t))
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Theorem 2.1. Suppose u, v € C>1([0, ¢/r] x RY) satisfy the following conditions:

(a) uand v are uniformly bounded on [0, c¢/r] x R, that is, there exists M > 0
such that

max {|[ulloo, [[V[loo} < M.

(b) u(0,1)<v0,1)forallte RT.
(c) u(c/r,t) <v(c/r, 1) forall t e RT.
(d) Forall (x,1) €0, c/r] x RT,
F(x, t,u(x, t), u(x, 1), ux(x, 1), uxx(x, 1))
< F(x, t,v(x, 1), vi(x, 1), v(x, 1), vxx(X, 1)) , (2.5)

with the left side finite on [0, c¢/r] x RY.
Then, u<von|0,c/r] x RT.
Proof. Define S by

S= sup (u(x, 1) — v(x, 1)). (2.6)
(x,0)€[0,¢/r]x R+

We wish to show that S < 0; suppose, on the contrary, that S > 0. Note that S
is finite because u and v are bounded. We, next, approximate S. To that end,
define the function ¢ € C'(RT) by

0, 0<r<l,
q(t)={ M(1 + cos (1)), 1<t<2, (2.7)
2M, t>2,

in which M > 0 is the bound in condition (a). Then, for m € N, define the
function ¢, on R™ by

qm(1) = g(1/m). (2.8)
Define S},,, which we will use to approximate S, as follows:

Sm = sup (u(x, 1) = v(x, 1) — gm(1)) - (2.9)
(x,0)€[0,¢/r]x Rt

Because S > 0, there exists (X', #') € [0, ¢/r] x R such that

u(x', ) —v(x', )= 5
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Let m > ¢ for the remainder of this proof; then,

S = sup (u(x, 1) — v(x, 1) — qm(1))
(x,0)€[0,¢/r]x R+

> sup (u(x, 1) = v(x, 1) — qm(1))
(x,0)€[0,¢/r]x[0,m]

= sup (u(x, 1) = v(x, 1))
(x,2)€[0,¢/r]x[0,m]

>u(x, 1) —v(x,7) = ; (2.10)

Among other things, we have S,, > 0, which implies that the supremum defin-
ing S, is achieved in [0, ¢/r] x [0, 2m] because ¢, (f) > ||t|lco + ||V]lco fOr £ >
2m. Let (X, tm) €0, ¢/r] x [0,2m] be a point at which the supremum S, is
realized.
We can obtain even more from the inequalities in (2.10). First, note that
lim sup (u(x, t) —v(x, 1) = sup (u(x, t)y — v(x, 1)),
=90 (x,1)el0,¢/r]x[0,m] (x,0)€[0,¢/r]x R+
2.11)

in which the right side equals S. Indeed, because u — v is continuous, it fol-
lows that, on the set [0, ¢/r] x [0, m], u — v achieves its supremum at, say,
(Xm, Im). Then, because the interval [0, m] increases with m, the sequence
{t(Xm, ) — V(Xm, Im)} is nondecreasing. Also, this sequence is bounded above
by S; therefore, it has a limit S’. Clearly, S’ < S, and we wish to show that
S”=S. Suppose, on the contrary, that S’ < S, and define §' = (S — S")/2. By
the definition of S, there exists (X, 7) € [0, ¢/r] x RT, such that
S+Ss
> > S

u(X,7) —v(x,7)>S—-§'=
Moreover, if we set iz = [max (7, 7)], then
S’ > u()AC,;,, ?,:,,) — v(fcny, ?,;1) > u(fc, E) — v(fc, ;) 5

which gives us S’ > §’, a contradiction. Thus, S’ = S.
Now, because ¢;,, > 0, from the inequalities in (2.10), we deduce

sup (u(xa Z) - V(x, t)) > sup (u(x, t) - V(x, t) - Qm(t))
(x,0)€[0,¢/r]xR+ (x,0)€[0,¢/r]x R+

> sup (U(x, l) - V(x, l)),
(x,0)€[0,¢/r]x[0,m]

or equivalently,

S>8,> sup (u(x, 1) — v(x, 1)). (2.12)
(x,1)€[0,¢/r]x[0,m]

Then, by taking the limit as m goes to oo in (2.12) and by using (2.11), we
obtain

S > limsup Sy, > liminf S,,, > S,
m—00 m—00
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which implies
S> Iim  (u(xm, t) — V(X tm))
m—0o0
> lim (u(x, ) = v(x, 1) = gm(tm)) = lim Sy, =S; (2.13)
m—0o0 m—o0
thus, we also have lim ¢, (?,)=0. From the definition of ¢,, we further
m—0o0

deduce that lim ¢, (z,)=0.
m—0o0

Recall that, for m > 7, (X, ty) €[0, ¢/r] x [0,2m] is a point at which the
supremum S, is realized on [0, ¢/r] x R*. From conditions (b) and (c), we
know that x;, € (0, ¢/r), and from ¢,,(2m) > ||u||co + ||V||c0, We know that ¢,, €
[0, 2m), from which we deduce

Ux (X tm) — Vx(Xm, tm) =0, (2.14)
Usex (Xpas B) — Voex (X, t) <0, (2.15)

and
Ut (X, tm) — ve(Xim, ) — Q;n(tm) <0, (2.16)

in which we have inequality in the last expression because ¢, might equal 0.

Recall that we write F|,, in place of F (x, tu(x, t), u(x, t), uy(x, 1),
Uxy (X, t)); similarly, for v. Because we assume F|,, r,.u) <00, €ither (1)
Uy (X, tn) > 0 o1 (2) ux(Xp, t) = (X, 1) = 0. In the case (1), condition
(d) implies

0 = Fl(xm,tm»v) - F|(xm,tmau)
= M) V(Xims tm) — u(Xis ) — V(X t) — ue(Xpn, i)

V)%(xma tm) _ “,%(xm, tm)
Vax (Xms tm) Uxx (Xms ) ’

— (rxm — ) x (X, t) — U (X, tn)) + 6

in which § equals

2
5=1<“_r) . (2.17)

The expressions in (2.14) and (2.15) and the relationship Sy, = u(xp,, tm) —
V(X tm) — Qm(lm) lmply
0 < —A(tn) (S + gm(tm)) + (X, tm) — V(X tn))
V)Zc(xma tm) (ex (Xis ) — Vaex (X Bn))
+48
Ux (X, Em) Vix (X, Bn)
< =A(tm) (S + gm(tm)) + (X, tm) — ve(X, ) -
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In case (2), the expressions in (2.14) and (2.15) imply vy(xp, ;) =0 and
Vax(Xm, ty) = 0, from which we deduce

0 < Fleemtm) — Floemtmu
= —A(Im)(Sm + qm(tm)) + WX, tm) — ve(Xm, Im)) -
In either case, we have, for all m > ¢/,
A(tm) (Sm + gm(tm)) < ui(Xm, tm) — Vi(Xm, )
and inequality (2.16) implies
Atm) (S + gm(tm)) < ‘];n (tm) .

If we take a limit as m goes to oo in this inequality, then we deduce (because
0<io<A()forallt>0)

0 < AoS <liminfA(z,)-S <0,
m—0o0
a contradiction. Thus, we must have S <0, which implies u# <v on [0, ¢/r] x
RT.
In the next proposition, we use Theorem 2.1 to reprove Theorem 5.1 of
Moore and Young (2006), who proved the result via a probabilistic argument.

Proposition 2.1. Suppose AV > 1@ on R, and let v denote the minimum
probability of lifetime ruin associated with the mortality law 19 for i=1,2.
Then,

D <y, (2.18)
on|0,c/r] xR

Proof. Both () and ¥® are bounded by M = 1 and satisfy the boundary
conditions in (2.3) at x = 0 and x = ¢/r with equality, so conditions (a), (b), and
(c) of Theorem 2.1 hold. Let F (@ denote the operator F in (2.4) with A replaced
by A0 for i=1,2; thus, F(l)l(x,l,lll(i)) =0on [0,c/r] x R for i=1,2. Next, we
compute

FO gy =200y 0 — w2, 0 — (x — oy (x, 1)
- n;f[(u — v @(x, 1)+ é o2nyQx, Z)]
=20y @, 0 — v x, 0 — (= Y (x, )
—[120v 20— v 0 - x - 0uP 0
- (A(l)(t) - A(Z)(t)) YA (x, 1)>0,

in which the second equality follows from F (2)|(x’t,1/,(z)) =0. Thus, we have
F(1)|(x,[,1/,(1)) :0§F(1)|(x’,’¢<z>), so condition (d) in Theorem 2.1 holds with
u=1yW and v =y @, Inequality (2.18), then, follows from Theorem 2.1. O
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We, next, prove an intuitively pleasing corollary of Proposition 2.1.

Corollary 2.1. If A(¢) is nondecreasing with respect to t € R™, then y(x, 1) is
nonincreasing with respect to t € R™.

Proof. Suppose ] <15, and define A(D on Rt by A1) = At + (12 — 1)),
that is, A() is a shifted version of A, which implies that the correspond-
ing minimum probability of lifetime ruin (! is a shifted version of v, that
is, vM(x, 1) =¥ (x, t+ (t2 — 11)). Because A is nondecreasing on R, we have
A > % on R*, and Proposition 2.1 implies

v < y(x, 0,
for all (x, 1) € [0, ¢/r] x RT, or equivalently,
Vx, 1+ (2 — 1) <¥(x, 1),
which implies (with t = #7)
V(x, ) <y(x,n).

Thus, we have proved v (x, f) is nonincreasing with respect to 1 € R™. O

We use Theorem 2.1 in the following section to analyze the efficacy of a
proposed simple, but suboptimal, investment strategy.

3. ANALYZING A SIMPLE INVESTMENT STRATEGY

For the remainder of the article, we impose the following assumption:

Assumption 3.1. The hazard rate of mortality A(t) is a nondecreasing function
onRT.

Assumption 3.1 is reasonable because A(?) is usually increasing for people
over age 30 or so, so we are effectively assuming that the age of the individual
at time 1 = 0, namely, y, is at least 30.

For a general mortality law, there is no closed-form expression for the opti-
mal investment strategy to minimize the probability of lifetime ruin; see Moore
and Young (2006) for numerical work in this regard. However, when the haz-
ard rate of mortality is constant, the optimal investment strategy is particularly
simple. Indeed, Young (2004) shows that if A(z) = A, then the optimal amount
to invest in the risky asset, when wealth equals x, is

nw—r c/r—x

3.1
T (3.1)

in which p equals

p:l|:(r+k+5)+\/(r+X+3)2—4rkj|>1. (3.2)
2r
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and § is defined in (2.17). In this case, the corresponding probability of lifetime

ruin equals
P
(1 - E) , (3.3)
¢

for all x €0, ¢/r], independent of time (because A(f) =X is independent of
time).

For a general mortality law embodied by A(¢), we modify the expressions in
(3.1) and (3.2) by proposing the following feedback investment strategy:

w—r c/r—x

(X, 1) = 3.4
=" T (3:4)
when wealth equals x at time ¢. In (3.4), the function p(¢) equals
1
p(t) = > |:(r +r()+6)+ \/(r + A1)+ 8) — 4rA(t):| > 1, (3.5)

for all £ > 0. We know that this strategy is suboptimal, and the purpose of this
section is to determine the degree to which it is suboptimal.

Define the operator G via its action on test functions u € C>1([0, ¢/r] x RY)
as follows:

G(x, t,u(x, 1), us(x, 1), ux(x, t), uxy(x, 1)) = AMOu(x, 1) — u(x, 1) — (rx — c)ux(x, 1)
- [(M — N7 (x, Hux(x, 1) + é 027 2(x, Ou(x, z)} . (3.6)

Let ¢ denote the corresponding probability of lifetime ruin under the strat-
egy given by 7. One can show that 1 is the unique, classical, decreasing-in-x
solution of the following second-order parabolic BVP on [0, ¢/r] x RT:

G(X, ta IZ-(X’ t)’ 1Z/l‘(xa t)a I/NIX(Xa t): &xx(xa t)) = 0,
VO0.0=1,  P(c/r.n=0.

One can show that Theorem 2.1 holds with F replaced by G. Indeed, the proof
of the G-comparison result is similar to that of Theorem 2.1 and somewhat
easier because G has no infimum. As a result, Proposition 2.1 and Corollary 2.1
hold with v replaced by .

We wish to compare v, the minimum probability of lifetime ruin, with ¥,
the probability of lifetime ruin under the strategy given by 7 in (3.4). First,
because ¢ is the minimum probability of lifetime ruin, we know that

Y(x, 1) < P(x, 1), (3.8)

for all (x, 7) € [0, ¢/r] x RT. In the following proposition, we provide an upper
bound for v, which is inspired by the expression in (3.3).

(3.7)
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Proposition 3.1. For all (x,t) € [0, ¢/r] x RT,
~ rx\»()
beens(1-=), (3.9)
c
inwhich p(t) is givenin (3.5 ).
Proof. A direct calculation gives us

rx\ () rx
Glicstt-rorn == (1= ) @mn (1-2) 0.

for all (x,7) €0, c/r] x[ty, T], in which the inequality follows from
Assumption 3.1 and from the fact that p(¢) increases with A(¢). Also, (1 —
rx/cyP satisfies the boundary conditions in (3.7) at x =0 and x = ¢/r. Thus,
the analog of Theorem 2.1 implies

- Fx\P(@)
P (1-=)
on [0, ¢/r] x R, which proves inequality (3.9). 0

It remains for us to find a lower bound of v, one that will help us relate
and ¥, and we do that in the following proposition.

Proposition 3.2. For all (x, 1) €[0, ¢/r] x RT,
rx\ P
((1 -=) —g(r)) = v(x0), (3.10)

+
in which the function p is given in (3.5) and the function g is given by

1 00 4/ "
g(n=- / P o framdng (3.11)
eJr ps)
Proof. A direct calculation gives us
rx\r(0) rx ,
Flicaiiorsoro—sn = =080 = (1= =) p01n (1= =) + 0.

(3.12)
The function of x

(-5 (=)

achieves its minimum on [0, ¢/r] at x;,;;, that solves

In (1 - rx:””) = —ﬁ,

and the minimum equals
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Thus,
p'()
p(1)

in which the equality follows from the expression for g in (3.11).
Because g(7) > 0, we have

7 1’7()
<1 —_ ;:) !
()

Theorem 2.1 implies

1
Fli1-rxjepo—gn) = —HD&0D + - -~ + (=0,

- g)=1—g(t)<1=v(0,1),

and

—g()=—g() <0="y(c/r,1).

x=c/r

rx

(=" e = v,

on [0, ¢/r] x RT. Moreover, ¥ > 0 because it is a probability. We have, thereby,
proved inequality (3.10). O

Inequalities (3.9) and (3.10) in Propositions (3.1) and (3.2) immediately give
us the following theorem, which we state without proof.

Theorem 3.1. For all (x,1) € [0, c/r] x RT,

0<Y(x,0)—Y(x,0) < <1 /oo PO - ; *(”)dvds) Al (3.13)
e pl)

Moreover, if A(t) = A, then g(t) =0, and we have
- FX\P
Yy =P n=(1-=), (3.14)
c
for all (x, 1) € [0, c/r] x R*, in which the constant p is given in (3.2).

Remark 3.1. Theorem 3.1 shows us that the bounds in (3.9) and (3.10) are tight
in the sense that if M(t) = X, then the upper bound in (3.9) equals the lower bound
in (3.10), and we obtain (3.14).

In the next lemma, we provide an upper bound of g, which is also tight in
the sense of Remark 3.1.

Lemma 3.1. The function g defined in (3.11) satisfies the following inequality:

1 MT ) 1 AMt+Ty+1)
n<-E[(I T t)=—-E{lIn ———= 3.15
“= 1 (n D 1)) = 5w HEEED) g
in which T(y + t) denotes the future lifetime random variable of a person aged
Y+t

Proof. The function p(¢) > 1 satisfies the following quadratic equation:

(1) = (r + A1) + 8)p(t) — A(0). (3.16)
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By differentiating this quadratic expression, we obtain

2rp(0)p' (1) = (r + M) + 8)p' () + (p(1) — DA/ (1),
or equivalently,

o _
p(1)

p(0)—1 M) (p(1) — DA@)
2p2(8) — (r+ 1) + 8)p(t) A1) (r+ A(0) + S)p(t) — 2A(1)
(3.17)

M (1)

in which the last equality follows from (3.16). It is straightforward to show

(p(1) — DA(1)
T MO+ )p() =200 ~

which implies

PO _ 2w

p(t) — Mo
Thus,
_ L [ZPO) v l/m@ A
g(l)—e/t p(s)e dsse t /\(S)e ds

o0

+ / “In (A(s)) - M(s)e /¥ Mv)dvds]
t t

1
=3 [FInG@O) +E(In (TGN TG) > 1]

_ l E(ln Mt+Ty+ t))) ,
e A1)

in which the second line follows from integration by parts, the third line fol-
lows from the fact that the probability density function of T(y)|(T(y) > )

is A(s)e™ /i M for s>, and the last line follows from T(W)|(T(y) > )~
t+ Ty +1). O
As we noted before the statement of Lemma 3.1, if A(z) = A, then the upper

bound of g in (3.15) is identically zero. As a corollary to Theorem 3.1 and
Lemma 3.1, we present the following without proof.

Corollary 3.1. For all (x,1) €0, ¢/r] x RT,

(3.18)

0<P(x, 1) —y(x,0) < (é E(ln w» Al

A1)
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As a second corollary to Theorem 3.1, we prove the following.

Corollary 3.2. Suppose A(t) = A + ef (¢) for some A > 0, for some non-decreasing
function f, and for & > 0 small enough so that ). + gf (0) > 0. Then, we have

V() =9(x, 0+ O0), (3.19)
as & — 0%, uniformly for all x € [0, c/r].
Proof. By Corollary 3.1, it is enough to show that
A T
]E( In W) = O(e) (3.20)

as ¢ — 0T, and the expression on the left is independent of x, so if we show
(3.20), then uniformity with respect to x € [0, ¢/r] is automatic. Now, because
A(?) is nondecreasing,

OSIE(In W) =E(1n A+ef(t+ T(y+t))>

(1) A+ ef (1)
(o125

S f(z) Ef+Th+0) —f(0)

S f(z) Ef+Th+0)) —f(1),

which is of order O(g). In the above, T(y + ), denotes the future lifetime
random variable of an individual subject to the constant mortality law
L. T(y + 1) is stochastically dominated by T(y + 1), so E(f(t+ T(y + 1)) <
E(f(r+ T(y + 1)).

Remark 3.2 We do not obtain uniformity with respect to t >0 in Corollary 3.2
because we do not impose a bound on the growth of f.

In the next theorem, we add the hypothesis that A(f) = A for all > T, for
some 7T > 0. This assumption is borne out by some mortality studies; see, for
example, Barbi et al. (2018) and Milevsky (2020).

Theorem 3.2. Suppose A(t) = A forallt > T, for some T > 0. Then, for all (x, t) €
[0, ¢/r] x RT,

rx\»( rx\P(T)  p(T) — p(1)
0<J(x, ) — ¥(x, z)<( C) —(1—7) =S 62
In particular, for t > T, we have
W0 =g n=(1-"Y" 6.2

Sforall x €10, ¢/r].
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Proof. From the definition of ¥ and from Proposition 3.1, we know
- rx\»(
w(xv Z‘)SW(X, t)f (1 - _> .
¢

To show that
p(T)
(1-5)" =,
¢

compute
rx\»2(T)
Fli i (1=rx/epmy = (1 - 7) (A1) —2) =<0,

for all (x, 1) € [0, ¢/r] x RT, in which the inequality follows from the assump-
tion that A(¢) is nondecreasing with A(z) = A for all t > 7'. Thus, we have proved

the first and second inequalities in (3.21).
To show the third inequality in (3.21), for a fixed value of 7> 0, define

h by
= (1= 25— (- =y
¢ b

c
and we wish to show that the maximum of / on [0, ¢/r] is bounded above by
1 — p(¢)/p(T). First, differentiate / to get

voon 1) rx\»O=1  rp(T) rx\P(T)—1
W === (1=2) +E o (1-7)

]

and

p()(p(t) — 1) rx\r-2  Pp(T)(p(T)— 1) rx\P(T)=2
PR () (-5

¢ 2 ¢

h//(x) —

The critical point of / equals (recall p(¢) < p(T), and without loss of generality,
assume p(f) < p(T))
_ <y p(0) Faro
ARV ’

' (x¢) o p(t) = p(T) < 0.
So h(x,) is the maximum, and

_ @0 WD
n(x) < h(x.)= (&)p(?’)p(g _ <&) P

and

p(T) p(T)
“1_ p(1) ’
p(T)
in which the second inequality follows from calculus. Indeed, let
__ 10
p(T) —p(t)’
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then the second inequality becomes

z \° z \!** z
— <1-— ,
<l+z) <l+z> - I+z

< (1 +z2),

which clearly holds for all z> 0. Thus, we have proved the third inequality in
(3.21). O

or equivalently,

4. EXAMPLES

In this section, we analyze two examples. In the first example, we suppose 7'(y)
is uniformly distributed, that is, the future lifetime random variable follows
DeMoivre’s law. Recall that the individual is age y at time ¢ = 0.

Example 4.1. Suppose T(y) ~U(0, w); then, t + T(y + 1) ~U(t, w). Also,
1
M) = ——
(0)=——7.

and one can show that
]E ln W = 17
A1)
which implies

Os&mn—wWOsg

for all (x, t) € [0, ¢/r] x [0, w]. Moreover, g(¢) increases from g(0) < 1/e to 1/e
as ¢ increases from 0 to w, as we prove next.

Proof. We first prove that g increases with respect to . Under DeMoivre’s

law, we have
1 re s _
g(t):—/ p(s).w sds,
et; ps) w-—t

which implies

g= —1 ro 1 /tw P (w — s)ds.

St
e pt) elw—02J pls)
Let f denote the integrand in the second term, that is, f(z) = ’%(a) —1). We
claim that f increases with ¢; if so, then

1 p(t 1 @ 1 p/(t 1 (¢
g/([)z__‘p()Jr Z/f(t)ds:___p()Jr 2p()
e p()  elw—0J; e p(n) = elw—10)* p(t)

which implies g increases with respect to z.

(w—1)* =0,
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We now prove our assertion that f increases with ¢. To that end, rewrite f
as follows:

1) N (@) —1) MO@@) —1)

- (r+A(r) + 8)p(t) — 2A(1) @=1= (r 4+ A(r) + 8)p(2) — 2A(1)

Because A(¢) increases with ¢, if we are able to prove that f increases with A(?),
then we can deduce that f increases with ¢. To show 3f /3 > 0, we compute

af (1) < Ip(7)

m x{(@p@® -1+ )»(l)m) ((r+ A1) + 8) p(t) — 21(2))
1 ap(r)

x(p(t) = D)(r+8) + M) +6 — X(l))%m. 4.1)

By substituting (3.17) into (4.1), we have
f (1) p(t)—1
0 ™ (p(t) = 1)(r + 8) + A(0)(r + 8 — A1) 0 3 590 50
o —22(0) + (r + 8)((r + 8 + MD)p(£) — (1))
=—22(0) + (r + 8)rp*(2),

in which the last equality follows from (3.16). Hence, df/dA >0 is
equivalent to

r(r+ 8)p(t) > A7),

which is true by a straightforward calculation. Moreover, by L’Hospital’s rule,
one can show that

1
lim g(t)=-.
t—w~ €

Hence, we have proved that g(¢) for DeMoivre’s law increases from g(0) < 1/e
to 1/e as t increases from 0 to w. 0

Under reasonable parameter values, v is quite close to v, closer than
the bound 1/e. Indeed, suppose we use the same parameters as in Moore
and Young (2006), that is, »r=0.02, © =0.06, 0 =0.20, and ¢=1. Assume
y=150 and w =70, so the maximum attainable age is 120 and E(7'(y)) = 35.
In Figures 1 and 2, we plot the probabilities of lifetime ruin v and ¢ at time
t =0, and we plot the corresponding investment strategies 7* and 7, respec-
tively. In other words, * is the optimal investment strategy to minimize the
probability of lifetime ruin under DeMoivre’s law, and 7 is the proposed sub-
optimal investment strategy from (3.4). (See Appendix B for a brief description
of the numerical scheme we use to compute v, 7*, and ¥.) From these graphs,
we see that the nearly optimal probability of lifetime ruin ¥ under the sim-
ple investment strategy 7 is quite close to the minimum probability of ruin .
However the investment strategies are markedly different.
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FIGURE 1. Probabilities of lifetime ruin under DeMoivre’s law.
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FIGURE 2. Investment strategies under DeMoivre’s law.
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FIGURE 3. Probabilities of lifetime ruin under Makeham’s law.

In the second example, we suppose 7(y) follows Makeham’s law.
Example 4.2. Suppose A(f) = a + Be’ for some a, b, B> 0. Then, Lemma 3.1
implies
1 A+ T t 1 b
o)< ~E( 0 2FTOFDN Lpy bty O g, 4,
e A(D) e e

and E(T'(y + 1)) decreases with respect to ¢ > 0. Thus, we have the following
constant upper bound for g, namely,

PE(TR) _ bET0)) _ b
2 <

€ ac

g <

b

for ¢ > 0, which is small if the parameter b is close to zero. In the above expres-
sion, T(y), denotes the future lifetime random variable under the constant
hazard rate a. It follows that

Y (x, )=y (x, 1) + O(b),

from which we deduce that if b is small in Makeham’s law, then using
the investment strategy in (3.4) is nearly optimal to order O(b) as b — 07
uniformly for all (x, ¢) € [0, ¢/r] x RT.

As for the previous example, consider the parameter values r=0.02,
n=0.06, c =0.20, and ¢ =1. For Makeham’s law, we assume ¢ =0.03, B=
0.001, and 5 =0.01, with y =50, which leads to an expected future lifetime
of E(T'(y)) = 31.80 years. See Figures 3 and 4 for plots of the probabilities of
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FIGURE 4. Investment strategies under Makeham’s law.

lifetime ruin ¢ and ¢ at time 7 = 0, and the corresponding investment strategies
7* and 7, respectively. In other words, 7 * is the optimal investment strategy
to minimize the probability of lifetime ruin under Makeham’s law, and 7 is the
proposed suboptimal investment strategy from (3.4). As before, we see that the
nearly optimal probability of lifetime ruin ¥ under the simple investment strat-
egy 7 is quite close to the minimum probability of ruin ¥, but the investment
strategies are markedly different.

5. CONCLUSION

In this article, we reconsidered the problem of minimizing the probability of
lifetime ruin. As compared to much of the existing literature, we studied the
problem under a general mortality hazard rate. Inspired by Young (2004), we
constructed a simple investment strategy by replacing the constant mortality
hazard rate by a time-dependent mortality rate. We explored the error between
the minimum probability of lifetime ruin ¥ (under the general mortality hazard
rate) and the achieved probability of lifetime ruin i if one follows the simple
investment strategy.

For example, under Makeham’s law, the approximation will be poor for
large values of the exponent b, which we proved in Example 4.2. Specifically,
we showed that |y — ¥| ~ O(b) uniformly for all (x, ) €[0, ¢/r] x RT. As for
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the error function g(¢) more generally, consider the following inequality that
we obtained in the proof of Lemma 3.1:

g(t) = 1 /Oo & e~ f[s X(V)dvds < l /OO & o f,s)‘(v)dVdS.
AT =2

If A(¢) is increasing quickly, then the ratio A/(s)/A(s) is large. But, if A(¢) is

increasing quickly, then the survival function e™ Ji M08 will be small. It is not

obvious to us which term will dominate in the bound for g(¢), A’(s)/A(s) or the

. . _ (S N
survival function e~ Ji *(dv,

We also included numerical examples to illustrate the the errors between
the two probabilities of ruin and the corresponding investment strategies. We
found that the nearly optimal probability of lifetime ruin is quite close to the
original minimum probability of lifetime ruin, but the associated investment
strategies are quite different.

In the future, we plan to further consider asymptotic problems under
general mortality hazard rates and simplified investment strategies, such as
the bequest-goal problem and the utility-of-bequest problem, along with the
relationship between those objectives.
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A. OUTLINE OF THE PROOF THAT IS THE UNIQUE, CLASSICAL
SOLUTION OF (2.3)

In this appendix, we outline the steps that show that v is the unique, classical,
decreasing-in-x, convex-in-x solution of the BVP in (2.3).

1. We, first, define the discounted minimum probability of lifetime ruin ¢
by

¢(X, l) = lpyW(xa l)’

in which we discount for mortality. Then, ¢ satisfies the following BVP:

1
¢r + (rx — o)y + inf|:(,u — 1oy + 3 02n2¢xxi| =0, 0<x< ¢ ,1>0,
™ r

$0.0=mpy  Glc/r.n=0,  lim ¢(x,))=0.
(A.1)
2. By “working backwards” from what we know about ¢, we define an

optimal stopping problem whose value function equals the (concave)
Legendre transform of ¢. To that end, define a stochastic process Z; by

dZ, = —1Zds+ X~ 7.aB,.
o

in which By is a standard Brownian motion on a probability space
(2, F,P), and consider the following optimal stopping problem:

Z[ZZ]

T
= inf E[/ cZds+u(Z;,t+1)
0

7€[0,00)

é(z,t)= inf I@[/ cZds+u(Z;, )
t

T€[t,00)

Zo= z}, (A.2)
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in which u(z, f) =min (,p), cz/r). For any value of T > 0, also define a
related optimal stopping problem with finite time horizon:

T
¢7(z, )= inf E[/ cZds+u(Z;, 1)
r€[t,T) p

Zt=Z:|

T
= inf E[/ CstS-i-u(Z,,‘E—i-l)‘ZO:Z]-
7€[0,7—1) 0

From page 275 in Section 4 of Krylov (1980), we deduce

b0 =1 lim dr(z.)

= sup ¢7(z, 1), forany T’ > 1.
T>T

By classical results of optimal stopping problems, one can verify that ¢
is a unique viscosity solution of

min[f, —rzf. + Sszzz +cz, u —f] =0,

in which § is given in (2.17). Also, ¢ is continuous on [0, ¢/r] x R™, con-
cave and Lipschitz in z, uniformly in £. Moreover, there exist functions z,
and zg such that 0 < z.(¢) < zo(¢) < ¢/r for all ¢ > 0, for which the optimal
stopping problem in (A.2) has continuation region

D= {(z, ) el0, ¢c/r] x RY : 3z, 1) < u(z, t)} — (z:(1), 20(1)) .

Then, by classical results of second-order parabolic equations, ¢ is the
unique classical solution of the following boundary-value problem:

fi—rafe 482+ e2=0, on D,
G, 0=py. [0, 1)= ; (), lim f(50=0.

3. The convex Legendre transform of ¢ solves the BVP in (A.1) on
[0, ¢/r] x RT and, therefore, equals the discounted minimum probability
of lifetime ruin ¢. Additionally, ¢ is strictly decreasing and strictly con-
vex in x and nonincreasing in ¢. Finally, the optimal investment strategy
is given in feedback form by
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n*:_u_r‘ ¢X(X[*7Z)
! o2 ¢xx(X[*>t) ’

in which {X/};>¢ is the optimally controlled wealth process.

B. NUMERICAL SCHEME WE USED IN SECTION 4

In this section, we give a brief description of the numerical scheme we use in
Examples 4.1 and 4.2. For simplicity, we only show the numerical scheme
in Example 4.1, for which the future lifetime follows DeMoivre’s law. For
Example 4.2 under Makeham’s law, the methodology is similar. 5

We apply the finite-difference method to find the numerical solution of
given in (3.7), with the investment strategy 7 given in (3.4). Note that 7 is
linear with x. Let u denote the function

u(x, z) = 2 Tx, 0 — 2), (B.1)

for (x,z) €0, ¢/r] x [0, @], in which @ is the maximum future lifetime of the
individual. By using the expression for « in (B.1) and ¢’s BVP in (3.7), we
transform (3.7) into a standard second-order parabolic BVP as follows:

uz(x, z) — (rx — uy(x, z) — [(u — 7 (x, 2)ux(x, z) + % azﬁz(x, 2uy(X, Z)] =0,

w0.2)==,  u(c/r.z)=0,  u(x,0)=0,
w
(B.2)
in which

. w—r cfr—x

”(x72)=7'p(2)—_1, (B.3)

and

p(z)= % [(r +A(z)+8) + \/(r +M(z) + 8)% — 4ri(2) ] > 1,

with A(z) = 1/z, reflecting DeMoivre’s law.

To use the finite-difference method to solve (B.2), first divide the spatial
domain [0, ¢/r] into M segments, each of length ¢/(rM) =: Ax; then divide
the time domain [0, 7] into N segments, each of duration 7/N =: At. Let
(xi, zi) denote the grid points (iAx, kAt), and let uf-‘ denote u(x;, z), for i=
I,...,M+1,and k=0,...,N. Then, by replacing the second partial deriva-
tive and the first partial derivatives with respect to z and x in Equation
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(B.2) with the central-difference approximation and the forward-difference
approximation, respectively, we have

kel ok ko k k ko ok
U (ot (o) L L g i T2
At ' i Ax 2 ! (Ax)? ’
u’lC =kAt/w, ul]‘u_H =0, u? =0.

Finally, by iterating, we obtain the numerical solution of u(x, z), from which
¥(x, t) follows via (B.1).

We also use the finite-difference method to find the numerical solution of v
given in (2.3), with the investment strategy 7 * given by the first-order necessary
condition, that is,

. w—=r  P(x, 1)
i (x, 1) =— L B.4
( ) o? 1;0)c,vc(xa t) ®4)
Let v denote the function
z
V(.X, Z): - w(xaw_z)a (BS)
w

for (x, z) € [0, ¢/r] x [0, w]. By using the expression for v in (B.5) and ¥’s BVP
in (2.3), we transform (2.3) into a standard second-order parabolic BVP as
follows:

vz(x, z) —inf {(rx —c+ (u—r)m)v(x, 2) + 1 22y (X, z)} =0,
4 2 (B.6)

v0,z)==, wc/r,z) =0, v(x,0)=0.

To apply finite-difference method directly to the Bellman Equation (B.6),
subdivide the intervals as before, and let vf.‘ denote v(x;, zx). Choose the
forward-difference or backward-difference approximation of the first deriva-
tive vy, depending on the sign of the coefficients to guarantee the method’s
convergence to obtain the following system of equations:

k+1 Kk k ok
Vi TV Vier = Vi
NI 1¥Tlf (rxi—c+(pu—rm)4 - —r (rxi—c+(u—rm)-_
k _ k k k o k
DT Vien lgznz Vigr = 2V + Vi _0
Ax 2 (Ax)? ’
v’f:kAt/a), vlj‘qul =0, v?:O.

By iterating, we obtain the numerical values of vf.‘ and yrl.k for all i and k, from
which ¥ (x, t) and 7*(x, 7) follow via (B.5) and (B.4), respectively.
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