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Abstract

The constructs of motivation (or needs, motives, etc.) to explain higher-order behavior have
burgeoned in psychology. In this article, we critically evaluate such high-level motivation con-
structs that many researchers define as causal determinants of behavior. We identify a funda-
mental issue with this predominant view of motivation, which we call the black-box problem.
Specifically, high-level motivation constructs have been considered as causally instigating a
wide range of higher-order behavior, but this does not explain what they actually are or
how behavioral tendencies are generated. The black-box problem inevitably makes the con-
struct ill-defined and jeopardizes its theoretical status. To address the problem, we discuss
the importance of mental computational processes underlying motivated behavior.
Critically, from this perspective, motivation is not a unitary construct that causes a wide
range of higher-order behavior – it is an emergent property that people construe through
the regularities of subjective experiences and behavior. The proposed perspective opens
new avenues for future theoretical development, that is, the examination of how motivated
behavior is realized through mental computational processes.

1. Introduction

From the inception of psychology and across the ensuing century, constructs of motivation
have played a critical role in explaining human behavior (Hull, 1943; McDougall, 1909).
Researchers have considered motivation as one of the most essential ingredients in our
mind, addressing the fundamental question of why people initiate certain behaviors in the
first place (Kanfer & Chen, 2016). Initially the constructs of motivation were mostly proposed
for basic behavior such as eating (e.g., hunger drive) or mating (e.g., sex drive). However, later
years have seen increasing use of motivation constructs to explain higher-order behavior
(though such use was observed in early years; e.g., Murray, 1938). Nowadays, there is a pleth-
ora of “high-level motivation constructs” in psychology, including (but not limited to) the
need for competence, relatedness, and autonomy (Deci & Ryan, 1985), the need to belong
(Baumeister & Leary, 1995), self-affirmation motive (Steele, 1988), desire for status
(Anderson, Hildreth, & Howland, 2015), self-enhancement motive (Sedikides & Strube,
1997), achievement motive (McClelland, Atkinson, Clark, & Lowell, 1976), and intrinsic–ex-
trinsic motivation (Deci & Ryan, 1985).

In the current opinion article,1 we provide a critical analysis of these motivation constructs
to explain higher-order human behavior. Specifically, we cast doubt on the theoretical status of
high-level motivation in the sense of a construct that directly influences complex behavior.
Rather, we contend that such high-level motivation is a subjective construal or emergent
property of underlying mental computational processes which determine behavior. From
this “psychological construction” perspective, we clarify both strengths and weaknesses of
high-level motivation constructs, and offer a new avenue of research that has attracted almost
no attention in the past: Theoretical analysis of how motivation is realized through mental
computational processes.

2. Motivation for higher-order behavior: Definitions and clarifications

2.1. Definition

The definition of motivation varies across different times and fields (e.g., Kleinginna &
Kleinginna, 1981; Madsen, 1974), but one common definition is that motivation energizes
and directs behavior (Lewin, 1942; Locke & Latham, 2004; Reeve, 2017; Simpson & Balsam,
2016; VandenBos & American Psychological Association, 2007; Weiner, 1992). Energization
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means that motivation instigates or initiates action or behavior
(Elliot, 2023), which shall be called the “spring to action” of
behavior (James, 1890), a force that impels behavior (Descartes,
1955), or “energy behind our actions” (Wigfield, Muenks, &
Eccles, 2021). Direction means that it guides and channels behav-
ior in a certain way. The former aspect of motivation is often
referred to as “motives” (Anderson et al., 2015; Atkinson &
Raynor, 1978; McClelland et al., 1976) or “needs” (Deci &
Ryan, 1985; Dweck, 2017; Maslow, 1943; Stevens & Fiske,
1995). The latter aspect of motivation is referred to as “goals”
or “values” (Austin & Vancouver, 1996; Eccles & Wigfield,
2002; Elliot & Fryer, 2008; Fishbach & Ferguson, 2007).
Combined together, motivation is conceptualized as a determi-
nant of a certain set of behaviors (Fig. 1A).

Our critical analysis of motivation constructs mainly concerns
the former aspect, the function of energization (see also Hinde,
1960, for another critique). Regardless of one’s theory of motiva-
tion, motivation is almost always used to explain the initiation (or
the intention of the initiation) of behavior; as such, energization is
often regarded as the definitive aspect of motivation (e.g.,
Madsen, 1974). The direction aspect of motivation is also often
considered a fundamental aspect of motivation, but we view
this aspect as somewhat subsumed within the energization aspect
(see also Elliot, 2023). In fact, most of the extant constructs of
high-level motives or needs emphasize energization in terms of
what they are motivated for (i.e., direction). For example, an
achievement motive represents the motivation toward a high stan-
dard of excellence (McClelland et al., 1976) and a need for auton-
omy directs people toward fulfilling a sense of agency (Ryan &
Deci, 2017). It is difficult to imagine motives or needs that insti-
gate behavior in a completely nonspecific manner, other than a
few limited examples (e.g., general Pavlovian instrumental trans-
fer; Corbit & Balleine, 2005). We will briefly revisit the direction
aspect of motivation in a later section.

The concept of motivation to explain basic human behavior
(e.g., mating, consumption of foods) was initially subject to crit-
icisms concerning its operationalization (e.g., Koch, 1941).
Although these points overlap with our criticism to some degree,
our main criticism is aimed at the motivation constructs that
explain a broad range of higher-order behavior, which we shall
call high-level motivation constructs.

2.2. An example

To render our criticism concrete and easy to understand, we first
show one example of how high-level motivation constructs are
used to explain behavior: The need for competence (Ryan &
Deci, 2020). The need for competence is based on the concept
of competence proposed by White (1959). According to White
(1959), competence reflects the organism’s capacity to effectively
interact with its environment. Extending this idea, Deci and Ryan
(1985) proposed that humans have a basic psychological need for
competence, which is defined as people’s motivation to experi-
ence feelings of mastery and success. We use the need for compe-
tence as an example simply because it is one of the most accepted
high-level motivation constructs in the field (19,800 hits in
Google Scholar in September 2023), and recent theoretical pro-
gress has made it possible to instantiate our point (Murayama,
2022).

Humans and animals often exhibit behavior that seems to be
aimed at mastering the environment. Research showed that mon-
keys are engaged with solving puzzles (Harlow, 1949). Humans
have the capacity to engage in learning for a prolonged period
of time (Hidi & Renninger, 2019). Humans and animals also
have a tendency to explore the environment without clear rewards
(Berlyne, 1966) and a tendency to seek positive feedback (Elliot &
Moller, 2003). None of these behaviors can be explained by basic
motivation such as a hunger drive, and are considered to be
caused by the need for competence (Deci & Ryan, 1985). Using
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Figure 1. Motivation as the (black box) determinant of behavior (A) and motivation as
psychological construction of underlying mental computational processes (B). Graphics
are available under creative commons licenses (https://creativecommons.org/), down-
loaded from https://upload.wikimedia.org/wikipedia/commons/d/d9/A_black_box.svg,
https://commons.wikimedia.org/wiki/File:Gear_-_Noun_project_7137.svg, and https://
commons.wikimedia.org/wiki/File:Gears-686316.jpg.
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this construct, we can explain the behavior in the following
way: “We have a tendency to explore because we have a
basic motivation to master the environment,” and, “People
can sustain their commitment to an activity because people
have a fundamental motivation to seek mastery.” The satisfac-
tion of this need for competence is theorized to enhance
one’s intrinsic motivation (i.e., motivation to work on a task
without relying on explicit incentives), and to lead to many
positive long-term outcomes such as higher well-being (Ryan
& Deci, 2017, 2020).

3. Fundamental challenges for high-level motivation
constructs

3.1. The black-box problem

As the definition of motivation as an energizer and director of
behavior attests, researchers typically regard motivation as the ini-
tial cause (i.e., origin) of a certain set of behaviors (Fig. 1A). Of
course, researchers have assumed that motivation constructs are
influenced by many external factors, such as environmental
changes, learning, socialization, and development, and that they
have genetic origins as well as neural bases (McClelland, 1987).
In early research, motivation was conceptualized as an “interven-
ing variable” (Hull, 1943), meaning that it has both external ante-
cedents (e.g., deprivation of food) and outcomes (e.g., increased
response). However, many motivation constructs are regarded
as the origin of behavior in the sense that they are the internal
variable which is supposed to generate the willpower to initiate
the action in the first place.

This property of motivation constructs is particularly useful
for researchers to understand higher-order behavior. As noted
in the example above, we can explain exploratory behavior by pro-
posing that we have a basic motivation to master the environ-
ment. Crucially, however, the high-level motivation construct
does not truly explain what it is or how this behavioral tendency
is generated (for historical arguments, see Bindra, 1959; Koch,
1956). Instead, motivation is like a black box, where the process
that generates the behavior is unknown. By supposing motivation
to explain behavior, we implicitly fall prey to the so-called “motiva-
tional homunculus” problem (see also Gladwin, Figner, Crone, &
Wiers, 2011). That is, to explain how motivated behavior is gener-
ated, we posit a construct that works as a “generator” of motivated
behavior, but this logic may suffer from the issue of infinite regress
(Kenny, 1971). The real danger here is that, because the constructs
seemingly explain the set of higher-order behaviors well, we may
think that all questions are answered, and soon stop investigating
what these constructs are and how they work.

Historically speaking, there was a time when researchers tried
to eliminate the black-box property of motivation constructs by
proposing physiological or biological causes. For example, Hull’s
concept of drive such as hunger drive or thirst drive was directly
linked to the physiological deficits of food or water (Hull, 1943).
There are also contemporary theories that connect some motiva-
tion constructs with simple physiological or biological factors
(e.g., testosterone and power motivation; Schultheiss, Campbell,
& McClelland, 1999). However, recent studies suggest that such
simple one-to-one correspondence between a physiological factor
and motivation is not plausible to explain motivation constructs
for higher-order complex behavior (e.g., Kim, 2013; Murayama,
Izuma, Aoki, & Matsumoto, 2017; Steinman, Duque-Wilckens,
& Trainor, 2019). We believe that high-level motivation

constructs partly gained popularity because they paralleled moti-
vations for basic behavior. With the analogy of motivation for
food, the statement, “We have a tendency to do X because we
have a fundamental motivation for it,” sounds intuitive and con-
vincing. However, this parallism is misleading, because it provides
a false impression that high-level motivation has clear physiolog-
ical or biological causes.

Note that our argument differs from the issue of circular expla-
nation that is often discussed in the classical literature (e.g.,
Bindra, 1959; Seward, 1939; i.e., motivation constructs explain a
particular type of behavior by arguing that people have a motiva-
tion for that behavior). Motivation constructs do have great utility
in that they can make generalizable predictions (Berridge, 2004) –
for example, by supposing humans have a need for competence,
one can predict that humans perform a range of epistemic
behaviors, even if these behaviors were not part of the
original observation. The constructs also make our explanation
parsimonious – now we can conceptualize these behaviors
as manifestations of the single motivational construct of the
need to belong. By assuming general properties for motivation
constructs, we can even make novel predictions for behavior
(Baumeister & Leary, 1995). Therefore, circularity is not an
issue in our opinion. Our argument is, rather, that motivation is
considered a useful explanatory variable (i.e., explanans), but it
does not have explanatory variables itself (i.e., explanandum).

3.2. Lack of consensus on the definition of high-level
motivation constructs

The problem of the motivational black box gives rise to another
critical issue: Challenges in defining high-level motivation con-
structs. Because motivation constructs are created to explain a cer-
tain set of behaviors without specifying their internal properties,
they can be defined only in terms of the behaviors explained by
the constructs (see Fig. 1A). As a result, there is always room
for ambiguity when one tries to define them based on their inter-
nal properties. In other words, high-level motivation constructs
have an inherent challenge for precise definition because of
their black-box property.

This issue has manifested in various forms in the literature of
motivation. In early years, researchers tried to create a compre-
hensive list of human needs (McDougall, 1909; Murray, 1938),
but there was always a question of how we could be certain that
two similar needs were distinct and not the same, or whether cer-
tain needs were or were not fundamental (Pittman & Zeigler,
2007). In recent years, this issue has often been discussed in the
context of jingle–jangle fallacies of motivation constructs (e.g.,
Bong, 1996; Pekrun, 2023; Pekrun & Marsh, 2022), where the
same construct label is used to denote different constructs or dif-
ferent construct labels are used for the same construct (Kelley,
1927). Taking the example of need for competence again, the con-
struct is considered to be a source of intrinsic motivation (Deci &
Ryan, 1985; i.e., if this need is satisfied, intrinsic motivation
increases). Does this mean they are separate constructs? Or is
need for competence a constituent part of intrinsic motivation?
There are also other constructs related to need for competence.
For example, self-efficacy is a belief in one’s capacity to compe-
tently control the environment (Bandura, 1997) and is clearly
related to need for competence. Perceived control (Skinner,
1996), self-esteem (Baumeister, 1993), and self-concept (Marsh
& Shavelson, 1985) are also similar constructs clearly connected
to need for competence. Are they different constructs and, if
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not, what are the relationships? Great effort has been devoted to
resolving these issues, and the work helped researchers to deepen
our thoughts about these motivation constructs. However, given
the black-box property, it is virtually impossible to make a conclu-
sive judgment on the difference between constructs, other than
arguing “the originator of the theory said so” (see also
Murayama, FitzGibbon, & Sakaki, 2019).

This issue of defining high-level motivation constructs is espe-
cially problematic when researchers want to make causal infer-
ences. For example, in survey studies, researchers use a variety
of designs (e.g., a longitudinal study) to estimate the causal effect
of a motivation construct on outcome variables. But does that
mean that motivation has a causal effect? To make a causal infer-
ence, we estimate the effect when motivation is (hypothetically)
“intervened on,” holding other factors constant. However, given
the black-box property of high-level motivation constructs,
researchers often have difficulty in judging whether or not some
potential controlling variables are the inherent property of the
motivation constructs (see Eronen, 2020; Hernán &
VanderWeele, 2011). For example, think of a situation in which
researchers want to learn the causal effect of (satisfaction of)
need for competence on math exam performance using longitudi-
nal survey data. One may want to treat self-esteem as a controlling
variable, but one could also argue that self-esteem is a constituent
part of need for competence. In such cases, controlling for self-
esteem does not make sense. But such a decision is often difficult
because the constructs are underidentified. Generally speaking,
when the target construct is not unambiguously defined, we can
never make a solid causal inference from empirical data (Rohrer
& Murayama, 2023).

Some may argue that the issue could be addressed empirically.
For example, researchers often use the strategy of testing “incre-
mental validity,” in which motivation construct A has predictive
power over an outcome variable above and beyond a similar moti-
vation construct B (Smith, Fischer, & Fister, 2003). Some other
researchers use factor analysis and show that items representing
motivation A and B form distinctive factors (Byrne, 2001; based
on certain statistical criteria). Positive results from these analyses
often lead researchers to conclude that the two motivation con-
structs “are overlapping but distinct.” However, the analysis
does not directly answer the question of definitions, because the
evidence simply shows that the two measurements are assessing
something different, and is mute to exactly how the two theoret-
ical constructs are differently defined. In fact, after such a conclu-
sion, it is often not entirely clear what it really means that two
motivational constructs are overlapping but still distinct.

4. Specifying mental computational processes underlying
motivation: A potential solution

4.1. High-level motivation as a psychological construction

We offer an alternative perspective on high-level motivation con-
structs. Specifically, we propose that we should not view high-level
motivation constructs as the original causal determinant of behavior.
Rather, we argue that such high-level motivation constructs are an
emergent property of underlying mental computational processes
(Fig. 1B). To make sense of these emergent properties, humans con-
strue the construct of motivation. In other words, high-level motiva-
tion constructs are a consequence of psychological construction.

We define mental computational processes as concrete internal
mechanisms which produce behavior (see also Marr, 1982).
Consider a robot that behaves like humans. The robot employs

particular computational mechanisms to process external input
(i.e., sensory input) and decide on actions (i.e., output).
Oftentimes some stored information in the robot (memory)
plays a critical role for this computation. We call all of these
mechanisms mental computational processes. Of course, humans
are not robots. Although these mental computational processes
determine people’s behavior, humans also have subjective experi-
ences such as positive and negative feelings, and these subjective
experiences should be influenced by mental computational pro-
cesses (LeDoux, 2014).2 Figure 1B provides a schematic picture.

Importantly, humans are capable of recognizing regularities in
and creating mental categories from their own behaviors and sub-
jective experiences (Reeder, 2009). “Motivation” may be a conve-
nient term to explain these categories. Many studies suggest that
we are indeed naturally inclined to infer motivations or intentions
from a variety of observations (e.g., Baillargeon et al., 2015). As a
result, if we have a tendency to be affiliated with certain social
groups, for example, people may be naturally convinced that we
have an affiliative or social motivation. However, such inference
does not necessarily mean that social motivation is itself repre-
sented in our mental computational processes – instead, social
motivation could be a consequence of interpreting and categoriz-
ing the regularities that exist in behavioral patterns and subjective
experiences. As such, motivation is the subjective interpretation of
or label for an emergent property arising from underlying mental
computational processes.

From this alternative perspective, the key solution to the black-
box problem is simple: To unpack the black box. Specifically,
researchers on motivation should take further steps to unravel
the mental computational processes underlying high-level moti-
vation constructs. In the following section, we demonstrate how
this principle can be applied to the motivation construct need
for competence.

4.2. A case for reward-learning models of information seeking

We propose that the black box of need for competence can begin
to be unpacked with reward-learning models of information-
seeking behavior (e.g., FitzGibbon, Lau, & Murayama, 2020;
Gottlieb, Oudeyer, Lopes, & Baranes, 2013; Gruber &
Ranganath, 2019; Marvin & Shohamy, 2016). In our view, infor-
mation seeking is an excellent lens from which we can unpack
some types of motivation, including need for competence,
because the act of seeking information describes effort taken to
acquire knowledge, a fundamental process to master the environ-
ment. We are not claiming that the reward-learning model is the
best model to instantiate need for competence with mental compu-
tational processes; there are several alternatives (e.g., Patankar et al.,
2023) and there are many different versions of reward-learning
models (e.g., Oudeyer & Kaplan, 2007). Our purpose is not to com-
pare these models. We use this model simply for demonstration
purposes as it provides a useful example of how our perspective
can explain certain types of motivation constructs.

Although there are many different versions of reward-learning
models to explain human information-seeking behavior, a com-
mon assumption is that information is an intrinsic reward.
Murayama (2022; see also Murayama et al., 2019) summarized
and expanded on these common aspects of reward-learning mod-
els in the “reward-learning framework of knowledge acquisition”
(Fig. 2). According to the framework, when an agent identifies
some uncertainty in its knowledge (often called “knowledge
gap”), the agent computes the expected rewarding value of
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upcoming information, and if it is deemed valuable, the agent ini-
tiates information-seeking behavior. When the agent successfully
acquires the information, the agent experiences a positive reward-
ing feeling, which in turn strengthens the value of the same sort of
information. This is a well-known reinforcement principle (Hull,
1943) but the critical point is that the framework assumes that
information itself can have rewarding value. There are different
algorithms proposed to accurately quantify the rewarding value
of information (e.g., uncertainty; Bennett, Bode, Brydevall,
Warren, & Murawski, 2016; van Lieshout et al., 2018).
Furthermore, Murayama (2022) argued that acquired information
is consolidated into the existing knowledge base, and this
expanded knowledge could prompt the agent to become more
aware of further knowledge gaps (i.e., “the more we know about
a topic, the more likely we realize that there are things that we
do not know”). As a result, this system creates a positive feedback
loop, sustaining long-lasting information-seeking behavior.

The framework aims to provide a rough summary of current
information-seeking models. In these models, we can see several
mental computational processes included, such as assessment of
knowledge gap, computation of expected reward value of informa-
tion, selection of information, integration of the information into
existing knowledge, and so on. These computations do not nor-
mally operate consciously, but rather implicitly (Murayama et al.,
2019). Some of these information-seeking models are conceptual
(e.g., Gruber & Ranganath, 2019; Jach, DeYoung, & Smillie,
2022). Some other researchers propose computational models to
accurately describe people’s information-seeking behavior (for a
review, see Baldassarre & Mirolli, 2013) and some other models
are even implemented in robots with the aim to replicate people’s
(especially infants’ or young children’s) information-seeking behav-
ior (e.g., Baranes & Oudeyer, 2013). This means that, by imple-
menting these mental computational processes, we can create an
agent that actively seeks information to expand its knowledge.

Critically, the agent which implements the reward-learning
models actively and continuously searches for information that
it does not know to expand its knowledge, as if it has the

motivations for mastery and competence, despite there being no
need for competence featured in the mental computational pro-
cesses (i.e., there are no boxes or parameters directly representing
need for competence in the model). Need for competence thus
appears as an emergent property of reward-learning models of
information-seeking behavior. Several other motivational concepts
can be explained in a similar way. For example, the motivational
concept of interest often refers to people’s enduring tendency to
engage in particular learning content over time (Hidi &
Renninger, 2019; Renninger & Hidi, 2016). The agent can realize
this enduring information-seeking behavior by incorporating their
knowledge base and resultant positive feedback loop into the system
(Murayama, 2022; Murayama et al., 2019). The agent also appears
“intrinsically motivated” in the sense that it actively searches its
environment without extrinsic incentives.

Of course, there are many motivational constructs that cannot
be explained by the presented reward-learning framework of
knowledge acquisition (e.g., need to belong). Additionally,
although reward-learning models are dominant in the fields of
cognitive science and neuroscience, this is not the only way to
specify mental computational processing of motivated behavior.
The example is simply intended to demonstrate that high-level
motivation construct can be a consequence of the subjective con-
struction from behavioral regularities.

We used need for competence and the reward-learning frame-
work of knowledge acquisition as an illustrative example, but
there are other potential examples which demonstrate that higher-
level motivation constructs can be an emergent property of men-
tal computational processes. For example, Shultz and Lepper
(1996) proposed a connectionist model to explain various exper-
imental findings of cognitive dissonance (e.g., Festinger &
Carlsmith, 1959). These findings are often explained by positing
that humans have a fundamental motive to maintain cognitive
consistency or reduce cognitive dissonance (Festinger, 1957;
Heider, 1958). However, the model explained the experimental
findings without explicitly supposing such a motivation. In
addition, O’Reilly (2020) built a multi-layered connectionist

Figure 2. Reward-learning framework of knowledge acquisition (adapted from Murayama, 2022).
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model (inspired by neuroscientific findings) and argued that the
model could explain motivated behavior (i.e., the dynamic nature
of goal-directed behavior) without explicitly incorporating moti-
vation into the model.

4.3. Strengths of considering mental computational processes

By specifying the mental computational processes underlying
higher-order motivated behavior, high-level motivation con-
structs are no longer black boxes. Instead, they clearly explain
what the motivation construct is and how this behavioral ten-
dency is generated. Importantly, the proposed perspective explic-
itly refutes the idea that high-level motivation constructs
themselves cause wide-ranging higher-order human behavior
(see Fig. 1A). Rather, our behavior is governed by the mental
computational processes, which form a collective dynamic system
of interacting elements. Different types of higher-order behavior
(e.g., exploring the environment, sustaining epistemic engage-
ment, seeking competence-relevant information) are the conse-
quences of the integration or parts of this collective system, not
the consequence of a unitary construct of motivation.

The proposed perspective also neatly sidesteps the fundamen-
tal challenge of defining high-level motivation constructs. This is
because it is the mental computational processes, not the motiva-
tion constructs themselves, that are necessary to understand
human behavior. For example, as we presented in the previous
section, a description of the mental computational processes
that explain how people decide to seek information over time is
sufficient to explain the behaviors related to need for competence,
intrinsic motivation, and interest. There is no further need to dis-
cuss which components of this process represent need for compe-
tence, intrinsic motivation, or interest, because we already
explained the mechanism and behavior (see also Kidd &
Hayden, 2015; Murayama et al., 2019). The proposed perspective
indicates that the priority should be given to understanding the
underlying computational mechanisms, not discussing the
boundaries of (inherently ill-defined) constructs.

An important benefit of the proposed perspective is that it pro-
vides a different way of theorizing about and examining motiva-
tion: Describing how a high-level motivation construct is realized
by mental computational processes (for a discussion on the merit
of this approach in psychology, see van Rooij & Baggio, 2021).
Traditionally, researchers start by positing a specific high-level
motivation construct and develop a theory by specifying the fac-
tors related to the construct (e.g., personality traits, well-being).
As a consequence, empirical research has been mainly interested
in examining external antecedents (e.g., family environment) and
outcomes (e.g., well-being) of motivation (establishing the
so-called “nomological network”; Cronbach & Meehl, 1955). As
detailed later, we see merit in this approach. However, this is
just one way of understanding motivated behavior. An alternative
process-focused approach can create new sets of research ques-
tions to further advance our understanding of motivation.

For example, we showed that the reward-learning framework of
knowledge acquisition (Murayama, 2022) can also provide a theory
of how need for competence is realized through reward-learning
mechanisms. Once such a theory is developed, researchers can
empirically test its validity by examining various parts of the men-
tal processes (e.g., “Does a knowledge gap really facilitate
information-seeking behavior?”). The theory can also help us eval-
uate the antecedents and outcomes identified in the previous
empirical literature (e.g., which component of the mental

computational processes can be altered by family environment?).
Furthermore, the model prompts researchers to critically analyze
the assumptions underlying the model. For example, the
reward-learning framework assumes that information works as
rewards, but the model does not specify the type of information
that is perceived as rewarding. Then researchers can further theo-
rize and empirically test the nature of information that people
actively seek, further pinning down the origin of motivated behav-
ior. In fact, this is currently a hot topic of the field (Fitzgibbon &
Murayama, 2022; Gottlieb & Oudeyer, 2018; Kidd &Hayden, 2015).

4.4. Reinterpreting past empirical findings

It is important to restress that we do not disregard voluminous
empirical survey and experimental studies of motivation in the
past century. Much research has found that motivation, as
assessed by survey questions or manipulated in experiments, is
related to human behavioral and psychological outcomes. These
results clearly show the usefulness of motivational constructs in
predicting behavior. In fact, “motivation constructs” have been
popular in psychology because they can predict various important
outcomes, such as well-being, achievement scores, career choice,
and so on (e.g., Robbins et al., 2004). These empirical studies
can also inform researchers of potential intervention programs
(e.g., Lazowski & Hulleman, 2016). However, our argument is
that we should not interpret these empirical findings as evidence
that high-level motivation constructs directly cause behavior.

For example, in many studies of high-level motivation con-
structs, researchers assess certain types of motivation using estab-
lished survey questions. These survey questions often assess
certain aspects of mental computational processes (e.g., the posi-
tive rewarding feeling following knowledge acquisition) or overall
behavior (e.g., the frequency of active information-seeking behav-
ior) related to the motivational construct. When the aggregated
scores are related to outcomes and potential confounders are
well controlled (Fig. 3, top “Statistical results from data”), we
tend to argue that “motivation,” assessed by the survey questions,
caused the outcomes (Fig. 3, left, “Motivation as determinant”).
This way of thinking is common, and is often strengthened by
the recent proliferation of latent variable modeling (Jöreskog,
1969), which visually shows path diagrams where boxes repre-
senting motivation predict or are predicted by other variables.

However, the association between aggregated scores and the
outcome could happen in a different causal scenario. Specifically,
these survey items which reflect parts of mental computational pro-
cesses (which interact with each other) may directly influence other
variables without mediating motivation constructs (Fig. 3, right,
“Motivation as psychological construction”). This way of viewing
measurement has gained increasing attention in the methodologi-
cal literature (Donnellan, Usami, & Murayama 2023; e.g., McClure,
Jacobucci, & Ammerman, 2021; VanderWeele, 2022). For example,
Donnellan et al. (2023) argued that such interpretations are more
realistic than latent variable modeling when items represent a
wide range of behavior and psychological processes, and proposed
a new mixed-effects model to analyze survey data without relying
on latent variables (see also Rhemtulla, van Bork, & Borsboom,
2020). From this perspective, aggregated survey scores capture
the extent to which the mental computational processes efficiently
work as a whole for a particular individual or a situation (see van
der Maas et al., 2006, for a similar argument in case of intelligence).
Such efficiency scores are parsimonious and useful for prediction,
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but we do not need to assume that these scores capture the moti-
vation construct itself.

We believe this reframing of empirical studies on motivation is
particularly important because researchers often face situations in
which empirical findings disagree depending on how we measure
or manipulate motivation (e.g., Hulleman, Schrager, Bodmann, &
Harackiewicz, 2010; Utman, 1997). Recent years have also seen
many studies indicating that the same constructs assessed by survey
questions and experimental tasks have different correlates (Dang,
King, & Inzlicht, 2020; Eisenberg et al., 2019), and this has also
been a recurring issue in motivation constructs (Deci, Koestner,
& Ryan, 1999; McClelland, Koestner, & Weinberger, 1989;
Schultheiss, Yankova, Dirlikov, & Schad, 2009). In such situations,
we are often encouraged to accurately define the construct or estab-
lish a valid measurement. It is indeed true that we need precise def-
initions of constructs and valid measurement, but at the same time,
the argument rests on an implicit assumption that there is a single
construct of motivation that determines behavior and thus the
inconsistent results are problematic. From the perspective of psy-
chological construction, on the contrary, such divergent results
are natural when different assessments or manipulations tap differ-
ent aspects of the mental computational processes. Having a precise
process model in mind, researchers can then make more fine-
grained predictions about how different types of assessments or
manipulations result in different outcomes. Such a process-oriented
perspective can also help researchers develop targeted interventions
that aim to change specific outcomes.

5. Answering questions

To further elaborate and avoid misunderstanding, here we answer
some follow-up questions that readers might have about our
perspective.

5.1. What is the distinction between basic motivation
constructs and high-level motivation constructs?

The high-level motivation constructs evaluated in this article
explain a wide-range of higher-order behavior, whereas basic

motivation constructs have a relatively narrow set of behaviors
as explanandum (e.g., the motivation for sex to explain people’s
desire to copulate). However, although we made a distinction
in this article for the purpose of simplicity, the distinction is
continuous rather than dichotomous. We do not argue that
motivation for basic behavior does not suffer from the issue of
black box at all – this is a matter of degree. Our point is that
the problem is exacerbated for high-level motivation constructs.

5.2. Are mental computational processes free from motivation
constructs?

No, they are not. As mental computational processes produce
behaviors, we must logically assume something which initiates
behavior either explicitly or implicitly. In the reward-learning
framework of knowledge acquisition, there is an implicit assump-
tion that people choose to seek information that has a high reward
value. Therefore, one could argue that the framework posits a
“motivation to seek rewarding information,” perhaps just before
the box of information-seeking behavior in Figure 2. Unless we
understand the basic biological/physical mechanisms to produce
behavior, we can never eliminate motivation-like constructs.

But our argument is not to eliminate motivation constructs
from explanation. Our proposal is that theorizing mental computa-
tional processes (i.e., analyzing motivation from a different level)
can provide new insights into what researchers have called “moti-
vation” in the literature, enabling a deeper understanding of our
motivated behavior. For example, both exploration behavior and
long-term intellectual engagement are thought to be caused by
need for competence, but there is no explanation for how these out-
comes are related. By specifying the mental computational pro-
cesses, we can propose that exploration behavior is caused by the
rewarding value of information, whereas long-term engagement
is a consequence of a positive feedback loop created by expanding
existing knowledge from new information (Fig. 2). Both behaviors
are produced by the same mental computational system (so it
makes sense that they are explained by the same construct) but
the way they are produced within the system is different.

Figure 3. Different interpretations of statistical results according to different perspectives.
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We can go even further down the line to unpack motivation-
like constructs in the specified mental computational processes.
As noted above, the reward-learning framework implicitly
assumes a motivation to seek rewarding information. But what
are the basic building blocks of rewarding value for information?
Is that novelty (Poli, Meyer, Mars, & Hunnius, 2022), entropy
(Loewenstein, 1994), or Kullback–Leibler divergence (Ningombam,
Yoo, Kim, Song, & Yi, 2022)? As we do not have direct access to
such information in reality, how can such a metric be computed
in the real world? (Gottlieb & Oudeyer, 2018). Note that as we go
down the level, motivation-like constructs become narrower and
narrower (or more and more specific), and at some point we may
no longer feel comfortable to call it motivation. When we orient
attention to an object that suddenly comes into our visual field,
for example, is this a manifestation of motivation? We can in theory
suppose such a motivation that causes the orientation behavior, but
many researchers would say it is not necessary or useful (Murayama,
2023b).

In a sense our proposal is consistent with the idea that the
functioning of human behavior can be understood at different
levels of granularity with the lowest being the biological or phys-
ical level (e.g., Dennett, 1987; Marr, 1982; Newell, 1994; in case of
motivation, see Nagengast & Trautwein, 2023). Our proposed
perspective indicates that high-level motivation constructs reflect
higher-level explanations whereas mental computational pro-
cesses represent lower-level explanations. No level of understand-
ing should be dismissed as “wrong” (i.e., one level of explanation
should not be replaced with a lower-level explanation), because
they explain the behavior for different purposes, but the problem
of motivation literature is that most researchers are satisfied with
higher-level explanations (i.e., supposing high-level motivation
constructs to explain behavior) and little effort has been made
to pursue lower-level explanations.

5.3. Has your perspective truly not been discussed in the prior
motivation literature?

The idea of psychological construction is not novel at a general
level – it has been discussed in various forms in psychological
and cognitive science as well as philosophy of science (Brick,
Hood, Ekroll, & de-Wit, 2022; Churchland, 1979; Dalege et al.,
2016; Danziger, 1990; MacCorquodale & Meehl, 1948; Pessoa,
Medina, & Desfilis, 2022; Stich & Ravenscroft, 1994). Other psy-
chological constructs such as emotions, personality, intelligence,
and consciousness have also received similar scrutiny (Boag,
2018; Fiske, 2020; Lau, 2009; Russell, 2003; van der Maas et al.,
2006). Recent theoretical developments in psychological network
analysis (Borsboom & Cramer, 2013) have a similar root (for
application to motivational constructs, see Sachisthal et al.,
2019; Tamura et al., 2022). However, the construct of motivation
can be uniquely positioned in this context because motivation is
characterized as the causal determinant of behavior. As we
showed earlier, this unique property poses fundamental chal-
lenges when theorizing or interpreting motivated behavior, and
the psychological construction perspective has clear utility to cir-
cumvent the issue.

Nevertheless, there is some (albeit limited) work related to our
psychological construction perspective in the literature of motiva-
tion. For example, Bem (1967) suggested that dissonance reduc-
tion motive (Festinger, 1957) can be interpreted as the
consequence of self-perception. The idea is that people are not
motivated by the dissonance reduction motive, but simply act

and infer attitudes by observing/interpreting what they did (i.e.,
attribution process). This idea is seemingly similar to the psycho-
logical construction perspective in that it does not assume a moti-
vation to explain higher-order behavior. However, the difference
is that Bem’s (1967) theory uses the attribution process to explain
people’s actual behavior or attitude (e.g., “people changed their
behavior because of attribution”). On the contrary, our proposed
perspective would suggest an interplay between different mental
computational processes that together produced something we
would categorize as a “dissonance reduction motive.” The attribu-
tion process could be part of it, but not the whole (in fact, it is not
plausible that higher-order behavior is largely explained by attri-
bution processes). Therefore, although we acknowledge that there
were similar ideas in the literature of motivation, our proposed
psychological construction perspective is critically distinct in
that we stress the importance of specifying mental computational
processes.

That said, this line of work suggests another interesting line of
work for future research. Specifically, we could examine the pro-
cesses of how people construct motivation from the regularities
of observable behavior and subjective feelings. Although early
research on attribution provided many insights into this psycholog-
ical construction process (e.g., Bem, 1967; Nisbett & Wilson, 1977),
the proliferation of high-level motivation constructs in recent years
seems to have suppressed this tradition of work. But by combining
the work on mental computational processes and psychological
construction processes, we may be able to achieve deeper insights
into motivated behavior. For example, there is a possibility that
such attributional process of motivation works as a reinforcer of
motivated behavior itself, influencing mental computational pro-
cesses (e.g., “I like to study because I think I have high achievement
motivation”; see Palminteri & Lebreton, 2022). Future studies could
examine such interactive processes.

5.4. Does the criticism only apply to the energization aspect of
motivation and not the direction aspect?

Our discussion focused mainly on the energization aspect of
motivation, but motivation is said to additionally have a direc-
tional aspect. The directional aspect of motivation channels peo-
ple’s behavior in a certain way, and researchers argue that values
(Eccles & Wigfield, 2002) or goals (Elliot & Fryer, 2008) play a
critical role here. Does our proposed perspective have implica-
tions for the directional aspect?

As noted earlier, the distinction between energization and
direction aspects in motivation is somewhat ambiguous. To clarify
the distinction, Niv, Joel, and Dayan (2006) introduced a norma-
tive account of motivation, by defining the directional aspect of
motivation as a modulation of the mapping between reward out-
come and utility (Fig. 4). When one is in a state of hunger, the
utility of food reward would be increased. When one is in a
state of thirst, the utility of food may not be as high but the utility
of water would be increased. This means that hunger motivation
altered the utility of food. This is one of the commonly accepted
definitions of motivation in the classic literature (Berridge, 2004;
Dickinson & Balleine, 2002; Hull, 1943). By viewing motivation as
the modulator of reward utility, we can independently define
motivation as separate from the energization aspect (Niv et al.,
2006) – it simply changes the mapping of utility without directly
causing behavior. In this respect, therefore, our criticism does not
apply to the directional aspect of motivation as exemplified by
hunger or thirst.
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Goals and values could be considered in the same manner. Like
hunger or thirst, goals and values function as the modulator of util-
ity; when one values acquiring mathematics competence, for exam-
ple, they would assign high utility or experience stronger positive
feelings when succeeding in a math exam than those who do not
value math. When one pursues performance goals, outperforming
others would give stronger positive feelings than those pursuing
mastery goals. Goals and values are also not viewed as initial deter-
minants of behavior; rather, we usually think that goals and values
are set in people’s mind through certain mechanisms. They are
often externally provided (e.g., external goal setting; Harackiewicz
& Sansone, 1991; Locke & Latham, 1990; value intervention;
Rozek, Svoboda, Harackiewicz, Hulleman, & Hyde, 2017) or inter-
nally generated (e.g., self-set goals; Barron & Harackiewicz, 2001;
Locke, 2001; internalization of values; Renninger & Hidi, 2016).
Therefore, our criticism does not directly apply to these concepts.

However, unlike hunger or thirst, theories of such higher-order
constructs such as goals and values are still unclear about the
mental computational mechanism of how they are internally gen-
erated (for some exceptions, see Ballard, Palada, Griffin, & Neal,
2021; Vancouver, Wang, & Li, 2020). For example, prominent
theories, such as expectancy-value theory (Eccles & Wigfield,
2020) and the hierarchical model of achievement motivation
(Elliot, 1997), identified a number of factors that influence goals
or values (e.g., implicit beliefs, personal characteristics, subjective
perceptions, and affective states). However, these theories do not
answer how these factors lead to the adoption of goals and values.
In fact, the hierarchical model does not identify what kind of
decision-making process is involved when one adopts mastery
goals over performance goals. Expectancy-value theory does not
specify how value is incorporated and represented into the exist-
ing knowledge structure. Like the case of needs and motives, we
believe that specifying the computational mechanisms of goal/
value adoption and transformation would provide a new land-
scape of understanding these concepts even better. In sum,
although directional aspects of motivation are indeed less
immune to our criticism, higher-order motivational concepts
such as goals and values still have large room to benefit from
the proposed perspective.3

5.5. What about the evolutionary account of motivation?

Researchers often use evolution to justify motivation constructs,
for example, people are motivated to understand the environment
because this is crucial for survival. It is true that sets of behavior
explained by need for competence can have survival value. But
this perspective only addresses the why question (“why do people
have motivation X”), not the what (“what is this motivation X?”)
or how (“how motivation X is realized”) questions. In addition, an
evolutionary perspective does not mean that we should keep
motivation constructs a black box. In fact, the evolutionary per-
spective is open to the possibility that evolution shaped our

mental computational processes in a particular manner. In
other words, thinking about adaptive value and ecological con-
straints would help researchers specify more realistic mental com-
putational processes (Anderson & Milson, 1989; Lieder &
Griffiths, 2020). Therefore, evolution is not incompatible with
our proposal that we should unpack the black-box property of
high-level motivation constructs – evolution is, rather, a useful
tool to unpack the black-box.

6. Conclusion: Toward the future of motivation science

In this article, we provided a critical evaluation of motivation con-
structs that explain a wide range of higher-order behavior.
Although such high-level motivation constructs seem to explain
higher-order behavior quite well, they do not specify what they
are or how they work, which we called the black-box problem.
To address the black-box problem, we highlighted the utility of
specifying the mental computational processes underlying moti-
vated behavior. Importantly, according to this perspective, high-
level motivation constructs can be understood as people’s subjective
construction of these mental processes, and should not be consid-
ered the determinant of behavior. The idea of psychological con-
struction is rather metatheoretical; as such, it does not contradict
or refute the vast number of empirical findings in the field.
Nevertheless, the proposed perspective points to important avenues
for future theoretical development – theories addressing how moti-
vation is realized in our mental computational processes.

We do not intend to refute the utility of existing theories of
motivation. Existing theories of motivation constructs profoundly
shaped our academic field, orienting researchers toward impor-
tant phenomena that would otherwise have been overlooked.
For example, to explain human behaviors that are not driven by
clear extrinsic incentives (e.g., money, food, etc.), Deci and
Ryan (1985) proposed that humans have intrinsic motivation.
Since the introduction of the concept of intrinsic motivation,
numerous studies have examined the nature of human behavior
that is not driven by extrinsic incentives, which significantly
enhanced our understanding of such behavior.

At the same time, the black-box issue in the existing theories
deeply constrains our theories of motivated behavior. For exam-
ple, it is generally challenging to understand the relationship
between different high-level motivation constructs. This is
because both constructs do not specify what the construct is com-
posed of, providing room for different ways of theorizing their
relationship. Consequently, as many researchers have repeatedly
indicated (Anderman, 2020; Baumeister, 2016; Murphy &
Alexander, 2000), there are currently too many motivation theo-
ries and constructs, with little integration between them.
Identification of mental computational processes may provide a
way to understand motivated behavior more parsimoniously,
because the same process can give rise to different types of moti-
vated behavior. In fact, the reward-learning framework we pre-
sented (Fig. 2) can explain the manifestation of several
motivation constructs in a single framework (e.g., need for com-
petence, intrinsic motivation, curiosity, interest; for a more com-
prehensive treatment, see Murayama, 2022).

We have consistently used the need for competence as an exam-
ple so that readers can follow our argument easily, and because
there has been great progress in specifying computational processes
underlying exploration, a behavior closely linked to need for com-
petence (Baldassarre & Mirolli, 2013; Cogliati Dezza, Schulz, & Wu,
2022; Oudeyer & Kaplan, 2007). However, the idea applies to many

Figure 4. Direction aspect of motivation: Motivation functions as utility mapping.
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higher-level motivation constructs. Need to belong, for example, is
defined as a drive to form and maintain at least a minimum quan-
tity of lasting, positive, and significant interpersonal relationships
(Baumeister & Leary, 1995). The construct is used to explain a
wide range of social behaviors, such as people’s bond-forming
behavior, the tendency to preserve social relations, the effective/
prioritized processing of social information, social satiation (i.e.,
reduced inclination to form new social relationships if one already
has sufficient social bonds), negative emotional experiences after
rejection, and so on. But the construct does not explain the pro-
cesses through which these types of social behaviors unfold. For
instance, the tendency to preserve social relationships may be
explained by the positive feedback loop of social rewards (a positive
rewarding experience because of instant social interaction) – once a
person is in a group, the person may gain constant positive social
feedback from peers such that the person is not willing to leave the
group. Here the term “social rewards” should still be unpacked, but
it is much more narrowly defined than the need to belong.
Regarding the effective processing for social stimuli, recent work
using deep neural networks showed that such effective/prioritized
processing (e.g., face recognition) as well as the brain functional
localization of social information may emerge from our category
of discrimination process (Dobs, Martinez, Kell, & Kanwisher,
2022; Kanwisher, Khosla, & Dobs, 2023). This is just a simple
thinking exercise (not even a hypothesis) but it opens a new avenue
for theorizing or examining the need to belong.

Of course, such theorizing is not easy. This is because mental
computational processes are not observable and people are typi-
cally unaware of such processes (Kihlstrom, 1987; Nisbett &
Wilson, 1977). However, the field of cognitive science and other
related areas have provided different ways to theorize about our
mental computational processes (including reward-learning mod-
els), and researchers can take advantage of these precedents as the
starting point (e.g., Dayan & Abbott, 2005; Friston & Kiebel, 2009;
Lieder & Griffiths, 2020). Biological constraints often inform
mental computational processes of motivation (see, e.g., Rolls,
2016). It is also important to add that the mental computational
processes do not have to be described as quantitative formulas
(i.e., computational modeling). Such a formulation is useful but
neither necessary nor sufficient. The reward-learning framework
we discussed above (Murayama, 2022), for example, did not spec-
ify the computational function of how expected reward value is
calculated, but it still explains how the need for competence can
emerge from such a system. There are some other attempts to
conceptually describe the mechanisms underlying motivated
behavior (e.g., Brehm, 1999; Richter, Gendolla, & Wright, 2016).
In fact, the use of mathematical formulation can be challenging
to describe the complexity of motivated behavior, especially in real-
world contexts (DeYoung & Krueger, 2020). Conversely, we can
also easily trick the mathematical expression to explain motivated
behavior (e.g., adding a “constant” or “bonus” in the utility value
for the motivated behavior one wants to explain). In such cases,
the resultant model does not really explain the origin of motivated
behavior, even if the model is mathematically expressed.4 Our point
is that many roads can lead to Rome: Our goal should be to
describe the processes underlying motivated behavior, regardless
of how this goal is achieved.

From the proposed perspective, one important avenue for
future theoretical work is to understand how intraindividual states
are related to stable interindividual differences (i.e., states and
traits; see also Baumeister, 2016; this is also an issue of timescale).
When motivation is defined as the determinant of behavior,

motivational traits can be simply quantified and operationalized
as “general strength” of motivation. Motivational states, on the
contrary, can be quantified and operationalized as short
within-person fluctuation of the strengths. However, mental
computational processes occur at the within-person level by def-
inition. They do not have an enduring “general strength,” and it is
not obvious how stable motivational traits can be explained. To
understand motivational states and traits, we need to develop a
theory of mental computational processes that explicitly addresses
how intraindividual processes translate into long-term develop-
ment (see Dalege et al., 2016; Murayama, 2022; see also
Atkinson, Bongort, & Price, 1977).

One big implication of the proposed perspective is that we
should no longer see motivation as an inherent category. In
fact, based on the reward-learning framework of knowledge acqui-
sition (Fig. 2) one can argue that intrinsically motivated behavior
is controlled by cognitive computational processes (e.g., calcula-
tion of expected reward value of new information) as well as affec-
tive experiences (i.e., rewarding feelings). Learning is also at the
heart of this motivational process. There has been a long tradition
in psychology to distinguish several inherent categories of mental
functioning such as motivation, emotion, and cognition
(Danziger, 1990), and these categories formed distinct research
fields with distinct theories. Using these categories, there have
also been attempts to discuss how they are related. For example,
some emotion theories argue that emotions have a motivating
functioning, subsuming motivation under the category of emo-
tion (e.g., Arnold, 1969; Brehm, 1999; Frijda, 1986). These catego-
ries are certainly useful for academic communications, and
understanding the relationship between these categories should
advance our understanding of motivated behavior. However, we
also suggest that these categories could constrain our thinking,
potentially hindering the development of comprehensive theories
to explain behavior and decision making (Murayama, 2023a). In
fact, as long as we can correctly specify the mental computational
processes to explain behavior, it is not that important to discuss
which part of the processes is categorized as motivation, emotion,
or cognition.

Halliday (1983, p. 105) states that when a psychological vari-
able such as motivation is invented, it simply means “some phe-
nomenon that requires explanation has been identified” (see also
MacCorquodale & Meehl, 1948). We need to take this statement
seriously. Motivation is not an explanation itself: It is the starting
point for explanation. We hope that the proposed “unpacking the
black-box” perspective motivates researchers (via, of course, men-
tal computational processes) to explore new forms of research on
human motivated behavior.
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Notes

1 The preliminary idea of the manuscript was already discussed in a short
essay (Murayama, 2023b).
2 As indicated by the figure, subjective experiences can exert impact on men-
tal computational processes. There has been a long discussion on whether this
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is true or not (e.g., Sheldon, 2022; Wegner, 2004) but our argument holds
regardless of the standpoint on the matter. The key point is that these effects
are, if any, mediated by mental computational processes.
3 One might argue that high-level motivation constructs which we discussed,
such as need for competence or need to belong, can also be conceptualized as
having this directional function (e.g., people add high utility for intimate social
group formation). However, for the same reason described here, this does not
address the essential problem of these high-level motivation constructs.
4 Berridge (2023) discussed this point by comparing two different computa-
tional models of “wanting” (Smith & Read, 2022; Zhang, Berridge, Tindell,
Smith, & Aldridge, 2009).
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Abstract

Endogenous reward (intrinsic reward at will) is a fiat currency
that is occasioned by steps toward any goals which are challeng-
ing and/or uncommon enough to prevent its debasement by
inflation. A “theory of mental computational processes” should
propose what properties let goals grow from appetites for endog-
enous rewards. Endogenous reward may be the universal selec-
tive factor in all modifiable mental processes.

The authors propose a promising link between social/cognitive
and behavioral approaches to choice by arguing that the course
of purely mental processes is determined by the same kind of
reward that governs external goal pursuit (citing Murayama,
2022). This conclusion is acceptable to any behaviorist who is
not still bound by the old Skinnerian dictum against dealing
with mental processes. It perhaps marks the falling away of the
last theoretical barrier between the two approaches. The target
article does not pursue a remaining holdover, its odd distinction
between motivation and reward, but rather calls for moving on to
find “the type of information that is perceived as rewarding” (tar-
get article, sect. 4.3).

Certainly Figure 2 depicts a perfect reward-learning model.
The authors argue that the various high-level goals described in
social/cognitive psychology are not natural types but rather clus-
ters of related outcomes. They are not elementary variables but
“black boxes” (e.g., target article, sect. 3.1), the building blocks
of which are computed values. Thus, “priority should be given
to understanding the underlying computational mechanisms”
(target article, sect. 4.3). Behavioral reward theory has already
provided candidates for such building blocks, by analyzing the
most elementary computations as sequences of binary choices.

At least with external rewards, brain imaging shows rehearsal of
sequences leading up to choices – vicarious trial and error –
that looks like human deliberation (Redish, 2016). As with a com-
puter, such binary choices should be able to form high-order pro-
cesses of great complexity.

As for what makes information rewarding, the authors settle
on curiosity that is induced by awareness of “information gaps”
(target article, sect. 4.2) which lead to the experiences of “novelty,
uncertainty, conflict, complexity, etc.” (Fig. 2); but even these will
require some fleshing out to become “basic building blocks of
rewarding value” (target article, sect. 5.2). Here is where a behav-
ioral approach can make further contributions. Whatever the
reward is for narrowing the knowledge gap or for satisfying curi-
osity, it should (a) perform like rewards that have been studied in
other contexts; (b) have a variable effect over a time course; and
(c) depend on some kind of appetite.

(a) As an example of intrinsic reward performing like other
kinds: Opportunities to add up small numbers can be
shown to reward human subjects’ attention-paying responses
so these follow Herrnstein’s matching law of reward, despite
no physical behavior and no feedback about getting the
answers right (Heyman & Moncaleano, 2021).

(b) High-order goals are clearly subject to nonexponential dis-
counting – probably hyperbolic – which entails the overeffec-
tiveness of near-term rewards. The pursuit of almost any of
the authors’ examples requires solving intertemporal con-
flicts: Long-term competence is threatened by present-paying
laziness, self-esteem by impulsiveness, and so on. The forma-
tion of high-order goals may depend on identifying larger but
more delayed rewards that can overcome faster-rewarding
alternatives only by making common cause with similar
delayed rewards, that is, by being perceived as serving a
shared aspiration that is at stake in each relevant choice
(Ainslie, 1992, pp. 144–162; 2005, pp. 5–9; Read,
Lowenstein, & Rabin, 1999; but see also Rachlin, 1995).

(c) Appetite will be the key variable in rewards that do not
depend on physical states, and in the goals built from
them. Given the variety of goals that people have made cen-
tral to their lives, including powers, loves, collections, knowl-
edge, faiths, theories, and delusions, sources of intrinsic
reward are probably not limited to inborn turn-key patterns –
not the “inherently interesting or enjoyable” (Deci & Ryan,
1985) – but open to arbitrary choice. This author has else-
where proposed that much reward is thus not just intrinsic
but endogenous, available at will (Ainslie, 1992,
pp. 243–263; 2013, pp. 8–13; 2017, pp. 178–184). Some
attention-directing skill is apparently learned to promote a
goal above moment-to-moment satisfactions by holding off
reward until appetite gets strong, and only then harvesting
it. But this skill will itself be subject to hyperbolic impatience,
so it must find criteria outside of its control for harvesting its
investment. For a basic example without extrinsic incentives:
A solitaire player is deterred from claiming a win until the
cards occasion it by remembering that cheating has always
made the investment worthless. The art of exploiting endog-
enous reward is to find occasions that are singular – distinct
and infrequent – enough to prevent a reward’s overuse and
hence inflation.

Repeated successes make some kinds of gambles lose value
through habituation, but let others stand out by revealing related
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gambles that build appetite. Complex patterns of occasioning
should sometimes proliferate into major preoccupations or
lifestyles (outlined in Ainslie, 2013), and thus form high-level
goals as in the authors’ examples (target article, sect. 4.2).
Endogenous reward is a fiat currency in which agents can indulge
freely, limited only by depletion of their appetite for it. However,
such reward is subject to competition by not only extrinsic incen-
tives, but also by different patterns of endogenous reward that
build their appetite and harvest their reward on alternative time-
tables. Painful thoughts, for instance, would offer a combination
of rapid reward for attention but with an inhibition of other
sources of reward.

The authors have only begun to tap the radical potential of
endogenous reward, which is, in effect, a behavior (Ainslie,
2023, pp. 19–22). If reward governs cognitive functions in general,
it may be the universal selective factor in all modifiable mental
processes. Of course tendencies toward many responses are
inborn – for example, in emotions such as anger after frustration
or fear when facing danger, or in the authors’ example of orient-
ing attention to an object that suddenly appears (target article,
sect. 5.2). Obedience to pre-existing tendencies is conventionally
ascribed to unmotivated black-box factors such as incentive sali-
ence, simple pairing (“conditioning”), or the actor’s having
formed a habit. But many examples show pre-existing tendencies
to be modifiable in the marketplace of motivation: They can be
overcome by competing rewards with the right magnitude and
timing, as in learned emotional control (Ainslie & Monterosso,
2005) or strong attentional focus (Beecher, 1948). After all, incen-
tive salience is still incentive, emotions all have valences (Miller,
1969) and conditioning doesn’t occur to neutral unconditioned
stimuli (Goldwater, 1972, pp. 350–351). As for habits, even rats
switch flexibly into and out of them (Keramati, Smittenaar,
Dolan, & Dayan, 2016). Mental processes in general may be pulled
by reward much more than they are pushed by prior stimuli.
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Abstract

In their article, Murayama and Jach contend that a mental com-
putational model demonstrates that high-level motivations are
emergent properties from underlying cognitive processes rather
than instigators of behaviors. Despite points of agreement with
the authors’ critiques of the motivation literature, I argue that
their claim of dismantling the black box of the human mind
has been constructed on shaking grounds.

Resurrecting the “black-box” conundrum

In their provocative treatise entitled, “A critique of motivation
constructs to explain higher-order behavior: We should unpack
the black box,” Murayama and Jach (M&J) offer a detailed anal-
ysis of the motivation research and the causal claims populating
that literature regarding the initiating of behaviors. The “black
box” to which the authors refer is the longstanding contention
that aspects of human mental functioning are not accessible for
reflection or analysis (Skinner, 1989), even by individuals execut-
ing those functions. As a counterpoint to the black-box argument,
the authors offer an alternative framework for investigating
the complex “motivation-behavior” enigma based on mental
computational modeling. Their mental computational model
promises nothing short of a solution to the black-box problem.
As the authors boldly stated:

By specifying the mental computational processes underlying higher-
order motivated behavior, high-level motivation constructs are no longer
black boxes.

As I will discuss, I agree with several insights the authors draw
from their critical analysis of motivation research. That agreement
notwithstanding, my principal contention is that the authors’ bold
claim of unpacking or dismantling the black box of the human
mind has been constructed on theoretically shaky grounds. The
justifications for this counter-position are the authors’ oversimpli-
fication of the complex and dynamic nature of mental functioning
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and the questionable conceptualizations guiding their mental
computational model.

Points of agreement

As noted, several of M&J’s critiques of the motivation literature
and its explanation of human behavior are well-founded. For
one, motivation is not a unitary construct. As well documented
in the philosophical and psychological literature (Skinner,
2023), motivation is a meta-term encompassing innumerable
constructs and sub-constructs. Those constructs and sub-
constructs can be domain-general or domain- and task-specific,
trait-like or state-like, and tacit or explicit. This plethora of
terms means that there is an inherent vagueness when we
speak about human motivation that has been exacerbated by
the multitude of labels generated to identify this ever-growing
litany of forms (Alexander, 2024; Alexander, Grossnickle, &
List, 2014). Broadening this conceptual morass, researchers fre-
quently fail to define what aspect of motivation they are
addressing, coin a new term when relevant labels exist, or use
an existing word to mean something else (Dinsmore,
Alexander, & Loughlin, 2008; Murphy & Alexander, 2000).
Some refer to this phenomenon, which my colleagues and I
have repeatedly documented, as the “jingle-jangle fallacy”
(Bong, 1996; Pekrun, 2023). I prefer to identify this simply as
“poor science.” Moreover, such conceptual ambiguity carries
over into research measures and procedures, as M&J assert.

One of the persistent criticisms of motivation is that researchers
often rely on participants’ self-reports as the primary or sole evi-
dence (King & Fryer, 2024). In their defense, motivation theorists
and researchers counter this criticism by arguing that motivation
remains largely in the realm of beliefs or perceptions, which are
potent forces in how humans think and act (Greene, 2015; Van
Meter, 2020). I do not deny that perceptions can, at times, be
more powerful than reality in explaining human thoughts and
actions (Alexander & Baggetta, 2014; Hurley, 2001). Nonetheless,
I agree with M&J that corroborating those self-reports with biophy-
siological or neurocognitive data would strengthen what can be
inferred or predicted about why humans think and act as they do.

M&J also asserted that “when the target construct is not unam-
biguously defined, we can never make a solid causal inference from
empirical data”; another point of consensus with the authors
(Alexander, 2013, 2024). However, meeting standards that allow
for causal claims is challenging even when researchers explicitly
define their constructs (Steiner, Shadish, & Sullivan, 2023).

Counterpoints

Agreements aside, I ultimately take issue with the authors’ overall
contention that their proposed mental computational model will
effectively dismantle the black box of the human mind and pro-
vide solutions to “why” questions about motivation and behavior.
First and foremost, the functioning of the mind cannot be
reduced to simple linear or reciprocal models like those M&J pro-
mote. In effect, even seemingly uncomplicated behaviors can arise
from a confluence of internal and external forces that operate
dynamically and that can remain below human awareness.

Regrettably, the authors’ efforts to narrow the scope of their
modeling to what they regard as high-level motivations and
higher-order behaviors cannot constrain mental functioning to
the degree required to resolve the black-box problem. For one,
the defining attributes of high-level versus low-level motivation

constructs are notoriously nebulous, as the authors rightfully
acknowledged. Further, even if a more defensible distinction for
high-level motivation constructs were possible, the most basic
or primary drives underlying human functioning could align
with intentional and complex goals and, thus, with subsequent
behaviors (Butler & Rice, 1963). Additionally, there can be com-
peting goals or mixed motives that accompany non-automatic
or reflexive thoughts and actions (Linnenbrink & Pintrich,
2001). Thus, singular paths or directional hypotheses about the
“motivation-behavior” enigma are not theoretically defensible
even if they can be empirically demonstrated.

Finally, there are too many intervening and unacknowledged
internal and external factors that can morph or redirect individu-
als’ motivations and their concomitant actions. Consequently, the
claim that motivation is “an emergent property that people con-
strue” (M&J) is as indefensible as claims that motivations initiate
behaviors. Even the most sophisticated of mental computational
models cannot establish such directionality when it comes to
the complex and dynamic of human motivations or human
behaviors, however defined.
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Abstract

Murayama and Jach point out that we do not sufficiently under-
stand the constructs and mental computations underlying
higher-order motivated behaviors. Although this may be gener-
ally true, we would like to add and contribute to the discussion
by outlining how interdisciplinary research on novelty-evoked
exploration has advanced the study of learning and curiosity.

When confronted with a novel or unexpected stimulus, such as a
sudden innocuous noise in an otherwise silent environment,
humans and other animals orient toward the source of the stim-
ulus. This “orienting reflex” is an expression of increased atten-
tion and has long been linked to specific components in the
electroencephalography signal (Sokolov, 1963). Novelty also
drives a wide range of higher-order behaviors through diverse
sets and intertwined neural mechanisms. For instance, novelty
can promote spatial memory via changes in dopamine dependent
long-term potentiation in rats (Wang, Redondo, & Morris, 2010),
cue-evoked dopamine promotes associative learning in mice
(Morrens, Aydin, Janse van Rensburg, Esquivelzeta Rabell, &
Haesler, 2020), novelty shapes salience memories via activity in
the prefrontal cortex and basal ganglia in monkeys (Ghazizadeh
& Hikosaka, 2022), and, also in monkeys, basal forebrain neurons
distinguish between novelty and familiarity in recognition memory
tasks (Wilson & Rolls, 1990). This is compatible with human imag-
ing studies showing that novelty processing improves subsequent
recognition memory via neural beta oscillations (13–25Hz)
(Steiger, Sobczak, Reineke, & Bunzeck, 2022), and the fact that nov-
elty responses in the human substantia nigra (SN)/ventral tegmental
area (VTA) are modulated by dopaminergic and cholinergic

stimulation (Bunzeck, Guitart-Masip, Dolan, & Duzel, 2014).
Finally, environmental novelty enhances memory via co-release of
dopamine from locus coeruleus axon terminals in the hippocampus
(Takeuchi et al., 2016).

Although these findings help to clarify how novelty affects
exploration and learning, the underlying motives remain unclear.
From an evolutionary perspective, exploring the unknown can be
advantageous for several reasons. First, it can help to reduce
uncertainty in light of possible rewards and punishments (e.g.,
nutritious vs. poisonous foods, or harmful vs. harmless snakes,
etc.). Second and along these lines, novelty-evoked exploration
can promote cognitive and behavioral flexibility since it requires
adaptation and possibly innovative solutions (e.g., learning how
to open a coconut without losing the valuable milk). Third,
together with potentially increasing genetic diversity and escaping
current adverse living conditions, the exploration of novel envi-
ronments can, therefore, increase the chances for survival both
at an individual and group level. As a mechanism to realize moti-
vated behaviors, computational modelling has offered a simple
solution. By treating novelty as reward, the dopaminergic reward
system creates an “exploration bonus,” which incentivizes explo-
ration similar to how it motivates the search for rewards
(Kakade & Dayan, 2002). In line with this notion, contextual novelty
changes reward representations in the human striatum (Guitart-
Masip, Bunzeck, Stephan, Dolan, & Düzel, 2010; Wittmann, Daw,
Seymour, & Dolan, 2008) and the neural dynamics of reward antic-
ipation (Bunzeck, Guitart-Masip, Dolan, & Düzel, 2011). Together
with the observation that monetary rewards accelerate the onset of
neural novelty signals in humans (Bunzeck, Doeller, Fuentemilla,
Dolan, & Duzel, 2009), this further demonstrates the close empirical
link between novelty processing and reward motivation.

From a psychological perspective, the motive to explore novelty
relates to personality traits and corresponding current states.
Specifically, the personality trait novelty-seeking positively correlated
with hemodynamic activity in the SN/VTA elicited by novel cues
(Krebs, Schott, & Düzel, 2009). Moreover, the temporary and situa-
tional intrinsic motivation to acquire new knowledge, also referred to
as state epistemic curiosity, drives long-term memory via the dopa-
minergic mesolimbic system (Gruber, Gelman, & Ranganath, 2014;
Kang et al., 2009). Trait epistemic curiosity, that is, the rather stable
and consistent desire to acquire new knowledge, contributes to var-
ious aspects of motivation and performance in academic and profes-
sional contexts, including goal setting and learning (Litman &
Mussel, 2013). The underlying principles of such higher-order curi-
ous behaviors can be described by reinforcement learning (RL)-
frameworks in which novelty generates an intrinsic reward signal
in addition to an extrinsic (primary) reward signal
(Modirshanechi, Kondrakiewicz, Gerstner, & Haesler, 2023). By sep-
arating intrinsic (novelty-driven) from extrinsic (reward-driven)
motivational processes, these RL-frameworks can also explain non-
optimal behavior such as continuing to seek novelty even when
novelty-seeking leads to distraction by reward-independent stochas-
ticity (Modirshanechi, Xu, Lin, Herzog, & Gerstner, 2022) also
referred to as “noisy-TV” problem (Aubret, Matignon, & Hassas,
2023). Importantly, neuroimaging supports the presence of separate
intrinsic and extrinsic signals at the neural level (Filimon, Nelson,
Sejnowski, Sereno, & Cottrell, 2020).

Finally, disease-related and age-related brain changes, espe-
cially within the mesolimbic system and interconnected brain
regions, impact on novelty exploration, motivation, and learning.
For instance, age-related degeneration of the dopaminergic mid-
brain affects neural novelty signals and long-term memory
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performance (Düzel, Bunzeck, Guitart-Masip, & Düzel, 2010),
whereas iron levels and myelin content in the ventral striatum
predict memory performance in older adults (Steiger, Weiskopf,
& Bunzeck, 2016). More recent studies have pointed out that
locus coeruleus integrity, associated with dopaminergic and nor-
adrenergic neuromodulation, also plays a key role in learning
novel information in healthy and pathological aging (Dahl
et al., 2019, 2023). Along these lines, behavioral, neurobiological,
and computational changes in motivation-based exploration and
learning have been identified in several neuropsychiatric condi-
tions, such as attention deficit hyperactivity disorder
(Véronneau-Veilleux, Robaey, Ursino, & Nekka, 2022) and psy-
chotic disorders (Kesby, Eyles, McGrath, & Scott, 2018). In fact,
in adolescents with high novelty-seeking scores, multimodal bio-
markers predicted longitudinal risk behavior (including alcohol
drinking) (Qi et al., 2021).

Taken together, novelty motivates a wide range of higher-order
behaviors, especially learning and associated memory formation,
and recent studies gave detailed insights into the underlying psycho-
logical, neurobiological, and computational processes across the life-
span. As such, we agree with Murayama and Jach that there are
myriad unanswered questions, but wewould like to stress that transla-
tional and interdisciplinary research has tremendously helped – and
will help in the future – to further conceptualize the construct of
motivation.
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Abstract

Murayama and Jach offer valuable suggestions for how to integrate
computational processes into motivation theory, but these pro-
cesses cannot do away with motivation altogether. Rewards are
only rewarding because people want and like them – that is,
because of motivation. Sexual desire is not primarily a quest for
rewarding information. Elucidating the interface between motiva-
tion and cognition seems a promising way forward.

Motivation theory has long been a battleground, as evidenced in
part by its long history of competing lists of basic drives and
motives (or wants and needs), with no strong method for evalu-
ating such lists. One perennially attempted solution has been to
reduce motivation to cognition. Murayama and Jach (henceforth
M&J) provide one of the more intelligent and reasonable efforts of
this sort. Perhaps people do not have wants or needs at all –
instead they have computational processes.

We are pleased to see that after discussing how to get rid of
concepts of motivation, M&J conclude that they are not eliminat-
ing motivation after all. They hope to add a new level of analysis
that can improve our understanding. This is promising.
Computational processes might not replace motivation after all
but elaborate how motivations work.

At points they do say that motivation processes can be
re-framed as computational processes, such as by seeking reward-
ing information. But, crucially – what makes a reward rewarding?
The answer is that the person wants or needs it. (This applies to
information also.) Motivation is something inside the person (or
other animal) that makes the reward appealing. Identical stimuli
can be highly rewarding to some people but completely indiffer-
ent to others. The rewardingness is not in the stimulus but in the
person, or at best in its relationship to the person. Computers can
perform calculations faster and better than humans, but informa-
tion is not rewarding to the computer – precisely because the
computer lacks motivation. By and large, cognition serves motiva-
tion, but both are intertwined and cannot replace each other.
Motivation without cognition would be endless frustration.
Cognition without motivation would not know what to do.

We think motivation is fundamental to psychology, because it
is most closely linked to sustaining life. Organisms evolved to
want food, safety, sleep, sex, and the like, and these motivations
helped them to survive and reproduce. Computers, contrast, are
indifferent to whether they survive or reproduce. Cognition can
serve motivation by helping the animal understand how to obtain
the resources it needs to sustain life. Human cognition can even
inhibit behaviors leading to immediate but problematic rewards
in order to obtain delayed high-quality rewards.

Much of M&J’s analysis relies on information seeking. This
seems an atypical example that is exceptionally conducive to
attempts to reduce motivation to cognition. Desires for sex, power,
social status, money, or even fame would seemingly pose a more for-
midable challenge. It is not clear to us how to frame such desires as
computational processes. Is the desire to copulate at bottom a search
for rewarding information? And if so, what makes copulation
rewarding? Sexual intercourse is not the filling of a couple’s knowl-
edge gap, except perhaps for their first time. Saving money for the
proverbial rainy day is likewise not about filling gaps in knowledge.

Moreover, the existence of an information gap is not enough to
produce motivation. There are many things that we do not know,
and we know that we do not know them, but we are not motivated
to learn them, such as the phone numbers of far-off strangers, or

the middle names of thousands of deceased people. To their
credit, M&J acknowledge that the reward-learning framework
fails to state what kind of information is rewarding (or why).
This is a crucial point that is not a detail but indicates a central
shortcoming of the entire approach.

Ultimately, something crucial is missing. The desire for infor-
mation is not the most basic human drive, from which all other
seemingly motivated patterns can be deduced. In our view, moti-
vation evolved as a subjective craving for things that contributed
to biological success at survival and reproduction. Yes, having
good information helps those things. But more fundamentally,
sex, social status, power, food, safety, and similar things are keys
to survival and reproduction. Some of these might not be
included under their umbrella concept of “higher-order” motiva-
tions. But we wish they would define what differentiates higher-
order motivations from others and perhaps provide a short list.

Child development research may also give pause to those who
seek to explain motivation with cognition. Redding, Morgan, and
Harmon (1988) found that task persistence measures correlated
more weakly with cognitive measures among older than younger
children, and they concluded that motivation and cognition may
become increasingly separate as children grow older. Likewise,
babies show exploratory behavior and selective interest – so moti-
vation operates long before there is much in the way of prefrontal
computational process.

Furthermore, the hallmarks of depression (i.e., lack of interest,
slowness in decision-making, difficulty paying attention, poor con-
centration, and passive inactivity) seem to be explained by the inter-
action between motivational and cognitive processes (Grahek,
Shenhav, Musslick, Krebs, & Koster, 2019). Put another way, the
relationship between reward processing and cognitive control across
different clinical population suggests that these two systems remain
independent even if they are strongly intertwined. These current
perspectives are opposed to that proposed by M&J.

M&J are correct to note the challenges and frustrating prob-
lems in motivation theory. Elucidating computational processes
may be valuable for filling gaps. But trying to replace motivation
theory with cognitive theory has never worked.
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Abstract

Murayama and Jach argue that it is not clearly specified how
motivation constructs produce behavior and that this black
box should be unpacked. We argue that the authors overlook
important classic theory and highlight recent research programs
that already started unboxing. We feel that without relying on
the mechanisms that such programs uncover, the proposed com-
putational approach will be fruitless.

The authors critique the vague use of “high-level” motivation
constructs as explanatory variables in various sections of the psy-
chological literature and propose that the “black box” of mecha-
nistic explanation should be opened. We fully concur that in
many theories on motivation, processes are underspecified or
ignored. At the same time, though, research on the underlying
processes in motivation has been steadily going on for more
than half a century in various corners of the field. While we
acknowledge that there are literatures that utilize motivation con-
structs for various purposes other than explanatory (e.g., to pre-
dict behavior), we highlight here three (of many) very different
lines of research (including our own) that have unpacked the
black box to identify various degrees of “mechanism.”

First, in focusing heavily on drive theory, the author
completely overlooked incentive theory (Bindra, 1974; Bolles,
1972; Toates, 1986), which replaced drive theory as the dominant
motivation theory in the 1970s/1980s, as well as the work that
spawned from it. According to this theory, needs or motives do
not directly affect behavior, but rather change the incentive
value of behavioral opportunities and stimuli in the environment.
Thus, needs or motives – in combination with deprivation –mod-
ulate the value of behavioral goals in the situation at hand, while
these in turn energize and give direction to behavior (Custers &
Aarts, 2010). Put differently, Custers and Aarts (2005) have
argued that the causal starting point of behavior can best be
understood to be the environmental cues that activate mental rep-
resentations of goals, with their effects on the direction of behav-
ior and the effort invested in it being moderated by their
subjective value at the time of activation. This subjective value
is determined by abstract motivational constructs such as needs
and situational variables such as deprivation or discrepancy rela-
tive to the goal state. Importantly, goal representations are not
magical, and are subject to mechanisms applied to all mental rep-
resentations such as accessibility and its dynamics (Eitam &
Higgins, 2014). This literature therefore provides specific mecha-
nistic paths by which high-level motivation constructs do not
cause, but rather moderate the effects of the environment on
behavior (see Berridge & Robinson, 1998, for a popular neural
implementation of the incentive value theory).

Second, self-regulatory systems theory is the product of a three
decades-long research program that details both “chronic” and
transient (situational) changes in the balance of motivational ori-
entations (Higgins & Cornwell, 2016). This research program has
shown a myriad of effects from a shifting focus from a “preven-
tion” state – minimizing a negative (“−1”) discrepancy between

one’s current state and a baseline state (“0”) – versus a “promo-
tion” state – maximizing a positive discrepancy (“ + 1”) between
one’s current state and a baseline state (“0”). While differing in
the level of explanation from our previous example, this research
program has been anything but a black box by showing how such
motivational orientations are affected by parenting (Manian,
Papadakis, Strauman, & Essex, 2006) and how they influence
basic processes such as judgment and decision making (Förster,
Higgins, & Bianco, 2003; Higgins & Cornwell, 2016).

Our third and final example is the work on reinforcement from
sensorimotor predictability (Eitam, Kennedy, & Higgins, 2013),
which can be easily cast as an attempt to open the “black box”
of the abstract need for autonomy and control. What this body
of work shows is that sensorimotor prediction, which is consid-
ered part of the brain’s mechanism to execute planned or voli-
tional movement, also serves as a reinforcement signal for
“effective” motor plans. More specifically, motor programs that
are associated with more successful predictions are reinforced
above and beyond their utility or association with tangible
rewards. This has shown to occur in healthy adults (Hemed,
Bakbani-Elkayam, Teodorescu, Yona, & Eitam, 2020) as well as
in clinically depressed individuals (Bakbani-Elkayam,
Dolev-Amit, Hemed, Zilcha-Mano, & Eitam, 2024), and more
recently in a mouse model. This process is another example
that hardly fits the author’s depiction of motivational concepts
as “initiating behavior,” as it reflects a subtle interplay between
environmental input and a computational process, together, cre-
ating a direction of behavior.

Thus, such efforts to explain how high-level motivation con-
structs affect behavior have been going on for quite a while,
admittedly with varying degrees of success. Given the above, we
suggest that any effort to advance a general framework of motiva-
tion would benefit tremendously from the more local work that
has already been done to unpack the relevant black boxes. Such
work may provide the necessary glue to connect abstract motiva-
tion constructs to the lower computation level, at which behavior
is controlled by rewards.
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Abstract

Many motivational constructs are opaque “black boxes,” and
should be replaced by an explicit account of the underlying psy-
chological mechanisms. The theory of motivational systems has
begun to provide such an account. I recently contributed to this
tradition with a general architecture of motivation, which con-
nects “energization” and “direction” through the goal-setting
activity of emotions, and serves as an evolutionary grounded
map of motivational processes.

In the target article, Murayama and Jach aim at the opacity of
“higher-order” motivational constructs such as needs for compe-
tence, relatedness, and autonomy, and contend that “such high-
level motivation is a subjective construal or emergent property
of underlying mental computational processes which determine
behavior.” Their point is well taken, and a useful reminder that
( just like psychometrically derived personality traits) constructs
such as needs and motives should be temporary placeholders
for the operations of yet-to-be-identified psychological
mechanisms.

My goal in this commentary is to bring some good news: there
is an entire tradition of research on motivational systems, rooted
in ethology and flourished within psychology thanks to the
work of John Bowlby (1982) and others, that has been peering
into the black box for decades with very interesting results (e.g.,
Kenrick, Griskevicius, Neuberg, and Schaller, 2010). I recently
contributed to this tradition with an architectural account of
the mechanisms involved in motivation and their interplay
(Fig. 1; Del Giudice, 2023a, 2023b, 2024). The General
Architecture of Motivation (GAM) clarifies the respective roles
of different kinds of mechanisms, and seamlessly connects the
two main functions of motivation – the “energization” and

“direction” of behavior – through the goal-setting activity of emo-
tions (see below).

Motivational systems are not conceptualized as amorphous
“internal variables,” but as specialized control systems that regu-
late behavior in fitness-critical domains such as mating, attach-
ment, affiliation, caregiving, social status, as well as physical
safety ad exploration (see Del Giudice, 2024; Kenrick et al.,
2010, 2022). They are cognitively impenetrable but experience-
and context-sensitive, are typically regulated by feedback pro-
cesses (though feedforward, anticipatory regulation is likely to
be important for at least some of them), and orchestrate the
onset of specific emotions when they are activated (or deactivated)
by cues that signal domain-specific threats and opportunities.
Motivational systems are amenable to computational modeling,
as demonstrated by the various simulations of the attachment sys-
tem proposed over the years (see Cittern and Edalat, 2014; Petters
and Beaudoin, 2017; Schneider, 2001). They energize and orient
the individual in the pursuit of evolved goals, from more
“basic” to more complex, such as obtaining protection and secur-
ity, learning about the environment, defending and enhancing
one’s status, or caring for one’s offspring and kin (see Del
Giudice, 2024). Their neurobiological substrates include function-
ally specialized “hubs” that collect and integrate cues relevant to a
particular domain to orchestrate behavior and physiology on a
broad scale (for a striking example, see the work on parenting cir-
cuits by Kohl and colleagues [2018; Kohl, 2020; Kohl and Dulac,
2018]).

What this approach does not explain is how individuals pursue
instrumental goals – the explicitly represented, hierarchically
organized goals that guide moment-to-moment actions through-
out daily life (typically associated with the direction of behavior),
and that are linked only indirectly to the unrepresented, innate
goals embodied by motivational systems (associated with the
energization of behavior). Historically, these two kinds of goals
have been addressed by different, largely non-overlapping
research communities. The GAM integrates them with the inclu-
sion of a “programmable,” general purpose control system tasked
with managing hierarchies of goals (each with its own impor-
tance/urgency, abstraction, and location in time); pursuing cur-
rently active goals by generating appropriate sub-goals and
monitoring their success or failure; and sending concrete action-
able goals to downstream systems for action selection and motor
control. This Instrumental Goal Pursuit System (IGPS) is the nat-
ural computational substrate for “higher-order” motivations
related to competence and mastery, which are not well accounted
for by classic models of motivational systems.

But how can motivational systems regulate behavior, if
moment-to-moment instrumental goals are under the control
of the IGPS? One of the key insights of the GAM is that motiva-
tional systems control behavior indirectly by activating emotions,
which in turn provide the IGPS with urgent, abstract goals and/or
“stop signals” that instruct the IGPS to suspend or terminate
currently active goals. The idea that emotions generate abstract,
high-priority goals for the individual (e.g., “avoiding danger” in
the case of fear; “cleansing oneself” in the case of disgust; “reach-
ing proximity to the caregiver” in the case of attachment anxiety)
is consistent with motivational theories of emotions, which
speak of relational goals (Scarantino, 2014) and emotivational
goals (Roseman, 2011). The IGPS evaluates these goals according
to their importance/urgency (likely based on the intensity of the
corresponding emotions) and their compatibility with the existing
goal structure; as a result, the goal hierarchy may be rearranged to
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include the new emotion-generated goals, derive concrete sub-
goals, etc. In this way, emotions bridge the gap between
qualitatively different kinds of goals, and serve as the “glue”
that binds together multiple control mechanisms into a coordi-
nated whole.

At the same time, the pursuit of instrumental goals by the
IGPS is regulated by a set of procedural emotions that signal suc-
cess and failure across domains and help regulate the allocation of
the individual’s effort – emotions like frustration, satisfaction, dis-
appointment, and anxious indecision in response to unresolved
conflicts between goals. This means that the control of goal-
directed behavior can be represented by two nested loops, an
outer loop managed by motivational systems and an inner loop
managed by the IGPS. Crucially, both loops involve emotions,
further underscoring the fact that energization and direction are
not separate but intermixed functions. (A related implication is
that goal pursuit always has an affective component, even in the
case of instrumental goals, although there are differences in the
specific kinds of emotions involved.)

There are other aspects of the GAM than I cannot discuss in
this brief commentary, including a theory of moods as higher-
order coordination mechanisms and the conceptual tools to
describe individual differences in motivation (and personality)
as differences in the operating parameters of motivational systems
(e.g., activation and deactivation thresholds) and the IGPS (e.g.,
depth of the goal hierarchy, rigidity of goal priorities, persistence
of striving in the face of failure, stringency of criteria for deter-
mining success). The latter are especially relevant in light of
Murayama and Jach’s call for “a theory of mental computational
processes that explicitly addresses how intra-individual processes
translates into long-term development” of stable individual differ-
ences (see Del Giudice, 2023a, 2023b). In short, I believe that this
framework dovetails perfectly with the renovation project advo-
cated in the target article, and offers researchers an evolutionarily

grounded map of what used to be the inscrutable black box of
motivation.
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Abstract

Murayama and Jach raise a key problem in behavioral sciences,
to which we suggest evolutionary science can provide a solution.
We emphasize the role of adaptive mechanisms in shaping
behavior and argue for the integration of hierarchical theories
of goal-directed cognition and behavioral flexibility, in order
to unravel the motivations behind actions that, in themselves,
seem disconnected from adaptive goals.

We fully agree with Murayama and Jach’s advocacy for a better
characterization of the mental computational processes underlying
motivated behavior. Their article rightly highlights the limitations
of high-level motivational constructs and the necessity of opening
the black boxes within which these constructs operate.

Evolutionary psychology has long endeavored to decode the
functional aspects of what might initially appear to be mental
black boxes. This approach conceptualizes motivations not as
abstract high-level constructs, but as adaptive mechanisms shaped
by evolutionary pressures to regulate behavior (Tooby, Cosmides,
Sell, Lieberman, & Sznycer, 2008). This approach offers a clear
solution to the black-box problem: The study of input–output
specifications (proximate level) in a way that is consistent with
design–function fit (ultimate level).

This approach has, in our view, already clarified the concept of
motivation by dissecting the evolutionary functions behind spe-
cific motivations (Al-Shawaf, 2024; Del Giudice, 2023), and by
introducing the concept of regulatory variables (i.e., cognitive
parameters that allow value computation; Sznycer, 2022). To
take the example given by Tooby et al. (2008), to explain hunger,
it is not enough to say that humans approach food. This black box
can be unpacked by studying the variables which, in the case of

hunger, are calculated and valued by the human mind (e.g., calo-
rie density, package size, search time).

What evolutionary psychologists have done is precisely to
unveil the input, regulatory variables, and output of many other
motivations (Al-Shawaf, & Shackelford, 2024), such as the moti-
vations not to be socially devalued (shame; Sznycer et al.,
2018), to bargain (anger; Sell & Sznycer, 2024), to pair-bond
(love; Fletcher, Simpson, Campbell, & Overall, 2015), to respect
one’s duties (morality; André, Debove, Fitouchi, & Baumard,
2022), or to avoid predators (fear; Öhman & Mineka, 2001).
This framework brings such high-level motivations closer to
basic motivational constructs such as hunger or thirst.

How do these innate high-level motivational systems and asso-
ciated regulatory variables initiate the concrete, context-dependent
actions of organisms? An answer is to be found in cognitive theo-
ries of goal-oriented cognition, whose developments in philosophy
of action (Pacherie, 2008), evolutionary biology (Del Giudice,
2023), developmental psychology (Goddu & Gopnik, 2024), and
comparative psychology (Tomasello, 2022) have all emphasized
its hierarchical nature. Our view is that adaptive motivations are
superordinate goals that shape and prioritize lower-level instru-
mental goals, with a cascading effect on the selection of immediate
tasks and the execution of motor actions. This suggestion is consis-
tent with an observation often made in the field of goal hierarchies,
namely that higher-order goals determine the motivational value of
lower-order goals (Carver & Scheier, 1982; Diefendorff & Seaton,
2015; Höchli, Brügger, & Messner, 2018).

Now, what about actions that could not have possibly been the
original target of such evolved motivations? What about, for
example, filling a form to apply for a job? This action does not
seem to have been initiated by an evolved motivation, as admin-
istrative forms are very recent inventions. Here we want to raise a
case for behavioral flexibility (Tomasello, 2022). As flexible causal
agents (Goddu & Gopnik, 2024; Kelso, 2016), humans can invent
new associations between their own actions and goals at multiple
levels of the hierarchy (Chu, Tenenbaum, & Schulz, 2024; see
“instrumental learning” in Tomasello, 2022). As a matter of
fact, humans have specific motivational systems to reward such
adaptive rearrangements of the goal hierarchy, through the prac-
tice of novel action–outcome associations without consequence
(i.e., play; Pellis, Pellis, Pelletier, & Leca, 2019) or even simulated
(Tooby & Cosmides, 2001).

We hypothesize that these new associations between actions and
goals, whether experienced, observed, played, or simulated, are
rewarded not by a general reward function, but by the evolved
motivational systems themselves. This constraint is fully compatible
with the idea that this type of learning is open-ended (i.e., it is pos-
sible to learn an almost infinite number of new action–outcome
associations; Sigaud et al., 2024). The proximate means are open-
ended, but the ultimate ends are highly constrained and limited
in number. As Tomasello (2022) puts it, the means for achieving
adaptive goals are left to the individual’s discretion, since these
means always depend on the context. In other words, we propose
that open-ended instrumental goals are means to a limited number
of adaptive goals (Baumard, Fitouchi, André, Nettle, &
Scott-Philipps, 2024). Without these higher-order, adaptive goals,
there would be no sense of fulfillment or effectiveness for lower-
level, instrumental goals (Singh, 2022; Tomasello, 2022).

As an illustration, writing this commentary could be said to be
the direct outcome of one or more evolved motivations (even if the
activity itself is clearly evolutionarily novel), such as (1) the moti-
vation to appear competent (i.e., pride; Sznycer et al., 2017), (2)

Commentary/Murayama and Jach: A critique of motivation constructs to explain higher‐order behavior 23

https://doi.org/10.1017/S0140525X24000025 Published online by Cambridge University Press

https://orcid.org/0000-0002-2162-6526
mailto:edgar.dubourg@gmail.com
mailto:valerian.chambon@ens.psl.eu
mailto:nicolas.baumard@gmail.com
https://www.edgardubourg.fr
https://www.edgardubourg.fr
https://nicolasbaumards.org
https://nicolasbaumards.org
https://sites.google.com/site/chambonvalerian/home
https://sites.google.com/site/chambonvalerian/home
https://doi.org/10.1017/S0140525X24000025


the motivation to learn new knowledge that makes a difference
(curiosity; Goddu & Gopnik, 2024; Murayama, 2022), or (3) the
motivation to reciprocate (i.e., for the payment we receive as public
workers; André et al., 2022; Trivers, 1971). Specifically, these moti-
vations have evolved to reinforce the value of new actions the result
of which leads to (1) an increase in perceived competence, (2) the
generation of new difference-making information, and (3) recipro-
cal cooperation, each of which is associated with specific regulatory
variables. Behavioral flexibility is the key solution to this problem:
Our minds can connect the action of writing this commentary to
low-level goals (e.g., re-reading some papers, writing a draft) and
up to the higher-level adaptive goals that make these instrumental
goals ultimately motivating.

In closing, we want to emphasize two key points. First, behav-
ioral flexibility is by no means specific to humans: It can be found
in mammals and even reptiles (Wilkinson & Huber, 2012). As
always, the difference between humans and non-human animals
is a matter of degree. Second, adaptive motivations need not be
conscious: There is no evolutionary reason why the ultimate func-
tions of motivational systems should be explicit or accessible to
introspection, as long as they can regulate the learning and imple-
mentation of concrete chains of actions that fulfill adaptive goals.
As a matter of fact, one of the recurring problems of evolutionary
psychology as a field is that these adaptive motivations are often
profoundly counter-intuitive.

Acknowledgments. The authors thank Valentin Thouzeau.

Financial support. FrontCog funding (ANR-17-EURE-0017).

Competing interest. None.

References

Al-Shawaf, L. (2024). Levels of analysis and explanatory progress in psychology:
Integrating frameworks from biology and cognitive science for a more comprehensive
science of the mind. Psychological Review. https://sites.google.com/site/
chambonvalerian/homehttps://doi.org/10.1037/rev0000459

Al-Shawaf, L., & Shackelford, T. K. (2024). The Oxford handbook of evolution and the
emotions. Oxford University Press.

André, J.-B., Debove, S., Fitouchi, L., & Baumard, N. (2022). Moral cognition as a Nash
product maximizer: An evolutionary contractualist account of morality. [Preprint].
PsyArXiv. https://doi.org/10.31234/osf.io/2hxgu

Baumard, N., Fitouchi, L., André, J.-B., Nettle, D., & Scott-Philipps, T. (2024). The
gene’s-eye view of culture. To Appear in the Handbook of Evolutionary Psychology.
https://ecoevorxiv.org/repository/view/6303/

Carver, C. S., & Scheier, M. F. (1982). Control theory: A useful conceptual framework for
personality–social, clinical, and health psychology. Psychological Bulletin, 92(1),
111–135. https://doi.org/10.1037/0033-2909.92.1.111

Chu, J., Tenenbaum, J. B., & Schulz, L. E. (2024). In praise of folly: Flexible goals and
human cognition. Trends in Cognitive Sciences, 28(7), 628–642. https://doi.org/10.
1016/j.tics.2024.03.006

Del Giudice, M. (2023). Motivation, emotion, and personality: Steps to an evolutionary
synthesis. https://doi.org/10.31234/osf.io/3ry7b

Diefendorff, J. M., & Seaton, G. A. (2015). Work motivation. In International encyclope-
dia of the social & behavioral sciences (pp. 680–686). Elsevier. https://doi.org/10.1016/
B978-0-08-097086-8.22036-9

Fletcher, G. J. O., Simpson, J. A., Campbell, L., & Overall, N. C. (2015). Pair-bonding,
romantic love, and evolution: The curious case of homo sapiens. Perspectives on
Psychological Science, 10(1), 20–36. https://doi.org/10.1177/1745691614561683

Goddu, M. K., & Gopnik, A. (2024). The development of human causal learning and rea-
soning. Nature Reviews Psychology, 3(5), 319–339. https://doi.org/10.1038/s44159-024-
00300-5

Höchli, B., Brügger, A., & Messner, C. (2018). How focusing on superordinate goals moti-
vates broad, long-term goal pursuit: A theoretical perspective. Frontiers in Psychology,
9, 1879. https://doi.org/10.3389/fpsyg.2018.01879

Kelso, J. A. S. (2016). On the self-organizing origins of agency. Trends in Cognitive
Sciences, 20(7), 490–499. https://doi.org/10.1016/j.tics.2016.04.004

Murayama, K. (2022). A reward-learning framework of knowledge acquisition: An inte-
grated account of curiosity, interest, and intrinsic–extrinsic rewards. Psychological
Review, 129(1), 175–198. https://doi.org/10.1037/rev0000349

Öhman, A., & Mineka, S. (2001). Fears, phobias, and preparedness: Toward an evolved
module of fear and fear learning. Psychological Review, 108(3), 483–522. https://doi.
org/10.1037/0033-295X.108.3.483

Pacherie, E. (2008). The phenomenology of action: A conceptual framework. Cognition,
107(1), 179–217. https://doi.org/10.1016/j.cognition.2007.09.003

Pellis, S. M., Pellis, V. C., Pelletier, A., & Leca, J.-B. (2019). Is play a behavior system, and, if so,
what kind? Behavioural Processes, 160, 1–9. https://doi.org/10.1016/j.beproc.2018.12.011

Sell, A., & Sznycer, D. (2024). The recalibrational theory: Anger as a bargaining emotion.
In L. Al-Shawaf & T. K. Shackelford (Eds.), The Oxford handbook of evolution and the
emotions (pp. 135–144). Oxford University Press. https://doi.org/10.1093/oxfordhb/
9780197544754.013.6

Sigaud, O., Baldassarre, G., Colas, C., Doncieux, S., Duro, R., Perrin-Gilbert, N., &
Santucci, V. G. (2024). A definition of open-ended learning problems for goal-
conditioned agents (arXiv:2311.00344). arXiv. http://arxiv.org/abs/2311.00344

Singh, M. (2022). Subjective selection and the evolution of complex culture. Evolutionary
Anthropology: Issues, News, and Reviews, 31(6), 266–280. https://doi.org/10.1002/evan.21948

Sznycer, D. (2022). Value computation in humans. Evolution and Human Behavior,
43(5), 367–380. https://doi.org/10.1016/j.evolhumbehav.2022.06.002

Sznycer, D., Al-Shawaf, L., Bereby-Meyer, Y., Curry, O. S., De Smet, D., Ermer, E., …
Tooby, J. (2017). Cross-cultural regularities in the cognitive architecture of pride.
Proceedings of the National Academy of Sciences, 114(8), 1874–1879. https://doi.org/
10.1073/pnas.1614389114

Sznycer,D., Xygalatas, D., Agey, E., Alami, S., An, X.-F., Ananyeva, K. I.,……Tooby, J. (2018).
Cross-cultural invariances in the architecture of shame. Proceedings of the National
Academy of Sciences, 115(39), 9702–9707. https://doi.org/10.1073/pnas.1805016115

Tomasello, M. (2022). The evolution of agency: Behavioral organization from lizards to
humans. The MIT Press.

Tooby, J., & Cosmides, L. (2001). Does beauty build adapted minds? Toward an evolu-
tionary theory of aesthetics, fiction and the arts. SubStance, 30(1/2), 6. https://doi.
org/10.2307/3685502

Tooby, J., Cosmides, L., Sell, A., Lieberman, D., & Sznycer, D. (2008). Internal regulatory
variables and the design of human motivation: A computational and evolutionary
approach. In A. Elliot (Ed.), Handbook of approach and avoidance motivation (pp.
251–271). Lawrence Erlbaum Associates. https://doi.org/10.4324/9780203888148.ch15

Trivers, R. L. (1971). The evolution of reciprocal altruism. The Quarterly Review of
Biology, 46(1), 35–57. https://doi.org/10.1086/406755

Wilkinson, A., & Huber, L. (2012). Cold-blooded cognition: Reptilian cognitive abilities.
In J. Vonk & T. K. Shackelford (Eds.), The Oxford handbook of comparative evolution-
ary psychology (pp. 129–143). Oxford University Press. https://psycnet.apa.org/record/
2012-04454-008

Expectancy value theory’s
contribution to unpacking the black
box of motivation

Jacquelynne S. Ecclesa and Allan Wigfieldb,c*

aSchool of Education, University of California Irvine, Irvine, CA, USA;
bDepartment of Human Development and Quantitative Methodology, University
of Maryland, College Park, MD, USA and cDepartment of Education and Brain
and Motivation Research Institute (bMRI), Korea University, Seoul, Korea
Jseccles@uci.edu
awigfiel@umd.edu

*Corresponding author.

doi:10.1017/S0140525X24000475, e32

Abstract

Although in basic agreement with Murayama and Jach’s call for
greater attention to the black boxes underlying motivated behavior,
we provide examples of our published suggestions regarding how
subjective task value (and ability self-concepts) “gets into people’s
knowledge structures.” We suggest additional mental computa-
tional processes to investigate and call for a developmental and
situated individual differences approach to this work.
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We agree with Murayama and Jach’s (M&J) claims that unpacking
the mental black box underlying motivated behavior and paying
greater attention to the emerging properties of key latent con-
structs is critical precisely “because … it would provide a new
landscape of understanding these concepts.” We think we have
spent considerable time over the last 50 years on these goals.
Contrary to M&J’s claim that “Expectancy-value theory does
not specify how value is incorporated and represented into the
existing knowledge structure,” our model of subjective task
value and ability self-concepts/expectations for success is based
on: (1) Social cognitive theories including attribution theory of
achievement behavior and its links to mentally stored emotional
responses and causal inferences regarding the nature of the self
and reality; self-schema and identity-development theories; and
the cognitive integration over time of one’s experiences in the
creation of concepts and cognitive algorithms; as well as cognitive
developmental theories potentially underlying age-related
changes in the kinds of cognitive algorithms one might use to
make “wise” behavioral choices; and (2) several of the major
classic reward theories including classical, operant, and observa-
tional learning, and mental rewards for successful enactment of
new behaviors. We have articulated a wide array of mental
processes linked to the formation and storage of value-related
information that are linked to both reward systems and the self-
systems in the medial prefrontal and posterior parietal cortex.
Like M&J, we agree that seeking information is likely to be
rewarded by the brain; we also believe that using cognitive
algorithms to make short- and long-term behavioral choices is
rewarding.

It is important to note that Eccles trained under Weiner – an
achievement motivational theorist who explicitly replaced
needs-based theories of motivation in favor of more mentally
informed information processing and achievement-related prob-
lem solving. Building on his socio-emotional cognitive perspective
on motivation, we focus specifically on those mental calculations
related to the formation of relative expectancy and subjective task
value beliefs and then the use of this information in making
behavioral decisions. To the extent that such decisions have a
direct influence on survival and reproduction, it is likely that
the mental processes associated with such choices have developed
and are inherently rewarding. The existence of specific brain
regions linked to self-related mental processes supports this
hypothesis.

Furthermore, although we do not fully understand these men-
tal processes, we have specifically proposed some, such as those
listed above, and have discussed the importance of uncovering
others such as the varying algorithms used by people of different
histories and ages in aggregating various pieces of information
relative to subjective task value across different situations (i.e.,
Eccles & Wigfield, 2020). Right now, we are interested in individ-
ual differences in the mental computational mechanisms underly-
ing the various subjective task values people place on the array of
options available in making high-level behavioral plans related to
long-term motivated behavioral choices, for example, occupa-
tional, and recreational choices. We also have discussed how dif-
ferent kinds of comparison processes, for example, temporal,
social comparative, or dimensional across different activity
domains, influence the development of both expectancies and
subjective task values (Wigfield, Eccles, & Möller, 2020).

Moving beyond our own theory we turn to some broader com-
ments regarding M&J’s article. We were somewhat surprised by
their choice of need for competence as the exemplar construct

on which to focus. There are constellations of “higher-level” con-
structs having to do with competence and competence perception,
for example, expectancies, self-efficacy, self-concept of ability, and
perceived control. Obviously, need for competence is related,
but Ryan and Deci’s (2017) notion that there is a need to be
competent is different than having beliefs about one’s compe-
tences and engaging in behaviors to improve competence.
Needs imply something more basic and fundamental, whereas
beliefs are formed through experience, and therefore more likely
to be determined by the mental computational processes pro-
posed by M&J.

We also think it is important to expand on M&J’s focus on
“reward-learning models of information seeking behavior.”
What other reward systems might be operative in motivated
behavior? We mentioned several earlier. Additionally, we think
it is important to consider the processes linked to seeking specific
kinds of information. It seems likely that the mental processes
involved in forming expectancies for success are different than
those involved in forming one’s subjective task values. Both the
kinds of information used and the associated affective experiences
pertaining to each of these constructs are likely to differ. It is also
likely that the kinds of information used to make specific behav-
ioral decisions vary across different contextual settings and devel-
opmental ages. Thus, we need to explore the nature of such
processes behind different “higher-order” motivation constructs
in different contextual settings and time frames.

Finally, it will be important to understand the development of
the relevant mental computation processes. Cognitive maturation
is undoubtedly involved in the developmental changes we see
across the life span in the responses people make to information
related in making “wise” motivated-behavioral choices. For exam-
ple, young children (up to about 8) continue to have very high
success expectations despite repeated failure in lab studies (e.g.,
Parsons & Ruble, 1977); after 8 children show a very linear decline
in expectations for success following such failure information.
Similarly, children’s theory of mind changes over childhood.
Finally, according to Baltes’ (1997) SOC model, people of differ-
ent ages should weight opportunities to “select, optimize, and
compensate” differently as they manage their motivated behaviors
differently due to age-related changes in their cognitive and phys-
ical resources. Research is needed to understand age differences in
such motivated behavioral choices.

We thank M&J for helping us to think harder about unpacking
the black box.
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Abstract

Murayama and Jach offer a thoughtful and timely critique of
motivation constructs. We largely concur with their basic pre-
mises, but offer additional input and clarification regarding
the importance of carefully considering the energization and
direction components of motivation, and fully attending to the
hierarchical aspect of motivation rather than prioritizing partic-
ular levels of analysis.

The target article by Murayama and Jach (M&J) does exactly
what one wants such a piece to do – it makes one step back
and rethink the broad assumptions and premises that guide
one’s work. Such a meta-level piece, especially one so thoughtfully
and even provocatively articulated, can be extremely helpful
in clarifying one’s perspective and laying out guidelines and
priorities for how to proceed. The piece fits in a long and
admirable tradition of internal criticism of the way motivation
constructs are conceptualized and utilized to explain behavior
(for other noteworthy examples, see Bindra, 1959; Bolles, 1978;
Brown, 1961; Cofer, 1972; Kantor, 1942; Kleinginna &
Kleinginna, 1981). Although this form of critique is not new
per se, we believe it is important and needed at present in
motivation science.

The authors’ critique centers on high-level motivation
constructs, and two core premises of the critique are that (1)
high-level motivation constructs are not clearly defined and con-
ceptualized, and (2) the nature of the influence of high-level
motivation constructs on behavior is not well-understood.
That is, “what they are” and “how they work” are not clearly
specified (p. 25). Regarding the first premise, we fully agree
and simply offer elaboration. Good conceptualization, in the
motivation literature and beyond, requires clear construct
definition and clear articulation of the construct’s functional
role. Slippage on the conceptual (as well as operational) front
produces what we sometimes see in the motivation literature –
jingle-jangle fallacies and resultant inconsistent empirical
literatures that are difficult to summarize and interpret. We
think clarity here begins with drawing an explicit and precise
distinction between the two basic components of motivation –
energization and direction. We define energization as the initial
instigation of behavior that orients in a general way (the “why”;

e.g., needs/motives) and direction as the channeling of this ener-
gization toward a specific end state (the “how”; e.g., goals/tactics;
Elliot, 2023). Critically, once separated and carefully conceptual-
ized, energization and direction must be put back together for a
full and complete motivational explanation of behavior. For
example, neither the need for competence (energization) nor
achievement goals (direction) are sufficient to account for
achievement behavior; both are needed in combination. We
have called this combined construct a “goal complex” (Elliot &
Thrash, 2001) – the integrated representation of a focal goal
(direction) and the reason behind the goal that prompted its
adoption (energization) – and a growing body of research attests
to the theoretical and empirical utility of this concept (for
reviews, see Liem & Senko, 2023; Sommet, Elliot, & Sheldon,
2021).

Regarding the second premise, M&J call for a focus on lower-
level processes in motivational analyses of behavior, arguing that
constructs at this level are optimally suited to explain behavior.
Here we both agree and disagree. We agree that comprehensive
motivational explanations must include lower-level processes.
Indeed, we view motivation as decidedly hierarchical (Elliot,
2006; see also Cacioppo & Berntson, 1994; Carver & Scheier,
2001; Gallistel, 1982), encompassing myriad constructs at
many levels across the neuraxis. In the main, the authors seem
to argue that lower-level processes are understudied and such
processes are needed to complement the explanatory value pro-
vided by high-level constructs (e.g., “No level of understanding
should be dismissed as ‘wrong’ [i.e. one level of explanation
should not be replaced with a lower-level explanation], because
they just explain the behavior for different purposes,” p. 21); we
fully agree. At other points, however, they seem to argue for
lower-level processes as a replacement for high-level constructs
(e.g., “It is the mental computational processes, not the motiva-
tion constructs themselves, that are necessary to understand
human behavior,” p. 15); here we disagree. We see the value of
explicating lower-level processes, but not at the expense of high-
level constructs. Many levels of explanation needed – from rudi-
mentary exteroceptive reflexes to subcortical computations to
cortical appraisals to the emergent high-level constructs that
the authors critique. We think all of these levels of analysis are
worthy of study and provide added value to motivational expla-
nations of behavior. Selecting the lower-level as the key to expla-
nation seems to run the risk of reductionism (Sheldon, 2004), if
not infinite regress (Boden, 1972). This level of analysis issue is
reminiscent of Tolman’s (1932) critique of behaviorism’s sole
focus on the “molecular” and his advocating for an additional,
“molar,” level of analysis that incorporates purpose; he described
this molar level as “emergent” and as being “more than and dif-
ferent from the sum of” its molecular parts (p. 7). Categorizing
high-level constructs as emergent or even psychologically
constructed (as M&J do) does not necessarily mean they are
epiphenomenal (as they seem to imply). Such high-level con-
structs can have an important, independent influence on
behavior, often via evocation or recruitment of lower-level
processes (e.g., for empirical evidence regarding the aforemen-
tioned goal complexes, see Sommet & Elliot, 2017). In short,
each level of analysis has value, and the optimal level at any
given time depends on one’s overarching aim (e.g., to acquire
a deeper understanding of underlying processes, to discover
when and how to intervene, to explain a phenomenon to laypeo-
ple, etc.).
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Psychological constructs are scientific tools used to describe,
categorize, and organize collections of observations, and theories
represent integrated combinations of such constructs. Human
beings and the behavior they emit are extraordinarily intricate
and complex; good theories must, by necessity, match this intri-
cacy and complexity (i.e., be “level adequate,” see Berridge,
2004, p. 17). In motivation science, we believe the best theories
will be those that are unabashedly hierarchical, thoroughly inclu-
sive, and deeply integrative (Elliot & Sommet, 2023), comprised of
both well-defined high-level motivation constructs and multiple
levels of lower-level psychological processes. We concur with
M&J that a major focus of research in motivation science moving
forward needs to be on lower-level processes (of many sorts at
many levels). We hasten to add that this work will only advance
motivation science to the degree that the findings from it are care-
fully and thoughtfully integrated into the existing work on high-
level constructs.
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Abstract

Murayama and Jach rightfully aim to conceptualize motivation
as an emergent property of a dynamic system of interacting ele-
ments. However, they do not embrace the ontological and para-
digmatic constraints of the dynamic systems approach. They
therefore miss the very process of emergence and how it can
be formally modeled and tested by specific types of computer
simulation.

We concur with Murayama and Jach (M&J) that motivation is an
emergent property of a collective dynamic system of interacting
elements. However, the principles and the model these authors
develop do not fall within the ontological and paradigmatic
framework of dynamic systems and emergent phenomena. This
ambiguity needs to be clarified as it has important implications
for how motivational processes can and should be conceptualized
and investigated.

By considering that their model lends itself to testing its vari-
ous parts, as well as the classic antecedents and outcomes of moti-
vation, M&J seem to conceptualize motivational processes as
driven by component-dominant dynamics, that is, as decompos-
able into isolable parts (e.g., Hausman & Woodward, 1999).
However, according to the dynamic systems perspective, psycho-
logical phenomena are patterns that emerge from interaction-
dominant dynamics (Den Hartigh, Cox, & van Geert, 2017;
Van Orden, Holden, & Turvey, 2003; Wallot & Kelty-Stephen,
2018) that are non-decomposable and non-isolable (Bechtel &
Richardson, 2010). Thus, the emergent properties of a dynamic
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system cannot be deduced from the properties of its components,
just as the fluidity, viscosity, and transparency of water cannot be
deduced from the aggregate properties of oxygen and hydrogen
(Bunge, 1977).

Moreover, the principle of M&J’s reward-learning model is a
reinforcement loop consisting of a causal chain that unfolds
among its components, with very few interactions to modulate
the causal relationships. The system is self-boosting in that an
interest-based engagement promotes a positive feedback loop
that sustains long-lasting information-seeking behavior. Strictly
speaking, this behavior cannot be considered emergent, since it
can be predicted on the basis of the value of its immediate deter-
minants in the causal chain. Unlike a causal chain, even in loop
form, a dynamic system involves complex interactions among
components, which lead – through a process of self-organization –
to the emergence of a global behavior pattern for the system. This
pattern tends to stabilize by contributing to the formation of an
attractor landscape, which in turn constrains the states of the sys-
tem’s components and their interactions, and so forth (e.g., Kelso,
1995). This attractor dynamics implies non-proportionality
between variations of the system’s components and those of the
emergent behavior, which results in nonlinear dynamics of that
behavior. This nonlinear dynamics can account for some well-
documented typical motivational patterns, such as persistence
of effort despite negative experiences, oscillation between moti-
vated and unmotivated states, and abrupt shifts in motivation fol-
lowing a tiny variation in one of its putative determinants (Carver
& Scheier, 1998; Gernigon, Vallacher, Nowak, & Conroy, 2015;
López-Pernas & Saqr, 2024). In its current form, M&J’s feedback
loop could neither explain nor simulate such dynamics.

How motivational processes are conceptualized has, in turn,
important consequences for how they can be investigated. M&J
consider mathematical formulations of mental computational
processes to be useful, but neither necessary nor sufficient.
Surprisingly, however, they do refer to van der Maas et al.
(2006) as a case example, whose dynamic model of the emergence
of general intelligence is typically based on mathematical formal-
izations of interactions – governed by evolution rules – among
many components that evolve over time. As the example of van
der Maas et al. illustrates, patterns emerging from dynamic sys-
tems typically follow evolution rules that can be expressed math-
ematically, generally with logistic equations, or with coupled
differential or difference equations (e.g., Guastello & Liebovitch,
2009). Whether they are parameterized directly or indirectly via
software interfaces, these equations model the underlying pro-
cesses and can thus account for the emergence of higher-level
motivational patterns. Unlike M&J’s reinforcement loop, specific
computer simulation methods, such as dynamic networks,
dynamic field models, agent-based models, cellular automata,
and genetic algorithms, are designed to implement the self-
organization processes that lead to the emergence of particular
psychological phenomena (Gernigon, Den Hartigh, Vallacher, &
van Geert, 2024). Hence, these methods make it possible to
observe and test how these phenomena identifiable at a higher-
order level emerge from rules modeled at a lower-order level
(Nowak, 2004; Smaldino, 2023; Vallacher, Read, & Nowak, 2017).

A reinforcement loop and the modeling of self-organization
processes are also substantially different in terms of the type of
prediction that can be tested. M&J contend that their “precise pro-
cess model” can help researchers make more fine-grained predic-
tions about how different types of assessments or manipulations
result in different outcomes. This contention reflects an

interventionist or manipulative conception of causality that is cur-
rently prevalent (e.g., Hausman & Woodward, 1999), but which
yields poorly reproducible results (Open Science Collaboration,
2015) and which cannot account for a process causality based
on principles of emergence (e.g., Gernigon et al., 2024; van
Geert & de Ruiter, 2022). More realistically, though perhaps frus-
tratingly for some researchers, the complexity of emergence pro-
cesses and their idiosyncratic nature casts doubt on any promise
of fine-grained prediction in terms of interventionist causality.
The predictions permitted by process causality, on the other
hand, concern typical statistical signatures of complexity and
(nonlinear) dynamics that can be detected at the idiosyncratic
level by specific time series analyses, such as Recurrence
Quantification Analysis and Detrended Fluctuation Analysis, of
both simulation and ecological data. In addition, dynamic models
of individual cases are expected to yield, at population level, com-
parable descriptive statistics between simulation and ecological
data. Ultimately, for the sake of convergent validity, a dynamic
model of motivation should account for both the consistencies
and inconsistencies of the field’s literature (e.g., Gernigon et al.,
2015, 2024). In doing so, we may come one step closer to under-
standing how intra-individual processes can give rise to different
motivational trajectories.

To conclude, we agree with M&J that an explanatory
account of motivation requires a focus on the lower-level
mechanisms that give rise to higher-order motivated behavior.
The lens of dynamic systems is best suited to providing this
focus, as it captures the complexity of motivational processes
better than traditional approaches. However, embracing this
perspective is a paradigmatic choice that is conceptually and
methodologically constraining. While still to be made, this
promising choice is within reach of M&J and other motiva-
tional researchers.
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Abstract

Murayama and Jach claim that current motivational constructs
do not specify causal processes (black-box problem) and that
mental computational processes solve this problem. We argue,
process-focused research requires theoretical frameworks
addressing situational variations, individual differences, and
their interaction. Classic achievement motivation theory pro-
vides comprehensive models with empirically measurable pro-
cess-related constructs and predictions. Recent developments
build on this, addressing motivation, action, and their socio-cul-
tural and lifespan context. Theory-free mental computational
processes cannot do any of that.

A focus on process is laudable, but…

All psychological research should aim at identifying the specific
processes that underly human behavior. However, “mental com-
putational processes” championed by Murayama and Jach
(M&J) lack a theoretical framework that is comprised of proposi-
tions about how these processes emerge, what influences them,
and how they affect experience and behavior. Neuronal activity
and the “mental computations” they can compose are not

functional in and of themselves. They emerge as functional pro-
cesses in the context of an individual’s interactions with the
environment.

Nothing is as process-focused as a good theory

Good theories comprise theoretical constructs that are clearly
defined and operationalized, and that have a specific function in
the theoretical model. An excellent example of a theory compris-
ing elaborated processes that are integrated into a
person-by-situation interaction framework following Lewin’s
(1946) axiom, is achievement motivation theory (Atkinson,
1957; Heckhausen, 1977; McClelland, Atkinson, Clark, &
Lowell, 1953) with its risk-taking model in terms of anticipated
self-evaluation after success and failure. This theory solves the
alleged black-box problem by making distinct predictions about
the effects of situational incentives on behavior, such as task
choice, effort, and task performance for individuals with predom-
inant hope for success versus predominant fear of failure.
Achievement situations with intermediate challenge are the
most informative about one’s own competence and therefore
the most attractive for success seekers and the most threatening
for failure avoiders (Brunstein & Heckhausen, 2018). Their task
choices, effort investment, emotional responses, causal attribu-
tions, and performance vary accordingly along predicted patterns.
Such person-by-situation interactions are based on the theoreti-
cally proposed and empirically tested process variables of goal set-
ting, causal attribution, and self-evaluation (Brunstein &
Heckhausen, 2018; Heckhausen, 1977; Stiensmeyer-Pelster &
Heckhausen, 2018). These processes develop as mutually stabiliz-
ing individual differences in cognitive and emotional predisposi-
tions during goal-directed interactions with the environment in
childhood (Heckhausen, 1975; Heckhausen & Heckhausen,
2018). Further compelling evidence for achievement motivation
theory comes from the effective use of its models for intervention
and change of motive dispositions and associated biases in cogni-
tion, emotion, and behavior (Rheinberg & Engeser, 2010).

Hence, even several decades ago, motivation was not at all a
black box. Instead, theoretical models of specific and functionally
interrelated processes interfacing person and situation were devel-
oped, operationalized, and thus made accessible for empirical
research. More recent developments in achievement motivation
research associated with Eccles and Wigfield’s Situated
Expectancy-Value Theory (Eccles & Wigfield, 2002, 2020) differ-
entiate among different value components as a function of social
developmental context and individual preference. This allows for
more differentiated and developmentally as well as culturally
informed modeling of achievement-motivated behavior.

“Mental computation” or functionality of motivational
mindsets

Mental computation and cognitive processes are important, but the
energizing and directional function of motivation critically relies on
experienced and anticipated affect and its change (e.g., anticipated
enjoyment of activity, anticipated pride about own competence).
According to the Rubicon model of action-phases, cognition and
affect work hand in hand, but have shifting priorities depending
on whether the individual is trying to determine the optimal goal
(deliberative phase of action cycle) or pursuing an already chosen
goal (implemental phase) (Gollwitzer, 1990; Heckhausen &
Gollwitzer, 1987). During the pre-decision phase, objectivity and
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breadth of mental computation is essential and thus a deliberative
mindset is activated, whereas during the post-decision phases,
biased information processing following an implementation mind-
set shields the intended action from distractions and conflicting ten-
dencies (Achtziger & Gollwitzer, 2018).

Motivation is a product of evolution and development

M&J address the evolution of motivation but ignore individual
differences. Motivational mental processes are a product of phy-
logenetically evolved pre-adaptations and ontogenetically devel-
oped strategies and patterns in a specific individual. They are
only in part universal outcomes of behavioral evolution at a phy-
logenetic scale (e.g., classical and operant conditioning and mas-
tery striving, Heckhausen, 2000). The non-universal motivational
processes reflect the ontogeny of individuals and their unique
experiences with affective change (self and other-regulated), bear-
ing a strong influence of preverbal exposure to affect–change pat-
terns in the context of the parent–child dyad (Heckhausen &
Heckhausen, 2018; Kuhl & Völker, 1998). Formative developmen-
tal conditions are associated with transitions, for instance the
transition from intra-individual to inter-individual reference
frames when starting school with its dominant evaluative frame-
work of social comparison. As individuals become more self-
regulated in adolescence and adulthood, their potential to follow
the motivational predispositions acquired earlier increases expo-
nentially and further stabilizes them. In this process, individuals
become increasingly nimble in regulating and optimizing their
own motivation in a given situational set of incentives, based
on their extensive experience with self-regulation of motivation
(Rheinberg & Engeser, 2010).

Levels of analyses: From micro to macro to micro

As M&J demand, we do need to get closer to the actual processes
that are at play in specific situations. However, we should not
throw out the conceptual and empirical progress we already
made, just because we cannot yet successfully capture the more
molecular processes. On the other hand, having such higher
order constructs should not spare us from digging deeper into
the more molecular processes. In our discovery endeavor to iden-
tify and link up processes at different levels of analysis, different
approaches can complement each other. An example is the com-
bination of situated expectancy-value theory (Eccles & Wigfield,
2002, 2020) which addresses goal choice, and motivational theory
of lifespan development (Heckhausen, Wrosch, & Schulz, 2010,
2019), which addresses how long-term goals are pursued and
changed across the life course (von Keyserlingk, Rubach, Lee,
Eccles, & Heckhausen, 2022).

Conclusion

We can best examine the specific processes that bring about moti-
vational experiences and behavior, if we have a theoretical frame-
work that is guided by the function of the phenomena to be
explained. A computational analysis per se solves no problems.
The good news is, there is no black-box problem and no need to
reinvent the wheel. We can follow the guidance of motivational
scholars in the 1970s and 80s who pioneered and developed
achievement motivation research. Uncovering person by situation
interactions puts us motivational psychologists ahead of many in
more unidimensional fields such as personality or social psychology.
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Abstract

I argue that Murayama and Jach’s claim that higher-order moti-
vational constructs face the “black-box” problem is misconceived
because it doesn’t clearly distinguish between personal and sub-
personal explanations. To solve it they propose interpreting
motivations as causal effects of mental computational processes.
I suggest that their solution might be more compellingly pre-
sented as providing a fictionalist perspective on some per-
sonal-level constructs.

In the target article, Murayama and Jach (M&J) argue that expla-
nations of complex behaviors using higher-order motivational
constructs, such as the need for competence or the achievement
motive, face the “black-box” problem: While these constructs
may explain why people act in certain situations, they don’t
explain the essence of motivation and how motivational processes
arise. Moreover, such explanations supposedly face the motiva-
tional homunculus problem, where explaining one motivational
construct in terms of another risks circular reasoning or infinite
regress. To avoid this, the authors suggest that higher-order moti-
vational constructs are psychologically constructed from more
fundamental mental computational processes. I will argue that
these objections are misguided because they fail to properly dis-
tinguish between levels of psychological explanation, particularly
those involving personal and subpersonal explanations.

Higher-order motivational constructs elucidate behavior at the
personal level, involving the references to whole persons and their
psychological states (e.g., Dänzer, 2023; Dennett, 1969; Drayson,
2012). As pointed out by several philosophers, at this level expla-
nations run out sooner than one might think (see, Dennett, 1969,
p. 95). Here explanations often conclude when we understand the
reasons behind people’s actions, that is, when we can rationalize
their behavior (see, e.g., Queloz, 2017). If we want to know
what enables reasons to motivate action, we should transition to
the subpersonal level, where behavioral, cognitive, and motiva-
tional processes are explained by underlying biological, physiolog-
ical, and computational processes (Drayson, 2012).

Crucially, however, searching for subpersonal explanations
(and opening the “black box”) doesn’t imply that the initial per-
sonal explanation was incomplete. Instead, we are seeking a differ-
ent kind of explanation for the same thing. Personal explanations
are supposed to illuminate what the person was doing and why,
that is, in the light of what reasons they were acting, whereas sub-
personal explanations primarily offer insights into how these pro-
cesses were implemented at the computational (i.e., algorithmic)
and/or physical levels (Wilkinson, 2014; see, also Marr, 1982).
M&J come close to recognizing this when they assert that their
“perspective indicates that high-level motivation constructs reflect
higher-level explanations whereas mental computational pro-
cesses represent lower-level explanations” and add that “[n]o
level of understanding should be dismissed as ‘wrong’ (…),
because they just explain the behavior for different purposes
(…)” (p. 22). However, in formulating the objection to motiva-
tional constructs in terms of the “black-box” problem and associ-
ating it with the homunculus fallacy, they seem to overlook the
fact that this perspective doesn’t require that higher-level motiva-
tional constructs come prespecified with internal properties that
might connect them with physical, biological, or computational
variables. This is a job for subpersonal explanation (Drayson,
2012).

So, what problem do M&J manage to solve by providing a sub-
personal computational solution to the black-box problem? To
answer this question, it should be noted that there are different
views on how to understand the relation between the personal
and the subpersonal. In the philosophy of psychology, this is
labeled the interface problem (Bermúdez, 2005, p. 35).

I believe that M&J’s solution could be understood as providing
a specific perspective on the interface problem. For instance, tra-
ditional functionalism posits that constructs at the personal level
have causal roles in generating actions. According to such
approaches, advancements in cognitive science should enable us
to identify computational procedures implementing these roles
and eventually discern their implementation in diverse brain pro-
cesses (for discussion, see, Colombo & Fabry, 2021; Jurjako,
2022). In contrast, M&J propose that personal-level motivational
constructs do not play these “energizing” causal roles in generating
action; rather, they are the effects of underlying computational pro-
cesses that actually cause action. This perspective is in line with
insights from social psychology suggesting that the reasons people
give for their actions, instead of reflecting the actual causal factors
giving rise to actions, often serve as post-hoc rationalizations that
in a particular cultural context may make sense of observed behav-
iors (Nisbett & Ross, 1980; see, also Cushman, 2020).

However, there is tension in M&J’s account. On the one hand,
they claim that “high-level motivation constructs are an emergent
property of underlying mental computational processes” (p. 12).
On the other hand, they claim that such constructs are “a conse-
quence of psychological construction” (p. 12), meaning that they
result from “interpreting and categorizing the regularities that exist
in behavioral patterns and subjective experiences” (p. 13). If these
constructs refer to emergent properties involving behavioral and
experiential regularities, then, although they presumably lack ener-
gizing causal powers, they denote something real. However, if they
are constructed from subjective interpretations of behavioral regular-
ities and these interpretations falsely attribute energizing causality to
them, then these constructs lack objective reality. Thus, should we
understand these constructs as emergent properties devoid of ener-
gizing causal powers, or as products of subjective interpretations?

To avoid this ambiguity, I propose to reinterpret M&J’s posi-
tion as endorsing a kind of fictionalism about the personal/
motivation-level constructs (Toon, 2023; see, also Dennett,
2022; Tollon, 2023). Such constructs could be understood as
referring to useful fictions that form parts of our narratives
about what we think typically causes our actions. Being fictive
in this context doesn’t mean that such constructs don’t play sig-
nificant roles in our lives and psychological theories (see,
Cushman, 2020). They certainly do, just as constructs such as
the equator, the average person, and the ideal gas law play signifi-
cant roles in scientific theorizing and ordinary practices, even
though they provide an idealized and thus not completely accu-
rate view of real physical systems. Similarly, we could think of
higher-level motivational constructs as referring to idealizations
that enable us to capture and predict behavioral regularities at a
more abstract level of description (e.g., Dennett, 1989), and also
shape such regularities by embodying culturally based prescrip-
tions for desirable behavior (e.g., McGeer, 2015). This view
seems to be compatible with M&J’s core claim that mental com-
putational processes more precisely capture the causal underpin-
nings of action. Moreover, it simultaneously resolves the
ambiguity in their account and avoids the reification of motiva-
tional constructs as emergent properties that lack energizing
causal powers.
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Abstract

In their proposal for unpacking the black box of motivation,
Murayama and Jach (M&J) propose three types of reductions:
From high-level to low-level motivational constructs, from motiva-
tion to cognition, and from contentful to contentless explanations.
Although these reductions come with the promise of parsimony,
they carry the risk of losing vital explanatory power.

The motivation literature typically distinguishes between process
theories and content theories. Process theories seek to provide a
mechanistic explanation of behavior, specifying a mechanism
between input (stimulus) and output (behavior) that includes
motivation constructs such as goals. Content theories address
questions about what our fundamental goals are (e.g., autonomy,
competence, and connectedness in self-determination theory;
Ryan & Deci, 2017), or they apply existing process theories to a
specific type of goal (e.g., achievement, affiliation, power;
Murray, 1938). Unlike content theories, existing process theories
have already taken steps toward opening the black box that sits
between observable stimulus input and behavioral output. The
critique of M&J therefore seems to be more directed toward con-
tent theories than toward process theories. Alternatively, their cri-
tique could be directed toward process theories, suggesting that
these theories do not unpack their mechanisms in sufficient
detail, that is, at a low enough level of analysis.

The authors go on to propose a way to do this unpacking.
Despite cautioning that their exercise is not a reductionist
attempt, they appear to promote three types of reductions. I
will argue how each of these types poses risks for throwing
away the baby with the bathwater.

A first type of reduction is a shift from high-level (abstract)
motivational constructs to low-level (concrete) motivational con-
structs. For instance, they propose replacing the goal for “compe-
tence” with the goal for “information seeking.” The ideal seems to
shift to motivational constructs that are as close as possible to the
behavior itself. Thus, they argue that information-seeking behav-
ior is caused by the goal to have information rather than by the
goal for competence. They further propose that such a low-level
goal is caused by a gap in this goal. Thus, the goal to have infor-
mation is caused by uncertainty, that is, a gap between a current
and desired level of information.

The ultimate step in this shift toward low-level constructs is the
shift from more extrinsic to more intrinsic motivation. People seek
information because they value the act of information seeking (or
at least the immediate outcome of this act: information) rather
than because this information is instrumental for reaching other
goals. Such a shift seems to downplay the role of extrinsic motiva-
tion, however. There may certainly be cases in which people act for
the sake of it, but much of our behavior, including information
seeking, is done to reach other goals. The explanatory power of
existing process theories resides in the fact that they propose a
goal hierarchy in which behavioral goals that are the proximal
causes of behavior can be considered as subordinate goals that
have a high expectancy for reaching other, superordinate goals.

This feature is preserved in several existing process theories,
including in my own goal-directed theory of behavior causation
(Moors, 2022; Moors, Boddez, & De Houwer, 2017). Here, a
gap between a high-level goal and a current state activates the
goal to reduce this gap. This can be done by different types of
behaviors (i.e., assimilation), but also by adjusting the high-level
goal (i.e., accommodation) or by changing the interpretation of
the current state (i.e., immunization). To illustrate, the gap between
the current state and the high-level goal to become popular activates
the goal to reduce this gap. One way to reduce this gap is via behav-
ior (e.g., wearing nice cloths, making jokes; i.e., assimilation),
another is to give up the goal to become popular (i.e., accommoda-
tion), and still another is to reinterpret the current state as one in
which you are already popular (i.e., immunization).

It might be argued that the high-level goals proposed in con-
tent theories such as the goals for autonomy and competence are
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not well chosen, but then the solution would be to come up with
better ones, not to do away with high-level goals altogether. An
alternative solution would be to view the goals for autonomy and
competence as meta-goals that are at the service of, or assist in,
the attainment of other, low-level goals. In this vein, the goal for
autonomy can be considered as the goal to be allowed to choose
one’s own (low-level) goals and the goal for competence or control
can be considered as the goal to achieve these (low-level) goals.

A second type of reduction that M&J seem to promote consists
in a shift from motivation to cognition. The authors admit that in
their computational process model, there are still rewards, which
are representations of valued outcomes and hence motivational
constructs. However, once the unpacking of the black box has
arrived at its most concrete level of motivation, the authors
argue that it makes little sense to continue calling this motivation.
This reveals that the ideal to which they aspire is to ultimately
reduce motivation to cognition. This is reminiscent of the attempt
of predictive processing theory to reduce the explanation of
behavior (and other phenomena such as perception and affect)
to the confirmation and disconfirmation of expectations (Clark,
2013; Friston, 2009).

A third type of reduction that the authors seem to promote
consists in gradually explaining away content or semantics. In
standard mechanistic explanations in psychology, mechanisms
between stimulus input and behavioral output are composed of
representations with a content and a format (i.e., the structural
parts) and operations acting on these representations (i.e., the
activities or working parts) (Bechtel, 2008). The authors’ ideal
seems to be to reduce mechanistic explanations that consist of
both contentful representations and operations to explanations
that consist only of operations.

In conclusion, even if existing process theories of motivation
have already made progress in unpacking the black box, it may
be argued that there is always room for further unpacking at
lower levels of analysis. Whether this shift to lower levels of anal-
ysis should include the rejection of high-level goals, the reduction
of motivation to cognition, and the evolution toward content-less
mechanistic explanations is open to debate, as is the level of anal-
ysis that will prove to be most fruitful for predicting and regulat-
ing behavior (Karoly, 1999).
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Abstract

The proposed “black-box” problem and its solution are drawn
from the same substance-oriented framework. This framework’s
assumptions have consequences that re-create the black-box
problem at a foundational level. Specifically, Murayama and
Jach’s solution fails to explain novel behavior that emerges
through an organism’s development. A process-oriented theo-
retical shift provides an ontological explanation for emergent
behavior and eliminates the black-box problem altogether.

Murayama and Jach (M&J) critically evaluate psychology’s
explanatory use of high-level motivations as causes of complex
behavior (i.e., the “black-box” problem). Their critique presents
a valuable case for the need to focus on the concrete dynamics
and causal relations of cognitive processes. The critical side of
their argument helps clarify how descriptions of motivation inter-
preted as causal explanations are only apparent; however, their
positive proposal simultaneously risks a continuation of the illu-
sion through a new iteration of the problem. That is, their pro-
posed solution seems to be built on the same theoretical
foundations as the problem, and this might just exchange one
large black box for several smaller ones.

M&J point to an explanatory illusion that there are properties
being attributed to motivation that it does not possess. Instead,
they propose to eliminate those properties from motivation alto-
gether (Witherington, 2014). In turn, motivation is interpreted as
a label for the composition of the causal relations amongst lower-
level constructs that do the actual work of energizing (and
explaining) behavior. Thus, motivation is merely a container
with no causal (or explanatory) power over its contents and asso-
ciated behavior – the motivation itself cannot explain behavior
beyond its contents (Witherington, 2011). Consequently, M&J
render motivation as an epiphenomenal outcome of the causal
structures amongst lower-level constructs. Although they use
the term “emergent” to describe motivation, it does not seem to
be ontological emergence – because their definition of motivation
lacks novel qualities that can causally affect the relations amongst
the lower-level constructs (i.e., no downward causation;
Witherington, 2011). There is degree-wise merit in M&J’s solu-
tion since their proposed constructs – compared to motivations –
have a more direct causal relation to the unfolding changes
observed throughout a behavior. However, their solution assumes
a foundational version of the same black-box problem – because
the constructs and motivations are “just” foundational atoms at
different scales, and the problems at the motivation level are
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inherited by the lower levels. In other words, M&J’s attempt to
resolve the explanatory illusion of motivation results in a “solu-
tion illusion.”

The key to their commitment to foundationalism and epiphe-
nomenal emergence is an underlying substance-oriented framework
(Bickhard, 2006). This framework is evident when they describe the
“energization” aspect of motivation at the center of the explanatory
illusion. This involves dependence on an external (or internal) impe-
tus to initiate behavior (Bickhard, 2003). This assumption aligns
with the inertness of atomism and sets the stage for M&J to assert
two corollaries of a substance-oriented framework: Compositional
emergence and instrumental relations. Atomism establishes the foun-
dationalism part of their solution, where constructs are considered to
possess greater explanatory power than any emergent qualities that
motivation might offer (Allen & Bickhard, 2022). However, it is
the two corollaries that ultimately make the solution to the black-box
problem more apparent than real.

First, the compositional ontology of atoms underlies the lack of
ontological emergence (Bickhard, 2006; Witherington, 2011). For
M&J, due to the foundational atoms’ surface togetherness, novelty
is structural. This compositional quality is evident in the assertion
that the causal relations of constructs can be a substitute for moti-
vation (i.e., the [re]arrangement of foundational parts is the rea-
son for the manifested difference among high-level concepts;
Seibt, 2009). Based on this assumption, motivation does not pos-
sess any emergent qualities that could explain behavior beyond
the foundational constructs; the entirety of the explanation
takes place at the foundational level. Second, the assumption of
instrumental relations is about the missing ontological ties amongst
foundational parts. The foundation is the only existential reality, and
no real phenomena could emerge through the relations of the parts
(an implication of compositional ontology, Allen & Bickhard, 2022;
Seibt, 2009). Thus, foundational parts can continue their existence
in isolation and any relations they possess are strictly instrumental.
This corollary is evident in the re-interpretation of the high-level
motivation “need for competence” as a reward-learning model.
Reward-learning models are developed within a computationalist
approach – which explicitly assumes instrumental relations to gov-
ern the communication amongst parts to explain how behavior
unfolds (Bickhard & Terveen, 1995).

Based on these substance-oriented corollaries, M&J adopt an
epiphenomenal re-interpretation of motivation that precludes their
solution from enabling qualitative emergence. That is, any compu-
tational substitute for motivation does not have the flexibility to
explain novelty in behavior – that is, the presuppositions underlying
the proposed causal relations cannot undergo development through
constructive emergence (Allen & Bickhard, 2022). The explanatory
power of any proposed model is constrained by the qualities of the
foundational constructs – both ontological and relational. However,
ontological emergence and constitutive relations (i.e., where the rela-
tion is intrinsic to the organization’s existence and necessary for the
continuity of the “parts”) are necessary at the higher-level phenom-
ena to explain any behavior that develops through learning (e.g.,
developmental changes in social understanding). Therefore, the lim-
itation of the proposed solution to explain novel behavior leads to a
solution illusion, a foundation-level black box that can never be
unpacked (Allen & Bickhard, 2013).

The alternative solution to the black-box problem is a para-
digm shift away from a substance-oriented framework. This
would eliminate the black-box problem at all levels of behavioral
complexity by replacing the atom-ontology of physical phenom-
ena with process (van Geert & de Ruiter, 2022). Since processes

are inherently active, they must interact with each other
(Bickhard, 2003). Thus, the “need” to energize behavior is an illu-
sion since living organisms constantly behave due to their existence
as processes. Consequently, motivation is not a trigger for behavior
but a selection amongst potential ways of reorganizing the lower-
level processes that constitute the organism. This definition of moti-
vation is similar to the “direction” aspect of motivation mentioned
by M&J. Motivation is part of the flow of control in terms of how
the organism changes its processes through which the behavior itself
emerges. In this sense, a process-oriented framework offers a form
of explanation that renders both the black-box issue and its pur-
ported solution superfluous.
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Abstract

Whole Trait Theory (and other dynamic theories of personality)
can illuminate the process by which motivational states become
traits. Mental computational processes constitute part of the
explanatory mechanisms that drive trait manifestations.
Empirical work on Whole Trait Theory may inform future
research directions on mental computational processes.

Murayama and Jach (M&J) suggest that one important direction
for future work is that “to understand motivational states and
traits, we need to develop a theory of mental computational pro-
cesses that explicitly addresses how intra-individual processes
translates into long-term development” (target article, sect. 5,
para. 6). One route that may illuminate this future direction is
to engage recent accounts of personality dynamics. Here we pro-
pose Whole Trait Theory (Fleeson & Jayawickreme, 2021a;
Jayawickreme, Fleeson, Beck, Baumert, & Adler, 2021) as a guid-
ing framework. Whole Trait Theory suggests that personality
traits are composed of two parts: (1) An explanatory aspect
which captures social-cognitive mechanisms that cause trait man-
ifestations and (2) a descriptive aspect which captures manifesta-
tions of personality traits and states in daily life (Fleeson &
Jayawickreme, 2021a). Whole Trait Theory suggests that the
explanatory component is important to understanding meaning-
ful intra-individual variations in behavior. In our view, this aligns
with M&J’s account; specifically, we argue that mental computa-
tional processes represent an example of the explanatory processes
underlying trait enactments. Given these parallels, empirical work
engaging Whole Trait Theory and other dynamic accounts of per-
sonality may inform future directions of research on mental com-
putational processes.

One particularly illuminating line of research using Whole
Trait Theory has examined the relation between momentary
goal pursuits and trait manifestations. In a 10-day experience
sampling study of extraversion, participants reported both their
state extraversion and the extent to which they were trying to
accomplish 18 goals related to facets of extraversion (e.g., sociable)
in the last 30 minutes (McCabe & Fleeson, 2012). These momen-
tary goal pursuits predicted nearly three quarters of the variance
in state extraversion, suggesting that motivation plays a role in
state manifestations of traits (McCabe & Fleeson, 2012). In subse-
quent research, momentary goals explained nearly half the vari-
ance in extraversion and conscientiousness trait enactments
(McCabe & Fleeson, 2016). Additionally, in an experiment
where participants were assigned either an extraversion or consci-
entiousness goal to enact for the next 45 minutes, participants
reported higher state levels of that respective trait (McCabe &
Fleeson, 2016). These studies demonstrate a connection between
motivation and trait enactment that may elucidate how intra-
individual processes transition to long-term development.

The transition from intra-individual processes to long-term
development may be related to the descriptive aspect of Whole
Trait Theory. The descriptive aspect is represented as density dis-
tributions of states. These density distributions refer to the unique
distribution formed over time of a person’s states (Fleeson &
Jayawickreme, 2015). Characteristics of density distributions
include the location of the distribution on a dimension (i.e., dif-
ferent people have different means; Fleeson & Noftle, 2008) and
the width of the distribution (i.e., how much variability in intra-
individual states; Fleeson & Gallagher, 2009). Distributions vary

from person to person; however, individual’s distributions are
typically stable in terms of their location (rs around 0.8) from
week to week (Fleeson, 2001). Additionally, as indicated in the
studies by McCabe and Fleeson (2012, 2016), density distribu-
tions are shaped by the motivations and goals of an individual,
which are expressed as part of the explanatory aspect of Whole
Trait Theory. Continued manifestation of trait expressions form
density distributions of states.

The explanatory aspect of Whole Trait Theory includes “the
set of cognitive, affective, biological, and motivational processes
that influence the degree to which a person manifests the trait
at any given moment” (Fleeson & Jayawickreme, 2021b, p. 99).
The explanatory aspect, as its name suggests, explains the distri-
butions of states; it explains the variations in behaviors, why peo-
ple enact different trait contents at different times (Fleeson &
Jayawickreme, 2021b). The manner in which people understand
and react to the situation they are in leads to changes in their
trait enactment and behavior; people adapt their behavior to
their context. Additionally, these behaviors can be reinforced or
undermined by their external environment. For example, when
a person is more talkative, others may engage with them more.
Additionally, state extraversion has been found to cause more
state positive affect (e.g., McNiel, Lowman, & Fleeson, 2010),
which may in turn reinforce extraverted behavior. There are a
host of processes that undergird the explanatory aspect of
Whole Trait Theory – social-cognitive, affective, biological, inter-
pretative, temporal – but a key process is the motivational process
(Fleeson & Jayawickreme, 2021b). As indicated in the goal-related
research described above, momentary goal pursuits – momentary
motivations – explained between half and three quarters of the
variance in trait enactments (McCabe & Fleeson, 2012, 2016).
The explanatory aspect is thus well-positioned to include mental
computational processes as a specific subtype within the explan-
atory aspect of Whole Trait Theory.

Mental computational processes are described by M&J as
momentary motivation manifestations. If we consider mental
computational processes as part of the explanatory aspect, then
we would expect that people’s mental computational processes
change based on their situation and on their momentary goal
pursuits. Additionally, changes in mental computational pro-
cesses would lead to a shift in the distributions of motivational
states. To the extent to which these changes are reinforced by a
person’s environment, these changes would become more fixed
and stable, perhaps accounting for more stable motivational traits
(e.g., intrinsic motivation).

M&J lay the foundation for mental computational processes
and their relation to motivation. Future research into mental com-
putational processes could draw inspiration from research on
Whole Trait Theory and other dynamic accounts of personality.
Some avenues for future directions include investigating: (1)
The density distributions of momentary motivational “states”
and their relation to stable motivational traits, (2) how mental
computational processes are reinforced or challenged by changes
in people’s environments, (3) the situational influences on the
manifestations of mental computational processes, and (4) the
role of specific goal pursuits in the selection of mental computa-
tional processes. Such research into how, when, and why mental
computational processes are engaged will help to further unpack
the black box of motivation.

Financial support. This research received no specific grant from any fund-
ing agency, commercial or not-for-profit sectors.

Commentary/Murayama and Jach: A critique of motivation constructs to explain higher‐order behavior 35

https://doi.org/10.1017/S0140525X24000025 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X24000025


Competing interest. None.

References

Fleeson, W. (2001). Toward a structure- and process-integrated view of personality: Traits
as density distributions of states. Journal of Personality and Social Psychology, 80(6),
1011–1027. https://doi.org/10.1037/0022-3514.80.6.1011

Fleeson, W., & Gallagher, P. (2009). The implications of Big Five standing for the distri-
bution of trait manifestation in behavior: Fifteen experience-sampling studies and a
meta-analysis. Journal of Personality and Social Psychology, 97(6), 1097–1114.
https://doi.org/10.1037/a0016786

Fleeson, W., & Jayawickreme, E. (2015). Whole trait theory. Journal of Research in
Personality, 56, 82–92.

Fleeson, W., & Jayawickreme, E. (2021a). Whole trait theory puts dynamics at the core of
structure. In The handbook of personality dynamics and processes (pp. 579–599).
Academic Press.

Fleeson, W., & Jayawickreme, E. (2021b). Whole traits: Revealing the social-cognitive
mechanisms constituting personality’s central variable. In Advances in experimental
social psychology (Vol. 63, pp. 69–128). Academic Press.

Fleeson, W., & Noftle, E. (2008). The end of the person–situation debate: An emerging
synthesis in the answer to the consistency question. Social and Personality
Psychology Compass, 2(4), 1667–1684. https://doi.org/10.1111/j.1751-9004.2008.
00122.x

Jayawickreme, E., Fleeson, W., Beck, E. D., Baumert, A., & Adler, J. M. (2021). Personality
dynamics. Personality Science, 2, 1–18. https://doi.org/10.5964/ps.6179

McCabe, K. O., & Fleeson, W. (2012). What is extraversion for? Integrating trait and
motivational perspectives and identifying the purpose of extraversion. Psychological
Science, 23(12), 1498–1505. https://doi.org/10.1177/0956797612444904

McCabe, K. O., & Fleeson, W. (2016). Are traits useful? Explaining trait manifestations as
tools in the pursuit of goals. Journal of Personality and Social Psychology, 110(2),
287–301. https://doi.org/10.1037/a0039490

McNiel, J. M., Lowman, J. C., & Fleeson, W. (2010). The effect of state extraversion on
four types of affect. European Journal of Personality, 24(1), 18–35. https://doi.org/
10.1002/per.738

The role of metacognitive feelings
in motivation

Rolf Reber* , Josefine Haugen† and

Liva J. Martinussen†

Department of Psychology, University of Oslo, Oslo, Norway
rolf.reber@psykologi.uio.no
l.j.a.haugen@psykologi.uio.no
l.j.martinussen@psykologi.uio.no
https://www.sv.uio.no/psi/english/people/academic/rolfreb/; https://www.sv.
uio.no/psi/english/?vrtx=person-view&uid=lindajos; https://www.sv.uio.no/psi/
english/people/external-phds/livajm/index.html

*Corresponding author.

doi:10.1017/S0140525X24000359, e40

Abstract

Metacognitive feelings are an integral part of mental computa-
tional processes and influence the outcome of computations.
We review supporting evidence on affect inherent in perceptual
processes, fluency in study decisions, metacognitive feelings in
aha-experiences and intuition, and affect in early phases of inter-
est development. These findings connect to recent theories that
combine metacognitive feelings with computational models.

Murayama and Jach (M&J) include subjective experiences as
input and output of mental computational mechanisms in their
sophisticated model of motivation (their Figs. 1 and 2).
However, the role of subjective experiences remains underspeci-
fied. Our commentary highlights the central role of metacognitive
feelings in mental computational processes. We argue that subjec-
tive feelings are not just input and output but an integral part of
mental computational processes, and they influence the outcome
of computations. Motivation could be seen in terms of mental
computational processes continuously monitored and regulated
by metacognitive feelings. Metacognitive feelings are subjective
experiences that inform an individual about cognitive processes
and include affect, subjective certainty, and fluency, which is
the ease with which a mental process is executed (Efklides,
2006; Schwarz & Clore, 2007). Such feelings provide continuous
information about an individual’s interaction with the environ-
ment. Positive affect, high fluency, and high certainty indicate
that the interaction with the environment proceeds smoothly;
thus, individuals do not need to change their behavior. By contrast
negative affect, low fluency, and low certainty indicate a problem
whose solution needs new information or behavior change.

The following evidence supports the notion that mental compu-
tational processes are interwoven with metacognitive feelings. First,
affect is inherent in perceptual processes. Brief exposure to a coher-
ent but non-recognizable outline yields more positive affect than a
non-coherent outline, asmeasured by EMGactivity of Zygomaticus
Major, the “smiling muscle” (Erle, Reber, & Topolinski, 2017;
Flavell, Tipper, & Over, 2018; Topolinski, Erle, & Reber, 2015).
Cognitive involvement in these evaluations was minimal, which
means that affect may occur before the mental computational pro-
cesses. Similarly, success of later perceptual processes, such as iden-
tification of objects or solving mental rotation tasks, yields positive
affect (Lindell, Zickfeld, & Reber, 2022). These studies show that
there never is “no affect,” in contrast to models where affect only
serves as input or output. The interesting question will be how
the ongoing dynamics of affect in perception that guide attention
influence mental computational processes.

Second, feelings of knowing and judgments of learning guide
study decisions (Brooks, Yang, & Köhler, 2021; Hanczakowski,
Zawadzka, & Cockcroft-McKay, 2014; Metcalfe & Finn, 2008).
One underlying experience is fluency, either at retrieval or encod-
ing. For example, the easier it is to retrieve fragments of the study
materials, the more learners feel they know (Koriat, 1993); the
easier it is to encode materials, the higher learners will judge
the learning outcomes (Benjamin, Bjork, & Schwartz, 1998;
Koriat & Ma’ayan, 2005; Rawson & Dunlosky, 2002).
Interestingly, judgments of learning may contradict learning out-
comes because items that are easy to generate (e.g., answers to
general knowledge questions) are often more difficult to retrieve
later than items that are difficult to generate (Benjamin et al.,
1998). Indeed, in a training program to learn typing, a schedule
that made learning difficult but yielded superior learning out-
comes was liked less than a schedule that made learning easy
but yielded inferior learning outcomes. Not surprisingly, the for-
mer group wanted to change to the easier schedule because they
erroneously believed that they would learn faster (Baddeley &
Longman, 1978). As we understand it, M&J’s model cannot
explain motivational effects where metacognitive feelings are not
in line with the outcome of mental computational processes.
Any theory of motivation needs to explain results where metacog-
nitive feelings seem to play an independent role in learning
decisions.†These authors contributed equally to this work.
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Third, research on intuitive problem solving suggests that per-
ceived solution progress deviates from actual progress, which
M&J’s model again has difficulties to explain. Studies combining a
stepwise problem-solving paradigm (Bowers, Regehr, Balthazard, &
Parker, 1990) with “feelings of warmth” indicating closeness to the
solution (Metcalfe & Wiebe, 1987) showed that participants felt far
from the solution until right before they solved the task, even though
their actual progresswas closer to the solution than theywere aware of
(Bowers, Farvolden, & Mermigis, 1995; Reber, Ruch-Monachon, &
Perrig, 2007). Evidence about the role of metacognitive judgments
in learning decisions (e.g.,Metcalfe& Finn, 2008) suggests that prob-
lem solvers are more likely to leave a task unsolved if it feels difficult,
even if the underlying computational processes linearly progress
toward the solution.

Fourth, in an aha-experience, mental processes that lead to sud-
den insight are accompanied by metacognitive feelings (e.g., Skaar
& Reber, 2020; Webb, Little, & Cropper, 2018; for a review, see
Wiley & Danek, 2024). As cognitive insight and metacognitive feel-
ings appear simultaneously, an aha-experience is a unified construct,
and metacognitive feelings do not just serve as input or output.

Finally, affect plays a major role in early phases of interest devel-
opment (seeHidi &Renninger, 2006). Although individualsmay not
be consciously aware of their interest especially in the earliest phases
of interest development (Hidi & Renninger, 2006; Renninger, Talian,
& Kern, 2022), affective experiences may have a crucial role in
influencing preferences and behavior during engagement with an
object (Krapp, 2007). Again, affect is not just input and output, but
an integral part of engagement with a subject.

These findings connect to recent theories that combine computa-
tional models, such as reinforcement learning (Brielmann & Dayan,
2022) and predictive coding (Brouillet & Friston, 2023; Fernández
Velasco & Loev, 2024; Yoo, Jasko, &Winkielman, 2024) with meta-
cognitive feelings, mainly fluency. Fluency could be seen as a param-
eter in computational processes, for example, short-term value in
reinforcement learning or prediction precision in predictive coding.
Moreover, feelings may help determine the course of action, as
Fernández Velasco and Loev (2024) propose. According to this
hypothesis, mental computational processes and metacognitive feel-
ings take different roles in knowledge acquisition; the former com-
pute the predictive dynamics whereas feelings guide action, akin to
action tendencies inherent in emotions (e.g., Frijda, 1988).

Including algorithms of predictive coding and reinforcement
learning would be a promising avenue to develop M&J’s proposed
model. Performance predictions based on metacognitive feelings
play a major role in learning decisions. Thus, predictive coding
accounts may refine the proposed model. Reinforcement learning
(Sutton & Barto, 2018) seems promising because it builds on sim-
ilar assumptions of recursive processes, including reward, as the
proposed model.
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Abstract

Some constructs in motivation science are certainly underdevel-
oped and some motivation researchers may work with under-
specified constructs, as suggested by Murayama and Jach
(M&J). However, this is not indicative of a general problem in
motivation science. Many motivation theories focus on specific
mechanisms underlying motivated behavior and thus have
already adopted the computational process perspective that
M&J call for.

Murayama and Jach (M&J) raise an important point by highlight-
ing that some constructs in motivation science are underdevel-
oped: They are used as an end point of research and not as its
beginning. We agree that some researchers and theorists do not
show enough curiosity to fully specify the constructs that they
use and do not show sufficient vigor in detailing specific motiva-
tional mechanisms or do not make them explicit enough.
However, the conclusion that this is a general problem of motiva-
tion science is not warranted. Motivation science has always
looked at filling the “black box” by specifying constructs and
explaining how behavioral tendencies are generated.
Computational models of motivation have been around for
decades – even if they have not been labelled “computational.”

For instance, building on Lewin, Dembo, Festinger, and Sears’s
(1944) formal theory of resulting valence, Atkinson’s risk-taking
model (1957) suggested that the direction of achievement behav-
ior – whether one approaches or avoids a specific task – depends
on the relative strength of two competing motivational forces: The
motivation to achieve success and the motivation to avoid failure.
These two high-level constructs were further specified by postu-
lating that they are determined by the subjective probabilities
and incentive values of success and failure and weighted by indi-
viduals’ motives to achieve success and to avoid failure. Atkinson
and Lewin et al.’s models thus did not only suggest high-level con-
structs that determine the direction of behavior, but also elabo-
rated on the mechanisms underlying these constructs using an
approach that would nowadays be called “computational.”
Another early motivation theory specifying high level constructs –
drive and habit – and offering an explicit computational model
outlining the mechanisms determining the direction and intensity

of behavior is Hull’s (1943) drive reduction theory. More recently,
Kruglanski et al.’s (2012) model of cognitive energetics has used
the higher-order constructs potential driving force, restraining
force, and effective driving force to explain the energization of
behavior, the selection of goals, and the likelihood of goal attain-
ment. This model also elaborates on the mechanisms underlying
the postulated high-level constructs: Potential driving force is sug-
gested to be a function of goal importance and the amount of
available resources, and restraining force is predicted to be deter-
mined by resource conservation tendency, task difficulty, and the
salience and importance of alternative goals. Importantly,
Kruglanski et al.’s model also includes a process perspective by
suggesting that the strength of potential driving force and
restraining force are computed and compared before a decision
about whether to engage in goal pursuit and how much effort
to invest is taken. Another example is motivational intensity the-
ory (Brehm & Self, 1989), which has been explicitly acknowledged
by M&J as a model that elaborates on the mechanisms underlying
motivated behavior. Motivational intensity theory suggests that
task difficulty and success importance – which are postulated to
be a function of need state, level of instrumentality, and incentive
value – jointly determine the effort that is invested in goal pursuit.
The specific process by which difficulty and success importance
determine effort is predicted to be a function of the clarity of
task difficulty (Richter, 2013). Like Kruglanski et al.’s model,
motivational intensity theory suggests a specific sequence in
which the computations are executed: Clarity of task difficulty
information is processed first, followed by an assessment and
comparison of task difficulty and success importance that deter-
mines whether one engages in the task at hand, and a final deci-
sion about how much effort is exerted.

The models described in the preceding paragraph constitute
only a subset of the motivation-related theories that have already
done what M&J ask for. Carver and Scheier’s (1981) control the-
ory, Lewin’s (1939) field theory, Locke and Latham’s (1990) goal
setting theory, Kukla’s (1972) attributional theory of performance,
or Vroom’s (1964) valence-instrumentality-expectancy theory
constitute further examples of models that are not limited to high-
level constructs but unpack the “black box” by describing specific
mechanisms that underlie the high-level constructs and clarify
how they motivate behavior. Moreover, in many of these models,
motivation is not considered as the initial cause of behavior but
the result of a multitude of processes. It is also of note that
some models of motived behavior that seem to offer only high-
level constructs often implicitly postulate more complex mecha-
nisms underlying motivated behavior. For instance, self-
determination theory’s (Ryan & Deci, 2017) high-level concept
of autonomous motivation seems to constitute at first sight one
of the high-level, “black box” concepts that M&J criticize.
However, even if it is not frequently explained in work on self-
determination, autonomous motivation is not considered to be a
direct determinant of behavior. For instance, autonomous motiva-
tion is supposed to influence performance via the intervening var-
iables perceived locus of causality, perceived volition, and freedom
of choice (Cerasoli, Nicklin, & Nassrelgrgawi, 2016; Reeve, 2009).
Based on this theorizing, one could even argue that autonomous
motivation is not considered to be the initial driving force of per-
formance but only one of many variables that are used as input for
the computational mechanisms underlying performance.

The preceding paragraphs demonstrate that motivation science
has always been concerned with mechanisms underlying motivated
behavior. It is certainly true that in some work the underlying
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mechanisms did not get the attention that they deserve. It is also
true that focusing on the mechanisms underlying high-level moti-
vation constructs provides a great opportunity to advance our
understanding of how the direction and intensity of behavior are
determined. However, we disagree with M&J’s position that moti-
vation science in general avoids specifying what is inside the “black
box” of high-level motivation constructs. Considering mental com-
putational processes in motivation theories is neither new, nor
something that motivation scientists need to begin to focus on. It
has been an integral part of motivation science for decades. We
therefore consider it of lesser relevance to remind motivation scien-
tists that they should examine specific mechanisms underlying
motivated behavior. The more important question to us is why
not all motivation scientists focus on these mechanisms and why
some researchers seem to be satisfied with not looking into the
“black box.”
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Abstract

Murayama and Jach criticize the use of high-level motivational
constructs in psychology, urging psychologists to “unpack” the
black box. These constructs are alleged to be “psychological con-
structions” with no causal powers of their own. I argue that this
view is mistaken, and that high-level motivational constructs are
causal even when unpacked in terms of underlying computa-
tional, algorithmic, and implementational processes.

The positing of motivational constructs results from black-box
inferences, which consist of surmising, upon observing causes
generating effects in a system, that an intervening variable medi-
ates between them (Sober, 1998). These inferences allow psychol-
ogists to posit that an organism does what it does because of
thirst, fear, or need for competence, just as they allow biologists
to posit genes, physicists to posit protons, and sociologists to
posit socioeconomic status in their explanatory practices.

Murayama and Jach (M&J) criticize the use of high-level moti-
vational constructs in psychology like need for competence or need
to belong, urging psychologists to “unpack” the black box. What is
the rationale for this unpacking? Marr (1982) distinguished three
equally important levels of analysis: A computational level
describing the function computed by a system, an algorithmic
level describing the representations and algorithm used to com-
pute such function, and an implementation level describing how
the representations and algorithm are physically realized.

The authors declare allegiance to this framework, but add that,
once a computational analysis has been offered, high-level moti-
vational concepts lose their causal relevance – high-level motiva-
tional constructs are mere “psychological constructions” with no
causal powers of their own. Given the centrality of the notion
of psychological construction, the target article says regrettably lit-
tle about it. The authors claim to echo constructionism about
emotions, so we are left with the impression that what makes
emotions psychologically constructed (if anything) is what
makes motivational concepts psychologically constructed.

Some brief remarks on psychological construction appear in a
discussion on affiliative motivation. Ordinary people observe one
another, note a tendency to affiliate with certain social groups and
make a black-box inference that people “have an affiliative…moti-
vation.” The problem is that affiliative motivation is not “itself
represented in our mental computational processes,” but results
from “people’s subjective construction of…mental processes,
and should not be considered as the determinant of behavior.”
In other words, affiliative motivation is a psychological construc-
tion rather than a real cause, that is, just a convenient way for an
external observer to interpret behavior. This analogy is problem-
atic, because ordinary people and scientists are not engaged in the
same activity when they make black-box inferences. Scientists
posit motivational constructs which aspire to be scientifically
explanatory; ordinary people posit motivational constructs
which aspire to be explanatory in the folk psychological sense.
The fact that a construct has its origin in ordinary language, as
affiliative motivation does, does not settle the question of whether
it has “theoretical status” in science.

Consider the ordinary language constructs of water and air.
The difference between them is that water – defined as H2O –
can be embedded in chemically interesting generalizations,
whereas air is too heterogeneous for that purpose, from which
it follows that water has theoretical status in chemistry, and air
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does not (Moors, 2022). This is precisely what psychological con-
structionists have argued for emotion concepts. On their view, the
trouble with emotion concepts is not that they are naïve concepts,
but that they are naïve concepts like air rather than like water:
They do not share physical properties or mechanisms of interest
to affective scientists and therefore are not natural kinds (Barrett,
2006; see Scarantino, 2015 for a response).

This constructionist punchline is missing entirely from the tar-
get article: No evidence is provided that motivational constructs
do not allow for interesting psychological generalizations. On
the contrary, the authors acknowledge that “motivation con-
structs…have great utility in that they can make generalizable pre-
dictions,” they can “make our explanation parsimonious,” and
they “can inform researchers of potential intervention programs.”
This reads like a prima facie case for giving motivational concepts
natural kind status in psychology, contrary to what psychological
constructionsts have claimed about emotion concepts.

But M&J add that “we should not interpret these empirical
findings as evidence that high-level motivation constructs directly
cause behavior.” They seem to assume that if there is a lower-level
computational explanation available, the higher-level motivational
explanation stops being causal. But what does it mean for A to
cause B? The authors appear to endorse an interventionist account
of causation, according to which A causes B just in case interven-
ing on A is an effective strategy for changing B.

On this interventionist view, motivational constructs are
straightforwardly causal: If you intervene on thirst (a low-level
naïve motivational concept they have no qualms with), you can
change drinking behaviors, and if you intervene on need for com-
petence, you can change exploratory behaviors. Even if we follow
M&J in presupposing that need for competence motivates by vir-
tue of a computational process which pursues the rewarding value
of information, it remains true that intervening on the need for
competence is an effective strategy for changing exploratory
behaviors.

M&J’s argument also proves too much: It could be used to
undermine the causal powers of computational variables them-
selves. If lower-level causal explanations exclude higher-level
ones, we would have to conclude that the algorithmic and imple-
mentation processes underlying reward maximization deprive the
computational variables of causal powers. Physical processes at
the subatomic level may end up being the only genuinely causal
processes on this view, assuming that there are no lower-level
physical processes below them. I assume the authors would not
welcome this implication.

I suggest that the trouble with need for competence is not that it
lacks causal powers, but rather that it is too heterogeneous as a
motivational construct, because it purports to explain behaviors
as diverse as the exploration of potential majors by a university
student and the exploration of a maze by a rat. Such behaviors
are fundamentally different not necessarily at the computational
level – if we accept the ubiquity of reinforcement-learning mod-
els – but certainly at the algorithmic and implementation levels
(cf. Piccinini, 2020).

To conclude, I agree that we should not limit our explanations
of behavior to the mere positing of motivational constructs, and
we should thoroughly investigate their lower-level realizers. The
reason is that a full understanding of how causally powerful moti-
vational constructs cause behavior demands figuring out their
computational, algorithmic, and implementation dimensions,
which can guide us to discovering the most fruitful natural
kinds at different levels of behavioral explanation.
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Abstract

Though we see the potential for benefits from the development
of process-oriented approaches, we argue that it falls prey to
many of the same critiques raised about the existing construct
level of analysis. The construct-level approach will likely domi-
nate motivation research until we develop computational models
that are not only accurate, but also broadly usable.

Tradeoffs between accuracy and parsimony are inherent in most
scientific endeavors. Murayama and Jach (M&J) argue that contem-
porary motivation theories, which operate nearly exclusively at the
construct level, are making the wrong tradeoffs between accuracy
and parsimony. They challenge the idea that motivation constructs
directly cause behavior. Instead, they argue (1) constructs are essen-
tially epiphenomenal byproducts, and (2) process-oriented compu-
tational models are necessary to unpack mechanisms of motivated
behavior and advance the field of motivation science.

We agree with the first premise. Motivation constructs are not
literal causes of behavior; researchers will never find a need-for-
competence dial in the brain (at least, not in the way that latent
variable models assume). Rather, the need-for-competence and
other motivational constructs act as labels that summarize

40 Commentary/Murayama and Jach: A critique of motivation constructs to explain higher‐order behavior

https://doi.org/10.1017/S0140525X24000025 Published online by Cambridge University Press

https://orcid.org/0000-0002-5210-6785
https://orcid.org/0000-0003-2893-4676
mailto:brendan.schuetze@gmail.com
mailto:luke_rutten@utexas.edu
https://schu.etze.co
https://schu.etze.co
https://doi.org/10.1017/S0140525X24000025


patterns emerging from yet to be defined processes. M&J argue
that the best path forward is to begin attempting to “unpack the
black box” and define these processes. Their proposed solution
of computational modeling, however, shares many of the same
faults as the construct-level approach they critique; they simply
trade one black box for another. Where construct-focused
approaches assume a need-for-competence drives behavior,
their exemplar knowledge acquisition model assumes an intrin-
sic-reward-for-knowledge drives behavior. Importantly, we
could ask the same question of the reward-for-knowledge as
M&J ask of the need-for-competence: What process creates this
drive? As acknowledged by the authors themselves, their sugges-
tion to move down a level of analysis does not solve the black-box
problem. It merely changes the black boxes we use.

Because neither construct nor computational models address
the black-box problem, we need an alternative way to evaluate
between them. One might even argue that the black-box language
obfuscates the real point: That the best measure of a model is its
accuracy and that process-oriented models provide a way toward
greater accuracy. We disagree with the former notion. The ques-
tion of which level of mental process is best to model is not a
question of “Which level is most accurate?” Of course, the answer
to that will always be the next level down.

Rather, we believe it better to ask “Which level is most useful?”
Given our background in applied psychology, and specifically our
experiences training pre-service teachers, we know that one of the
ultimate goals of motivation theory is to generate insights with
practical importance for teachers, students, bosses, workers, and
so on. These experiences have led us to adopt a more pragmatist
philosophy of science, wherein a key feature of any worthwhile
theory is that it can be used to make an impact (Elder-Vass,
2022; James, 1907/2001). History tells us this is where computa-
tional models struggle.

For example, educational researchers including Carroll (1963)
and Bloom (1976) made a strong push for computational and
process-oriented “models of school learning” in the mid-twentieth
century (see also Bjork, 1973). However, those models were
difficult to understand, even for researchers. Consequently, these
theories received minimal adoption and faded in importance
(Harnischfeger & Wiley, 1978). More recently, researchers in self-
regulated learning – ourselves included (Schuetze, 2024) – have
put forth a number of non-construct-focused models based on dis-
crepancy reduction (e.g., Ackerman, 2014; Carver & Scheier, 1990;
Thiede & Dunlosky, 1999). Many researchers have testified to
the benefits of building these sorts of models for the purpose of
theory development (e.g., Aubé, 1997; Guest & Martin, 2021; van
Rooij & Blokpoel, 2020). However, due to their complexity and rel-
atively narrow areas of focus, these process-oriented models have
struggled to make the same impact on school systems and business
leaders as construct-focused understandings of human behavior,
such as self-efficacy and growth mindset.

Our contention here is that even if we create highly accurate
theories of motivated behavior, if they are not usable or interpret-
able by those who are in positions to apply them, more needs to
be done. Applied to M&J’s proposal, we believe that computa-
tional models of motivation can be useful to the world at
large – but this will require additional work. Part of this work
may mean finding creative places to implement motivational the-
ories, such as in intelligent tutors, where theoretical complexity is
managed by a technical system, as opposed to by teachers or man-
agers (Yan, Sana, & Carvalho, 2024). Other parts of this work may
mean creating a hierarchy of mutually compatible theories

operating at different levels of analysis. Insights derived from
lower levels can be distilled and moved up to higher (perhaps
construct) levels that require less time and expertise to put into
practice (Anderson, 2002; Donoghue & Horvath, 2016). In
essence, the researcher’s theory of motivation doesn’t necessarily
need to be the same as the practitioner’s. Different groups can
understand the same phenomenon in distinct levels of detail.
Indeed, divisions of this sort help molecular biologists, pharma-
cists, and medical doctors create and administer medical
treatments that work despite having very different levels of
focus. Similarly, the average driver does not need to understand
how their car’s engine functions. The mechanic, however, must.
Again, theories at different levels should aim not for the utmost
accuracy, but for the utmost utility to those who are using it.

With this in mind, we find ourselves agreeing with M&J’s sec-
ond premise as well: That computational and process-oriented
models can help us better understand motivation. Not because
they help us solve the black-box problem, but because they
show promise in helping us make more useful and applicable the-
ories of motivated behavior. However, pitfalls accompany this
promise, and they must be kept in mind. Given the history of
computational modeling and the associated increases in time,
effort, and expertise required to use these models, we believe
that great care will be needed to translate them into practically
applicable formats. Until we achieve broadly usable computa-
tional models, we cannot fault motivation researchers or practi-
tioners for sticking to tried-and-true construct-oriented models.
Pending that development, the construct level of analysis will con-
tinue to be the primary lever of change outside the lab.
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Abstract

We argue that the target article’s computational/reductionistic
approach to motivation is insufficient to explain the energization
of human behavior, because such explanation requires broad
consideration of “what people are trying to do.” We illustrate
what is gained by retaining (rather than jettisoning) higher-
order motivation constructs and show that the authors’
approach assumes, but fails to name, such constructs.

Human motivation theories are supposed to explain the energiza-
tion and direction of behavior. In their target article, Murayama
and Jach (M&J) argue that theories involving broad constructs
such as goals, motives, and needs are “pitched too high” for
this purpose. Specifically, they assert that traditional motivational
concepts, like intrinsic motivation (IM) or needs for competence,
autonomy, or belongingness, play no role in energizing behavior.
What really causes behavior is some array of simpler cognitive
mechanisms as addressed by the authors’ reinforcement learning
paradigm (Figure 2). Understanding motivation is thus not about
understanding people, as they attempt to discern and meet their
own needs; rather, it is about understanding cognitive processes
that are largely inscrutable to the people that they run.

These are bold conclusions, given that decades of research have
established the explanatory and practical utility of higher-order
motivation constructs. For example, psychological autonomy
(i.e., feeling ownership of one’s behavior), measured in different
ways and contexts, has emerged as critical for persistent

engagement and mental health (Ryan et al., 2022). In education,
meta-analyses show that interventions boosting teachers’ auton-
omy support reliably enhance student IM, engagement, and per-
formance (e.g., Reeve, Ryan, Cheon, Matos, & Kaplan, 2022). Yet
such social- and personality-level factors do not count as causes
from these authors’ computational perspective.

So, what motivational energizers are identified by their rein-
forcement learning paradigm? Scrutiny of Figure 2 reveals some
puzzles in this regard. In that figure, first note that all downstream
processes are driven (starting at the top of the figure) by “aware-
ness of a knowledge gap.” But doesn’t such awareness imply a pre-
existing motivation to know or learn something? If the person has
no such desire, they will not perceive or care about the gap.
Notably, IM (wanting to do an activity because it is interesting)
is known to enhance people’s sensitivity to knowledge gaps.

Befitting the article’s reductionistic stance, however, no
motives are represented in Figure 2. Still, arrows lead from “exist-
ing knowledge network” (bottom) to “the generation of new ques-
tions” (middle right), to “awareness of a knowledge gap” (top).
This sequence appears to assume that people want to increase
their knowledge of the world (a hallmark of IM theories), but
this is not explained. Instead, we are informed that “In the
reward-learning framework, there is an implicit assumption that
people choose to seek information that has a high reward
value.” This is the circular problem most reinforcement theories
have had, as they are devoid of content regarding experiential
value and reward. In the center-right of Figure 2 one finds
“rewarding experiences,” but these energize information-seeking
behavior only via a side-loop affecting “the expected reward
value of new information,” which is said to moderate the path
from knowledge gap to information-seeking. In short, M&J’s
model replaces a relatively straightforward scheme (a person pur-
sues knowledge in domains in which they have interest or value,
and that motivation can be enhanced or diminished by experi-
enced supports and obstacles) with a less intuitive scheme, in
which the energizers of behavior are either unspecified, or split
up amongst an array of low-level process variables.

Why do we need higher-order motivation constructs? There
are many possible justifications. One is that cybernetic/hierarchi-
cal models of action control assert that much behavior is ener-
gized and directed by the abstract or long-term goals a person
adopts (Carver & Scheier, 1981). For example, the goal “I will
become a researcher!” has likely organized the daily behaviors
of many BBS readers. Similarly, broad motive dispositions (e.g.,
nAchievement) are known to result from childhood environments
and affordances (McClelland, Koestner, & Weinberger, 1989) that
set parameters for what people strive for throughout their lives
(Sheldon & Schuler, 2011). As a third example, self-determination
theory (Ryan & Deci, 2017) shows that people better internalize
and sustain motivation for activities in which psychological
needs for competence, relatedness, and autonomy can be satisfied,
predicting learning and engagement over time.

In short, we would argue that causality is not invariantly
bottom-up as M&J imply. Instead, the “low level mental compu-
tations” they highlight may better be thought of as part of the how
of motivation (i.e., the ways in which our preferences and motives
are executed), not the why of motivation (i.e., its energizers). They
are mechanisms which serve our varied goals and motives, rather
than always determining them.

Indeed, Figure 1B contains a very relevant arrow, which M&J
don’t discuss, that leads down from “subjective experiences” to “men-
tal computational mechanisms.”We suggest that this top-down path
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illustrates how a desired goal can shape specific mechanisms within
the cognitive machinery, in service of approaching a goal or future
state. Once we decide we really want something, we have impressive
capabilities that can serve those wants (Sheldon, 2014).

Thus, our preferred model of science is not computational
reductionism, but rather consilience (Wilson, 1998), in which sci-
entists coordinate multiple levels of description using appropriate
organizing constructs. We are interested in every level of analysis,
from the social and interpersonal to the mechanistic. Of course,
computational models may emerge as important research tools,
but they do not “replace” or fully explain other levels of descrip-
tion. As Ryan and Deci (2017) argued, psychological theories are
not distinct from biological accounts, and can be coordinated with
them. Yet psychological events are lawful and important and are
“typically the most practical level at which we can intervene in
human affairs (p. 7).” In contrast, Figure 2’s mechanistic model
provides little practical leverage for affecting real-world behaviors.

In conclusion, although the target article’s point is well-taken
(beware of over-reifying concepts), we think it is a mistake to
throw out higher motivational constructs altogether. These are
not just illusions or post-behavioral constructions; they reflect
real causal propensities and persistent regularities in the dynamics
of human striving. They help us understand both what people are
trying to do in life and the social conditions that support or
thwart these motives. Without them, we may be stranded in a
world of mechanisms, having lost sight of the real people who
deploy them.
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Abstract

There are indeed questionable motivation constructs in psychol-
ogy. The diagnosis and proposed remedies in the target article
both neglect the crucial consideration that all tendencies to
behaviour compete for the same finite set of degrees of freedom.
Action selection also has irreducibly economic aspects which
should constrain motivation constructs and already inform
healthy research programmes.

The target article is correct that some motivation constructs in
psychology are questionable, and that something needs doing.
The dubious construct problem is not unique to motivation.
The rate at which constructs are being introduced in psychology
generally is rising and the number of times each is deployed
empirically simultaneously falling (Elson, Hussey, Alsalti, &
Arslan, 2023). In the case of motivation, the diagnostic parts of
the target article and its constructive proposal both neglect the
crucial consideration that all tendencies to behaviour compete
for the same finite set of degrees of freedom, primarily of the
body, which have alternative uses.

While the target article correctly notes that motivation is a
“determinant of behaviour” but fails to take what we know
about behaviour control and production sufficiently seriously.
Most actions or behaviours involve some deployment of the
body which has a finite number of joints and muscles. Some
deployments are mutually exclusive: Nobody can stand and lie
down at once. Some aren’t: Many people can walk and chew
gum at once. The finite number of joints and muscles, along
with facts about the orientation of the body and relevant surfaces
and media, set a finite number of available degrees of freedom.
These deployments stand, furthermore, in heterogeneously struc-
tured relations of mutual exclusivity.

Sherrington (1906) introduced the notion of a final common
path, referring to the last neural stage at which competition between
incompatible deployments of combinations of muscles can be
resolved. There is no definitive and total final common path for
the whole body because the selection of possible movements that
is available at any time is sensitive to factors including orientation,
gravitation, inertia, and the arrangement and properties of nearby
surfaces. As Gallistel (1980) has explained this variability implies
that control of skeletal muscles must be expressed through a “lattice
hierarchy” in which the level at or before which competition over
deployment of degrees of freedom must be resolved is not fixed,
but depends on the properties of candidate actions and the situation
of the body (Spurrett, 2021b). Since the available bodily means are
scarce and have alternate uses, the problem of selecting between
deployments of them is irreducibly amenable to an economic anal-
ysis in terms of efficiency of goal attainment (Spurrett, 2021a).

There can be various types of explanation for the movements
of bodies. Some refer to motivation whether basic (she was hun-
gry) or higher level (she needs “competence”) while others don’t
and might involve reflexes or habits. While the problem of allocat-
ing scarce means with alternative uses is essentially economic in
character, the solutions need not be, and theorists have contem-
plated both processes that are sensitive to returns and opportunity
costs, and ones that aren’t. Any genuine cause of embodied activ-
ity must compete for control of the required degrees of freedom
with the causes of other possible deployments. And genuine com-
petition must happen at or before the applicable places in the lat-
tice hierarchy. So a test of any motivation construct is what it has

Commentary/Murayama and Jach: A critique of motivation constructs to explain higher‐order behavior 43

https://doi.org/10.1017/S0140525X24000025 Published online by Cambridge University Press

https://orcid.org/0000-0003-2542-358X
mailto:spurrett@ukzn.ac.za
https://philpeople.org/profiles/david-spurrett
https://philpeople.org/profiles/david-spurrett
https://doi.org/10.1017/S0140525X24000025


to say about how the hypothesised factor joins this competition.
For example, if a genuine motivation for “competence” is compet-
ing with fatigue over whether to get up from the couch to train,
the two are in conflict over what the legs do next. So however
“basic” or “higher-order” a motivational source might be it
must interact in some way with any other process that could con-
trol the body.

These considerations provide methodologically significant
constraints on satisfactory theorising about motivation.
Worthwhile hypotheses about higher-order behaviour should
have specific commitments regarding this interaction. The target
article, however, makes no mention of bodies or competition of
control for it and so misses an enormously valuable tool for eval-
uating motivation constructs. This lapse of diagnosis also applies
to the prescription since the same constraints play no role in artic-
ulating or defending the offered remedies. This isn’t a merely the-
oretical criticism because some research programmes have been
taking this seriously for decades. In neuroeconomics, focusing
on circuits constituting or being upstream of “final common
paths” for body control led to significant discoveries about neural
processes of valuation and selection (e.g., Platt & Glimcher, 1999).
Subsequent work has shown that the very same bottlenecks pro-
cess rewards of widely varying modalities including money, food,
drink, relief from pain, and social reputation, where rewards can
be certain or risky, immediate or delayed, larger or smaller (Levy
& Glimcher, 2012 and Bartra, McGuire, & Kable, 2013 are useful
meta-analyses). These findings aren’t simply read off the brain but
depend on behavioural estimates of subjective value. The behav-
ioural data that are required to interpret the neural data include
determining how subjects trade-off rewards in various modalities,
that is, how much money would be given up for how much drink,
or relief from pain, and so on. These considerations point to a
more demanding notion of what “unpacking the black box”
should amount to and show that work meeting those criteria
has already engaged some “higher-order” rewards like social rep-
utation. Opening the black box does mean “specifying mental
computation” but that demands more than occasionally saying
“emergent property” without providing criteria or empirical con-
tent. What it requires is identifying neural circuits in ways sensi-
tive to the economic character of the embodied selection problem
and constrained by empirical discoveries in neuroeconomics. It
also requires studying activity in those circuits armed with choice
data that meaningfully characterises subjective values.

The point here isn’t that neuroeconomics has definitively
shown that all competition for action involves estimations of util-
ity or expected subjective value. The regulative hypothesis that it
does guides much neuroeconomic research and has not yet
been refuted, but it remains an empirical claim. The point is
that hypotheses about motivation, however “higher order” their
postulates, are hypotheses about what make us do things or
refrain from doing them. We do them with our bodies, and
close attention to how bodies are controlled and to how their
movements are selected simply isn’t optional.
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Abstract

Integrating the predictive processing framework into our under-
standing of motivation offers promising avenues for theoretical
development, while shedding light on the computational pro-
cesses underlying motivated behavior. Here we decompose
expected free energy into intrinsic value (i.e., epistemic afford-
ance) and extrinsic value (i.e., instrumental affordance) to pro-
vide insights into how individuals adapt to and interact with
their environment.

We agree with the authors that motivation is often viewed as a
high-level construct, defined by many researchers as a causal
determinant of behavior in a “black-box” fashion. We also agree
that to understand motivation means to understand the “spring
to action.” Beyond the conventional constructs of high-level
motives, we need to define what and how this energization under-
writes action selection or choice behavior.

We take this opportunity to rehearse the key arguments in
Murayama & Jach, as seen through the lens of the predictive pro-
cessing (a.k.a., active inference) account of motivated behavior.
Active inference is sometimes portrayed as an account of sentient
behavior, implying actions driven by the process of sense making.
In this account, perception is formulated as a process of inference
and, thereby, rests on a calculus of beliefs – sometimes referred to
as Bayesian mechanics (Ramstead et al., 2023) or self-evidencing
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(Hohwy, 2016). Meanwhile, active inference suggests that behav-
ior can be reflexive or planned, depending on whether it aims to
minimize prediction errors or anticipates future consequences.
The concept of expected surprise, derived from this framework,
encompasses both uncertainty resolution and avoidance of unex-
pected outcomes, guiding goal-directed behavior. This explana-
tion of motivated behavior is grounded in statistical physics and
highlights both the inherent role of intrinsic value (i.e., epistemic
affordance) and extrinsic value (i.e., instrumental affordance). We
begin by critically examining “reward learning models of informa-
tion seeking,” followed by an outline how self-organization pro-
cesses can drive motivated behavior.

The paper’s emphasis is on “reward learning models of informa-
tion seeking behavior” suggesting that information gain has intrin-
sic value and serves as a source of motivation. We argue this view
can be replaced – or at least be elaborated – under an active infer-
ence formulation. Arguably, the most crucial aspect is that prior
preferences, which form the basis of expected value, encompass
all aspects of sensory experience, and cannot be simplified to a
mere reward function. In other words, these preferences function
to prevent surprising outcomes that would diverge from an individ-
ual’s typical expectations, maintaining consistency with their self-
concept (i.e., “kind of thing that I am”). Consequently, the expected
free energy can be decomposed into intrinsic value (i.e., epistemic
affordance) and extrinsic value (i.e., instrumental affordance).

More explicitly, the “kind of thing I am” refers to a necessary
aspect of entities capable of self-organization; specifically, those
with the ability to infer the consequences of their actions. The
imperative is to maximize the evidence (a.k.a., marginal likeli-
hood) for generative models of how observations are caused. In
contexts where individuals are actively making decisions, their
beliefs about what actions to take are influenced by the expected
free energy associated with each possible choice. Essentially, they
weigh the potential consequences of each option and choose the
one with the most favorable expected outcome in terms of mini-
mizing expected surprise or uncertainty. This is in contrast with
expected utility theory, in which there is merely one specific kind
of outcome that is considered the most desirable, determining the
utility or reward function (e.g., monetary payoff). However, in active
inference, this approach is replaced with a system where preferences
guide decision-making rather than a singular utility function. This
means that instead of aiming to maximize a monothematic payoff,
individuals prioritize choices based on their preferences among var-
ious possible outcomes. Your view of who you are determines how
you encounter every aspect of an observable outcome. Imagine you
are a student of cognitive neuroscience who is to be examined about
the content of this BBS article. You face a trade-off between time
spent reading the article and making dinner for your friends.
Quickly reading through the article might be enough to pass the
exam while leaving you adequate time to make a meal. Your
approach may vary depending on your self-perception, such as
whether you view yourself as an exceptional student or not.
Ultimately, your actions are likely guided more by personal prefer-
ences and considerations than by a single reward function.

The big question is now: How do mental computational pro-
cesses self-organize? Mental computational processes have the
capacity to infer the consequences of actions by minimizing sur-
prise and prediction errors. This endows generative models with a
future-pointing aspect and the notion of planning (as inference).
This perspective suggests that humans and animals often exhibit
behavior aimed at mastering the environment, driven by a combi-
nation of intrinsic and extrinsic values. This dual aspect

decomposition of affordances suggests that agents are compelled
to explore their environments to maximize information gain –
actively gather evidence to build and optimize world models –
while being sensitive to the constraints of their preferences and
goals. This interpretation aligns with the notion that humans
can recognize regularities and creating mental categories from
their own behaviors and subjective experiences. Formally, this
can be expressed as minimizing an evidence bound called varia-
tional free energy (Winn & Bishop, 2005) that comprises com-
plexity and accuracy (Ramstead et al., 2023):

Variational free energy = model complexity −model accuracy

Complexity scores the divergence between prior beliefs (before seeing
outcomes) and posterior beliefs (after seeing outcomes), while accu-
racy corresponds to the goodness of fit. In short, complexity scores
the information gain orcost of changingone’smind in an information
theoretic and thermodynamic sense, respectively. Through repeated
interactions with the environment, the brain updates its models
based on the prediction errors it encounters. This self-organized
learning process allows the brain to proactively infer what actions
will lead to expected outcomes, adaptively learning from mistakes
and adjusting future behavior to minimize surprises. By understand-
ing how different situations affect outcomes and how actions unfold
over time, these cognitive systems can plan actions strategically to
minimize surprises and errors in the long term, not just at that
moment. This decomposition furnishes a complementary perspective
on the complex interplay between extrinsic and intrinsic motivation.

In summary, integrating the predictive processing framework
into our understanding of motivation offers promising avenues
for theoretical development, shedding light on the computational
processes underlying motivated behavior and providing insights
into how individuals adapt to and interact with their environment.
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Abstract

Understanding the psychological computations underlying
motivation can shed light onto motivational constructs as emer-
gent phenomena. According to Murayama and Jach, reward-
learning is a key candidate mechanism. However, there’s no
such thing as a free lunch: Not only benefits (like reward), but
also costs inherent to motivated behaviors (like effort, or uncer-
tainty) are an essential part of the picture.

Imagine you are offered 1 million euros to work for a year on an
extremely high-stakes job in a remote location. Although this may
sound like a worthwhile reward, it entails spending a long time
away from loved ones in a high-pressure stressful environment.
Despite the considerable rewards of this “once in a lifetime”
opportunity, you may pass on it because of its high costs. How
did you make this decision?

Scientists across multiple fields, from psychology, to neurosci-
ence to robotics, have put a lot of effort into the challenge of
defining motivation and its workings (ironically, one might
add). However, as Murayama and Jach rightly emphasize, there
is a pressing need for studies of motivation to move beyond the
“black-box” approach and provide more precise definition, quan-
tification, and implementation to the many concepts they have
associated with motivation. We wholeheartedly support this con-
structivist view and contend that it applies not only to the rewards
but also the costs of a situation.

A fundamental principle of decision-making in economics,
neuroscience, and psychology is that individuals
generate adaptive behavior by making trade-offs between the ben-
efits and costs of alternative options (Camerer, 2008; Silvestrini,
Musslick, Berry, & Vassena, 2023; Silvetti, Vassena, Abrahamse,
& Verguts, 2018; Westbrook & Braver, 2015). Illustrating this
principle, the Motivational Intensity Theory, a classic theory of
motivation (Brehm & Self, 1989; Silvestrini, 2017; Silvestrini
et al., 2023), posits that effort investment is proportional to the
importance of the outcome and the difficulty of the task. This
implies a trade-off whereby individuals discount the benefits by
the costs implied in obtaining them and, consequently, aim to
minimize effort by selectively boosting it for a sufficiently valu-
able goal.

In the last decade, the idea of cost-benefit trade-offs was suc-
cessfully married to the framework of reinforcement learning to
explain how experience can drive learning of rewards as well as
of costs (Sutton & Barto, 1998; Verguts, Vassena, & Silvetti,
2015). In reinforcement learning, expectations are updated when-
ever an outcome is better or worse than expected – that is, a pre-
diction error occurs. Importantly, by applying this learning to
both costs and rewards, reinforcement learning can explain how
decision-makers learn not only which actions lead to rewards
but also how much effort they need to exert to obtain the reward,
and what is the likelihood that the reward will arrive after com-
pleting the action. However, it is important to note that learning
to optimize the effort involved in a task entails not only the mon-
itoring of external rewards, but also a meta-learning mechanism
that monitors and regulates the decision-maker’s own internal
state. This is because the effort involved in a task depends criti-
cally on internal computations entailed in performing the
task – such as the difficulty of attending to relevant features, of
planning ahead and/or generating vigorous actions – as well as
on the decision-maker’s levels of fatigue and arousal (Bijleveld,

2023; Dora, van Hooff, Geurts, Kompier, & Bijleveld, 2022;
Matthews et al., 2023; Müller, Klein-Flügge, Manohar, Husain,
& Apps, 2021). In turn, selecting the best decision strategy also
requires tracking more complex features of the environment,
such as volatility (i.e., how stable the environment is), average
reward rate (i.e., how much reward is available in a given context),
or the opportunity cost of time (i.e., whether time on this partic-
ular task is well spent or should better be allocated to an alterna-
tive task) (Kurzban, Duckworth, Kable, & Myers, 2013). In this
framework, a decision-maker can adapt its decisions to the con-
text, for example, by learning to be more flexible in a volatile sit-
uation, or by learning to exert more effort to obtain rewards in a
favorable reward-rich environment.

A promising neuro-computational model of meta-level moti-
vated behavior is the Reinforcement Meta-Learner (RML) devel-
oped by Silvetti et al. (2018), which situates mathematically
precise computations of meta-learning value and costs within bio-
logically plausible neural circuits. The RML postulates that the
dorsal anterior cingulate cortex receives dopaminergic inputs con-
veying the rate of rewards in a task and, upon perceiving a decline
in rewards (a “need for control”), calls for a boost of noradrena-
line from the locus coeruleus to enhance the efficiency of cogni-
tive computations. However, a noradrenaline boost is perceived as
a cost and the system learns through experience to choose the
level of boost that maximizes rewards while minimizing the
cost. This multi-level cost-benefit optimization allows a remark-
able level of cross-validation and falsification across tasks, con-
texts, and modalities. For example, the RML can capture
trade-offs in motivated behavior in the context of working mem-
ory, physical effort, or attentional effort driven by the need to gain
information (Silvetti, Lasaponara, Daddaoua, Horan, & Gottlieb,
2023; Silvetti et al., 2018). The RML also reproduces the sensitivity
to reward volatility, producing higher learning rates in volatile rel-
ative to stable environments – that is, specifically when quickly
updating beliefs is beneficial given the situation at hand
(Silvetti, Seurinck, & Verguts, 2011, 2013). Finally, the RML con-
ceptually squares with intriguing work in the motivation literature
on persistence and giving up (goal disengagement; Gollwitzer,
2018; Kappes & Schattke, 2022), highlighting its ability to opti-
mize effort exertion over longer time scales.

The RML thus offers a mathematically precise computation of
the subjective benefits and costs involved in a task and imple-
ments this computation in a biologically plausible circuit.
Because of its biological plausibility, the RML generates testable
(falsifiable) predictions about brain and behavior, which less
prone to typical pitfalls of verbal predictions such as over-
simplification and lack of specificity. Crucially, the RML can be
used to simulate the effects of impairments of the system on
motivation. Motivational impairments are consistently observed
across neuropsychiatric disorders (Caligiore, Silvetti, D’Amelio,
Puglisi-Allegra, & Baldassarre, 2020; Husain & Roiser, 2018;
Silvetti, Baldassarre, & Caligiore, 2019). A mechanistic under-
standing of the impaired computations may reveal dissociable
underlying disease profiles that are virtually indistinguishable at
the surface symptom levels, suggesting that motivation – if prop-
erly situated and specified – may be the key to capture clinically
relevant phenotypes.

In sum, motivational constructs are characterized as emergent
phenomena that stem from dynamic optimization of a cost-
benefit trade-off of many decision-relevant variables within a
reinforcement meta-learning framework (i.e., multivariate
dynamic optimization). The meta-learning dimension allows
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considering not only momentary simple trade-offs but explains
how we flexibly adapt to our environment while considering
our internal states. The meta-reinforcement learning framework
(as implemented by the RML model) thus dismisses the “motiva-
tional homunculus,” in favor of a highly integrated, situated neu-
rocomputational solution, whose building blocks are constructed
based on existing and validated psychological and neurobiological
knowledge (Silvetti et al., 2018, 2023), which constitute a signifi-
cant advance toward the constructivist view advocated by M&J.
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Abstract

Murayama and Jach critically evaluate the idea that motivation is
a dynamic that determines behavior and propose alternatively
that it might be an emergent property that people construe
through perceived regularities in experience and action. The cri-
tique has value but fails to appreciate the progress that has been
made in moving beyond the idea of which the authors are
critical.

Murayama and Jach (M&J) critically evaluate the idea that moti-
vation is a dynamic that determines behavior and propose alter-
natively that motivation might be an emergent property that
people construe through perceived regularities in experience and
action, which themselves derive from underlying mental compu-
tations. Their critique is thought provoking and well taken in mul-
tiple respects. Moreover, their alternative proposal is well worth
considering. However, in our view, the critique fails to appreciate
the considerable progress that has been made in moving beyond
the idea of which the authors are critical. The progress constrains
the scope of the critique and suggests that motivation science can
comfortably proceed assuming that motivation is more than a
reflective construal.

M&J’s critique centers around the concern that when motiva-
tional constructs are identified as causal, they suffer a black-box
problem. Conceptual black boxes can predict designated out-
comes but they cannot tell us how the outcomes are generated.
In other words, they cannot explain the outcomes that they pre-
dict. We endorse this concern but feel that it has been addressed
to a greater degree than the authors might realize.

One way the concern has been addressed is through prior rec-
ognition of the black-box problem in the motivation sphere.
Perhaps most visibly, the problem was recognized by Lewin
(1931) in his landmark call for a transition from (static)
Aristotelian thinking in psychology to (dynamic) Galilean
thought. It also was recognized, for example, by Wicklund
(1990) in his less well-known, but powerful, critique of “zero-
variable” theories in psychology. Another way the concern has
been addressed is through the development of motivational
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theories that identify motivation not as an animating dynamic but
rather as a state of goal-oriented animation. By casting motivation
as something to be explained, instead of something that explains,
these theories have allowed specification of compelling causal pro-
cesses that generate subjective, physiological, and behavioral out-
comes of interest.

Early examples of the motivational theories that do not suffer
the black-box problem are Festinger’s (1957) theory of cognitive
dissonance and Atkinson’s theory of achievement motivation
(Atkinson, 1964; Atkinson & Feather, 1966). Festinger’s theory
articulated processes that lead people to alter their belief
systems in predictable fashions. The theory has sometimes been
understood to have assumed a driving (determinative) need for
cognitive consistency. However, as M&J observe, it did not.
Atkinson’s theory articulated how emergent motives to achieve
and avoid failure combine with expectancies of success to
determine achievement striving. Like Festinger’s theory,
Atkinson’s theory did not assume driving needs. Rather, it
assumed trait-like tendencies to place different value on favorable
and unfavorable performance outcomes. This stands contrary to
M&J’s suggestion that the theory is paradigmatic of “black box”
reasoning.

More recent examples of theories that do not suffer the black-
box problem are Wicklund and Gollwitzer’s (1982) theory of sym-
bolic self-completion and a general analysis of motivation that
derives from Brehm’s theories of motivation and emotion inten-
sity (Brehm, 1999; Brehm & Self, 1989; Brehm, Wright,
Solomon, Silka, & Greenberg, 1983). Symbolic self-completion
theory articulates dynamic processes that influence tendencies
to seek and display symbols of one’s desired identity (Sciara,
Contu, Regalia, & Gollwitzer, 2023; Sciara, Regalia, &
Gollwitzer, 2022). The general analysis extends beyond specific
goal pursuits (e.g., involving achievement or identity symbols)
and is especially noteworthy here because it distinguishes motiva-
tional constructs that sometimes are muddled, and identifies
mechanisms that can cause performers to be animated to different
degrees and in different respects at different points in time (for
relevant discussions, see also, e.g., Gollwitzer, 1990; Heckhausen
& Gollwitzer, 1986).

In quick summary, as described by Wright (2016), the general
analysis identifies motives as reasons to act that can vary in
strength, or importance, and have the capacity to (1) be either
active or inactive (quiescent), and (2) operate explicitly (con-
sciously) or implicitly (non-consciously). When motives are
active, they guide behavior; when they are inactive, they only
hold potential for doing so. Motives are distinguished from moti-
vation by virtue of their ability to be inactive. Active motives are
states of motivation (animation), whereas inactive motives are
not. Motive strength (importance) is proposed to be determined
by a set of factors, including the perceived value of available
(e.g., financial) incentives (e.g., 5 USD as compared to 500
USD) and perceived need with respect to those incentives (e.g.,
poverty as compared to wealth). The analysis holds that momen-
tary effort (forceful exertion) can, but will not necessarily, corre-
spond to motive strength and engenders physiological
adjustments indicative of energization (energy mobilization). It
also addresses the relationship between motive strength and
desire, suggesting that the latter is not a simple linear function
of the former.

Although we feel that the black-box concern that M&J raise
has been addressed to a greater degree than they might realize,

this is not at all to say that we think their discussion of the
concern has no value. Our thoughts in this regard are very
much to the contrary. For one, we believe it is useful to draw
attention to the black-box problem at intervals in hopes of dis-
couraging new investigators from falling into old theoretical
traps. For another, we believe that discussions along these lines
draw attention to another serious problem in the field, the jingle-
jangle terminological problem that M&J reference at points
(Pekrun, 2023).

For a long while, motivation science has been conducted by
scholars functioning in different academic units, such as business,
economics, education, psychology, and neuroscience. This
has been beneficial insofar as it has allowed questions to be
addressed from diverse scholarly perspectives. However, it has
been harmful insofar as it has fostered the development of
insulated intellectual eco-systems that employ distinctive and,
often confusing, lexicons. One contemporary challenge is to
improve this state of affairs by developing a common language
for discussing phenomena and processes of interest.
Development of such a language would facilitate idea exchange
and advance the scientific endeavor. Good science is fraught
with definitional devils and detail. Linguistic congruency would
address many of those that currently impede progress within
the motivation scientific community.
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Abstract

Although higher-level constructs often fail to explain the mech-
anisms underlying motivation, we argue that purely mechanistic
approaches have limitations. Lower-level neural data help us
identify “biologically plausible” mechanisms, while higher-level
constructs are critical to formulate measurable behavioral out-
comes when constructing computational models. Therefore, we
propose that a multi-level, multi-measure approach is required
to fully unpack the black box of motivated behavior.

Murayama and Jach (M&J) suggest that high-level constructs of
motivation are often used to explain behavioral findings, but
that the use of this abstract terminology jeopardizes our under-
standing of the actual mechanisms underlying these effects. The
authors suggest that we should unpack the black box and look
at motivated behavior as the outcome of mental computational
processes. We agree that computational models are paramount
for our understanding of motivation and other cognitive pro-
cesses. However, we believe that a focus restricted to the mecha-
nistic aspects is too limited, and that such a narrow focus poses
a threat to (theoretical) advancements in the broader field of cog-
nitive (neuro)science. Here, we identify crucial limitations of a
purely mechanistic approach and propose ways to reconcile these.

We will discuss the limitations of the approach put forward by
M&J by relying on a level-of-analysis approach (e.g., Bechtel &
Richardson, 2010; Marr & Poggio, 1976; Sun, 2009). Notably,
we will follow Marr’s (1982) framework for explaining complex
information processing systems that involves three levels of expla-
nation, suggesting that we need all three levels to gain a compre-
hensive understanding. These levels include: (1) A computational
level addressing what the system does (i.e., what is the goal of the
system), (2) the algorithmic level, relating to how the system
achieves this, and (3) the implementation level relates to the phys-
ical realization. Although Marr formulated this framework in the
context of visual processing, these levels have been applied over
and above the originally intended domain. For example, the the-
ory of reinforcement learning (RL) has been termed the “poster

child” of Marr’s framework as it spans all three levels from the
computational goal of reward maximization to multiple algorith-
mic solutions and robust neural implementations in the brain
(e.g., Niv & Langdon, 2016).

Following the rationale of a level-of-analysis approach, M&J
criticize that current research on motivation is overly concerned
with high-level computational accounts, while neglecting the
algorithmic realization (i.e., “mental computational processes”).
In line with Marr, we want to highlight the importance of describ-
ing a complex information system on all three levels to attain a
comprehensive and complete understanding of how such a system
works. Naturally, this also includes the implementation level.

One missing link in the proposed approach by M&J is the bio-
logical plausibility of the proposed mechanisms. Although claims
of biological plausibility are often (rightly) labeled as “empty” and
“inconsistent” (e.g., Love, 2021), we use the term to emphasize the
need to test any proposed mechanisms against reality using
appropriate behavioral and neural measures. Instead of limiting
ourselves to just one level, a multi-level and multi-measure
approach is required to provide a full perspective in order to not
send us astray. We agree that if your aim is to mimic problem solv-
ing or mimic behavior – for example, as a computer scientist or
robotics engineer – a purely algorithmic approach may be fruitful,
as implementation can be achieved in various ways. However, as
cognitive neuroscientists, we are actually strongly concerned with
the exact implementation and neural mechanisms underlying cog-
nitive, affective, and behavioral functions. Therefore, we must be
careful in selecting computational models (Mars, Shea, Kolling, &
Rushworth, 2012; Nassar & Frank, 2016; Nassar & Gold, 2013).

Noteworthily, an important method in our toolkit to support
claims about cognitive functions is the falsification of computa-
tional models by testing specific predictions and identifying evi-
dence that contradicts them (Palminteri, Wyart, & Koechlin,
2017). With algorithmic accounts of high-level concepts on the
rise (e.g., Brielmann & Dayan, 2022; Gershman & Cikara, 2021;
Shenhav et al., 2017) we propose such a falsification approach
on the implementation to be extremely important. Again, the the-
ory of RL provides a poignant example of where a purely mech-
anistic approach revealed its limitations. First, the representation
of value is a central aspect in most RL models. Based on a plethora
of model-driven neuroimaging studies, it was concluded that spe-
cific neurons or brain regions implement value-based RL algo-
rithms. However, more recent and scrutinizing investigations
suggest that behavioral and neural patterns are better explained
by so-called policy-based RL algorithms (Hayden & Niv, 2021).
The difference between these algorithms may seem subtle but
has strong implications for theoretical accounts. Second, recent
work even challenges the implementation of RL in the brain as
such and proposes a model that can explain dopaminergic activity
more readily (Jeong et al., 2022). This demonstrates that in order
to make progress in the field of cognitive neuroscience, there is a
necessity to link mechanistic algorithms to neural substrates, or
else we may be explaining behavior, while failing to understand
how the brain implements the solutions.

M&J acknowledge that other levels of explanation have merit,
but they do not provide a framework on how to bridge and inte-
grate these levels. We propose that for a mechanistic approach to
be valuable, our models need be tested against empirical data.
High-level constructs can act as tools to shape our thinking, to
communicate our ideas to others, and define relevant input and
output measures for our algorithms. Consistent with the sugges-
tion of the authors, behavioral data are a first important step
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from high-level concepts to low-level mechanisms. However, we
should not stop there and continue to evaluate algorithms in
light of neural measures. To reconcile the limitations of a purely
mechanistic approach, we propose a multi-level, multi-measure
approach. Lower-level information can help us identify “biologically
plausible”models, and higher-level constructs can help us formulate
measurable behavioral and neural outcomes when constructing
computational models.
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Abstract

The target article argued that motivation constructs are treated
as black boxes and called for work that specifies the mental com-
putational processes underlying motivated behavior. In response
to critical commentaries, we clarify our philosophical stand-
point, elaborate on the meaning of mental computational pro-
cesses and why past work was not sufficient, and discuss the
opportunities to expand the scope of the framework.

R1. Introduction

We sincerely appreciate the commentaries we received from a
variety of disciplines for our target article which questioned the
constructs of motivation explaining higher-order behavior
(Murayama & Jach, 2024). It is a true pleasure as authors to see
that our target article sparked robust discussion. This nevertheless
brings challenges for any attempt to respond to such a heteroge-
neous set of opinions. In the responses, some showed endorse-
ment with our argument whereas others exhibited strong
disagreement; some indicated that our proposal to specify mental
computational processes is not feasible whereas others pushed to
go even further. Some made specific remarks on our
reward-learning framework on knowledge acquisition whereas
others discussed more general issues.

In the following, we made our best attempt to thoughtfully
guide ourselves through the broad array of comments. We first
attempted to correct some misunderstandings regarding the the-
oretical positioning (sect. R2), and then tackled the claims that
our proposal has already been implemented in many existing
motivation theories (sect. R3). We then discussed comments
regarding the scope of what we called mental computational pro-
cesses (sect. R4). Finally, we turned to various suggestions from
commentators to build models of mental computational processes
underlying high-level motivation constructs (sect. R5).

R2. Clarifying our theoretical positioning

Some commentaries (Moors; Sheldon & Ryan; Ozgan & Allen)
rejected our theoretical position on the grounds that it is a reduc-
tionism and, therefore, prima facie untenable. We find it useful to
respond to these comments first in order to clarify our theoretical
positioning in the philosophy of mind. First of all, reductionism
encompasses a wide range of perspectives and should not be dis-
missed solely on the basis of being reductionist. One extreme ver-
sion of reductionism is reductionist atomism, which believes that
the only scientific way to understand complex phenomenon is to
analyze it into its component parts (Sawyer, 2002). Put in the
context of our article, this position aims to replace or eliminate
the constructs of motivation (i.e., higher-level explanation) by
introducing mental computational processes (i.e., lower-level
explanation). Sheldon & Ryan and Ozgan & Allen seem to inter-
pret our proposal as the commitment to this extreme version of
reductionism. But this is not our position (although we admit
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that some sentences in our target article were misleading with this
regard as noted by Elliot & Sommet). Our point is that theories
have long taken motivation constructs for granted in the past and
did not make sufficient effort to dig into the mental computa-
tional processes underlying motivated behavior. This is explicitly
stated in the target article: “No level of understanding should be
dismissed as ‘wrong’ (i.e., one level of explanation should not
be replaced with a lower-level explanation … but the problem
of motivation literature is that most researchers are satisfied
with higher-level explanations (i.e., supposing high-level motiva-
tion constructs to explain behavior) and little effort has been
made to pursue lower-level explanations” (sect. 5.2).

At the same time, our position is, in fact, partly compatible
with some forms of reductionism, because we argued that the
function of motivation constructs (i.e., to cause behavior) is real-
ized through lower-level mental computational processes. But this
is not a controversial argument by itself – no scientist today
doubts that everything in the mind is realized somehow through
the brain and neural activities. If we accept this, it is unwarranted
to dismiss our standpoint as reductionist. Importantly, if one
rejects this standpoint by calling it reductionism, this could lead
to holism, which holds that higher-order explanations are
completely independent from lower-level explanations. This per-
spective is akin to dualism and does not have clear logical coher-
ence in the current philosophy of mind (Sawyer, 2002).

To avoid holism, one must accept that higher-order processes
emerge from lower-level units in some way, and we are arguing
that a better understanding of the higher-level motivation con-
structs can be gained by investigating these lower-level processes.
And there is more benefit than scientific knowledge and under-
standing: Better understanding the possible mechanisms of such
a process can help to design better interventions. A helpful anal-
ogy may be drug trials. For many drugs, the process via which
they have effects is a black box. Despite that, pharmaceutical med-
ication is used to help people and save lives. But if we had a better
understanding of the processes that lead to the drugs’ actions, we
could create even better medication that would have greater effects
and help more people.

Another point of clarification is that, while we agree that both
levels (i.e., motivation constructs and mental computational pro-
cesses) of explanation are important, it is the mental computa-
tional processes which directly cause so-called motivated
behavior. Higher-level motivation constructs have a lot of utility
to predict behavior (which we acknowledged in the target article)
but are not the direct cause. Jurjako positioned such a position of
ours as mental fictionalism in philosophy of mind (Toon & Toon,
2023) or mental modelism (see Crane & Farkas, 2022), which we
appreciate and agree with. According to this standpoint, motiva-
tion constructs can be considered as a useful fiction or a hypo-
thetical model in that they do not have direct causal effects on
behavior but are used in daily narratives to explain causal effects.
They also have, however, a significant role in theorizations, prac-
tical interventions, and understanding of human behavior in daily
life settings. Jurjako used the equator, the average person, and the
ideal gas law as examples of such mental fictions or models. This
is critically different from the assertion that motivation is a post-
hoc rationalization or epiphenomenon, void of meanings (e.g.,
Nisbett & Wilson, 1977).

Scarantino made a distinction between the inferences (or psy-
chological construction) made by ordinary people and scientists.
He argued that motivational constructs are the inferences made
by scientists or experts, not by ordinary people; therefore, they

are useful as theoretical constructs. We actually agree (and we
acknowledge that our example using ordinary people was mis-
leading). He criticized that we did not provide any evidence
that motivational constructs do not allow for interesting psycho-
logical generalizations, but we did not do so in the target article
because we do believe that motivational constructs allow for gen-
eralizations and make useful theoretical predictions (see sect. 3.1
in the target article). But this is different from the assertion that
motivation constructs have a direct causal effect. On this point
we disagree. Scarantino stated “motivation concepts are plainly
causal” by showing that intervening on higher-order motivation
constructs changes behavior. Sheldon & Ryan also argued that
the causal effects of needs are empirically demonstrated by inter-
ventions. However, even with interventions it is extremely chal-
lenging to conclude that the target constructs (e.g., need for
autonomy) have a causal effect, when the target constructs are
broad and not well-specified such as higher-order motivation
constructs (Bailey et al., 2024). We can certainly establish the
causal effects of intervention itself (e.g., attempts to change teach-
ers’ autonomy support behavior) and the outcome, but it is a
much harder job to demonstrate that the target motivation con-
structs intervene on the effect (see also Eronen, 2020).

Moors also indicated that our standpoint is reductionism in
that we are trying to replace higher-order motivation constructs
or goals with lower-order ones. Again, we do not. She takes the
position that goals or motivation are hierarchically organized
and questioned our proposal by indicating that higher-level
goals play an important role in understanding lower-level goals
or actions. Interestingly, Dubourg, Chambon, & Baumard
(Dubourg et al.) brought in a similar idea of goal/motivation
hierarchy from evolutionary psychology, but they saw it as consis-
tent with our proposal. More specifically, they indicated that evo-
lutionary psychology has seen it critical to specify lower-level
variables in a way that is consistent with higher-level motivation.
Our positioning is closer to Dubourg et al. Motivation constructs
are hypothetical in that they are posited to conveniently explain
patterns of behavior and subjective experiences, but they are
still informative and play a critical instrumental role to think
about mental computational processes. They are not completely
detached in this regard – they inform each other.

However, one critical deviation from these “hierarchical mod-
els” (Heckhausen & Rheinberg; Dubourg et al.; Sheldon &
Ryan; Elliot & Sommet; Del Giudice) is that we do not think
these high-level “fundamental motivation” constructs (achieve-
ment motivation, affiliation motivation, etc.), which are allegedly
created through evolution, have a top-down causal influence on
mental computational processes and, thus, behavior. It may
look like they do, but we do not need to think that way. It is suf-
ficient to suppose that mental computational processes went
through evolutionary processes. People show a broad range of
social behavior not because evolution shaped a central motivation
system ordering us to be social in general – it is these behaviors
(and the processes that caused the behaviors) which were shaped
by evolution. We are increasingly convinced by the idea based on
recent accumulating neuroscientific literature suggesting that
there is no single fixed brain area or system that is dedicated to
a particular type of motivation or emotion (e.g., Meliss,
Tsuchiyagaito, Byrne, van Reekum, & Murayama, 2024; Pessoa,
2017). If there is a top-down signal that orients various types of
specific goal-directed behavior in a particular manner (e.g., in a
manner that makes the organism competent), where does that
come from? (see also commentaries by Wurm, van der Ham,
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& Schomaker [Wurm et al.] for the importance of considering
the constraints from the neural data). At least for now, we do
not see good evidence of such non-specific, top-down signal of
high-level motivation constructs.

Related to the comments on reductionism, André &
Baumeister expressed a concern that we are attempting to reduce
motivation to cognition. Other commentaries also equated mental
computational processes with cognition (e.g., Moors; Sheldon &
Ryan; Heckhausen & Rheinberg; Eccles & Wigfield). In fact, the
history of motivation research has often been portrayed as the ten-
sion between motivation and cognition (Bem, 1967; Weiner,
1991), forming the sentiment that we should separate motivation
from cognition. André & Baumeister especially indicated that
motivation cannot be described by mental computational pro-
cesses. Specifically, motivation is something inside us which
makes rewards appealing; on the other hand, rewards cannot be
appealing to computers because computers, as non-sentient
objects, lack motivation. We are not sure if such a hard dichotomy
helps us understand human functioning as a whole – the distinc-
tion between motivation and cognition is useful in many cases but
is often blurred and creates unnecessary constraints in our expla-
nation (Murayama, 2022b). Unless we take the position of dual-
ism (which is generally rejected by scientific consensus and
philosophy of mind), mental computational processes must logi-
cally mediate appealing feelings (i.e., a rewarding feeling). We can
already observe some integration of mental computational pro-
cesses and motivational properties in the literature: For example,
“incentive salience” describes the feeling that something is
rewarding and desirable (Bindra, 1974; Bolles, 1972), and
researchers have investigated its computational basis (Berridge,
2023). And again, it is not the motivation itself which is shaped
by evolution – we feel certain stimulus rewarding because evolu-
tionary processes programmed us to feel that way. In fact, in
research of information-seeking, there are some attempts to com-
putationally understand why we feel particular stimuli/situations
as appealing via simulations (e.g., Giron et al., 2023; Gruaz,
Modirshanechi, & Brea, 2024) or rational analysis perspectives
(Dubey & Griffiths, 2020; see also Ten, Oudeyer, Sakaki, &
Murayama, 2024).

R3. Are there already many theories focusing on mental
computational processes?

Several commentaries posited that motivation theories focusing
on mental computational processes already exist, and are even
the core agenda in motivation science (Custers, Eitam, &
Higgins [Custers et al.]; Richter & Gendolla; Wright, Sciara,
& Pantaleo [Wright et al.]; Heckhausen & Rheinberg; Eccles
& Wigfield). Some authors are especially explicit in this regard:
Heckhausen & Rheinberg stated “The good news is, there is no
black-box problem and no need to reinvent the wheel,” and
Richter & Gendolla claimed “Motivation science has always
looked at filling the ‘black box’ by specifying constructs and
explaining how behavioral tendencies are generated.”

We acknowledge that most of the examples suggested by these
authors have tried to explain motivated behavior without resort-
ing to the concepts of need or motivation. We appreciate the
effort of these researchers to remove high-level concepts from
explanation and the impact that their research has made in
motivation science. However, we feel that many of these examples
do not sufficiently address what we aspired for in the target
article.

To respond to these commentaries, we first clarify what we
meant by mental computational processes. As some commentar-
ies correctly pointed out (Wurm et al.; Jurjako; Scarantino), we
had Marr’s (1982) three level of analysis in mind when discussing
mental computational processes. Marr proposed that, when ana-
lyzing the capacity of a system, we have three levels of questions:
(1) The computational level, which asks what is the function/
nature of the system, (2) the algorithmic level, which asks what
are the processes by which the function is computed, and (3)
the implementation level, which asks what is the physical realiza-
tion of the process (van Rooij & Baggio, 2021). By mental compu-
tational processes, we meant the algorithmic level.1 That is,
beyond what it does (i.e., computational level), it should explain
how it achieves what it does. Adopting the example by
Cummins (2000; also cited by van Rooij & Baggio, 2021), let us
consider a hypothetical psychological construct called multiplica-
tion system. The highest, computational level can explain that the
function of this system is to multiply numbers. The algorithmic
level can say that there are different ways to achieve the function –
for example, the multiplication system may use a partial product
algorithm or sequential addition. By clever empirical study, we
can even tell which process is more likely to operate. For this
example, by assessing reaction time for various numbers, we
can test these two hypothesized processes realizing the multiplica-
tion system because sequential multiplication should take longer
as a function of multiplier size.

With this distinction in mind, in our reading of the theories
suggested by the commentators, while we acknowledge that
these theories provide great insights into mental computational
processes, they have two related issues.

First, some theories still rely on the concepts which are
described at the computational level in our opinion. For example,
several commentators (e.g., Del Giudice; Heckhausen &
Rheinberg; Moors; Eccles & Wigfield; Wright et al.; Richter &
Gendolla) mentioned various theories which include common
terms in motivation research – expectancies, values, or goals
(e.g., Atkinson, 1957; Brehm & Self, 1989; Eccles & Wigfield,
2020; Vroom, 1964). Here one common assumption is that people
are more motivated to take action if the action has higher expec-
tancy or value or fits with one’s goal. But this simply describes
what it does (e.g., if you find X valuable, you will do Y). It does
not explain the process underpinning the purpose. As noted in
our original manuscript (sect. 5.4), there are many algorithmic
level questions we can ask. For example, how does one find some-
thing valuable? Perhaps value is not a quantity but takes a form of
mental representation – what, then, are the mechanisms of repre-
sentational change and how can one translate multidimensional
representation into subjective feeling of values? For example, (sit-
uated) expectancy-value theory (Eccles & Wigfield, 2020) posits
that perceived value is formed by socio-cognitive factors (e.g., cul-
tural milieu, goals, other’s beliefs and behaviors), but according to
our perspective, specifying factors is important but not enough to
unravel mental computational processes. The mechanism explain-
ing how a factor influences these constructs is still a black box.

Vassena & Gottlieb provided a nice example in this regard.
Effort and cost are critical components in many traditional moti-
vation theories. Motivation intensity theory (Brehm & Self, 1989)
argued that effort investment is proportional to the importance of
the outcome and the difficulty of the task (Richter, Gendolla, &
Wright, 2016). This is a simple but powerful theory explaining
a variety of motivated behavior without using the concepts of
motivation/needs, but it critically depends on the concepts of
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task difficulty and outcome importance. However, finding the
optimal amount of effort by learning task difficulty and outcome
importance is not a trivial job, and we need to specify how people
can achieve this. In their computational model (Silvestrini,
Musslick, Berry, & Vassena, 2023), the authors showed that it is
critical to incorporate meta-learning mechanisms in the mental
computational processes to explain the relevant motivated behav-
ior, especially in complex environments (e.g., environments with
volatility). This example illustrates how we can unpack the black
box of motivation theories which are not reliant on the concepts
of needs or motivation.

Second, even when these theories could be classed as mecha-
nistic, they tend to be underspecified relative to typical
algorithmic-level explanations in the literature. For example, sev-
eral commentators mentioned theories which adopt the basic idea
of a goal/motivation hierarchy (Del Giudice; Elliot & Sommet;
Moors; Dubourg et al.). For example, Del Giudice’s General
Architecture of Motivation (GAM) model provides a comprehen-
sive picture of human motivated behavior and takes a hierarchical
position: Higher-level motivational systems (i.e., organisms’ core
biological goals such as physical safety, mating, and offspring
care) send emotional signals to (and receive feedback from) a
lower-level instrumental goal pursuit system which manages nar-
rower, more specific goals in an open-ended manner. We already
provided a criticism of the assumption that higher-level motiva-
tion constructs influence lower-level goals in such hierarchical
models (see sect. R2). Indeed, these models do not explain
where these higher-level goals come from. But let us assume
they do.2 While we agree that such a hierarchical organization
represents mechanisms to explain motivated behavior, there are
many underspecified parts in the model. How are different levels
of goals and actions organized or represented? What kind of
information is carried from a high-level goal to the low-level
ones? How do these goals constrain each other to produce a single
action output? In the reinforcement-learning (reward-learning)
literature, hierarchical reinforcement learning (Botvinick, 2012)
provides a nice algorithmic framework to concretely pin down
how agents can manage such an action/goal hierarchy; however,
we do not yet see an implementation of similar frameworks in
the motivation literature.

A similar point can be made for the whole trait theory
(Fleeson & Jayawickreme, 2015) suggested by Ratchford &
Jayawickreme. The theory assumes that environmental and cog-
nitive factors as well as individual differences in how they are pro-
cessed result in certain specific distributional patterns of affective,
behavioral, and cognitive states. The theory suggests that these
specific distributional patterns give rise to what we call traits
(Fleeson & Jayawickreme, 2015). It is indeed consistent with
our perspective that the theory treats traits simply as patterns of
various states and indicates that they do not directly cause behav-
iors (although they also seem to treat traits as real on some occa-
sions, which is reflected in some phrases like “trait enactment”).
At the same time, how these environmental and cognitive factors
interact remain unspecified. It is this process that our proposal
called for in our target article; and promisingly, the investigation
of these factors is now an emerging area in personality psychology
(e.g., Horstmann, Rauthmann, Sherman, & Ziegler, 2020; Kuper
et al., 2022; Roemer, Horstmann, & Ziegler, 2021).

We acknowledge that the issues are a matter of degree: We do
not intend to say that the theories suggested by commentaries do
not address mental computational processes at all. They may do
so to some extent, but we can and should dig deeper. Some of

these theories can be a great first step toward this aim. For exam-
ple, some commentators (Custers et al.; Elliot & Sommet) men-
tioned classic incentive theories of motivation (Bindra, 1974;
Bolles, 1972; Toates, 1986). These theories are underspecified
according to our perspective. At the same time, these theories
can also be deemed as the foundation for contemporary
reinforcement-learning theories (Dayan & Balleine, 2002),
which we believe address mental computational processes to a
much greater extent.

The reward-learning framework of knowledge acquisition
(Murayama, 2022a), which we presented as an example model
describing mental computational processes, is also underspecified.
As indicated by some commentators (Sheldon & Ryan; Schuetze
& Rutten; which we also noted in the target article), the frame-
work has an implicit assumption that awareness of a knowledge
gap initiates information-seeking behavior. But how can one be
aware of a knowledge gap? How should we describe the knowl-
edge representation – via belief states (Golman, Gurney, &
Loewenstein, 2021) or a knowledge network (Murayama, 2022a;
Sizemore, Karuza, Giusti, & Bassett, 2018)? How can we define
the knowledge gap with that representation, and what kind of
methods are used to compute it? As noted in the target article,
this is a hot area in the field and we need to unpack the presented
framework further in future studies.

It is also important to clarify that describing a theory in a
mathematic form does not necessarily mean that it describes
mental computational processes. Atkinson’s expectancy and
value theory of achievement motivation (Atkinson, 1957) men-
tioned by Heckhausen & Rheinberg, Richter & Gendolla, and
Wright et al., for example, is a clear mathematical theory but it
does not explain the nature of expectancy as we discussed earlier
(and the resultant value, which is an inverse of expectancy). The
model of cognitive energetics mentioned by Richter & Gendolla
(Kruglanski et al., 2012), which adopted Lewin’s (1942) force-field
approach, is a theory which explains social judgement and self-
control with the concepts of driving force and restraining force.
The model is described in mathematical forms, but like Lewin’s
formulation, the equations are described at a very general level.
In addition, these mathematical theories critically lack time
dynamics describing how the concepts causally influence each
other over time. According to our view, any mental computa-
tional processes described in these theories are still
underspecified.

R4. Should we push more?

Another set of commentaries challenge our article by indicating
that the proposal we put forth (i.e., to specify mental computa-
tional processes), as it stands, is not enough and we need to
step further. Gernigon, Altamore, Vallacher, van Geert, &
Den Hartigh (Gernigon et al.) argued that the reward-learning
framework of knowledge acquisition is driven by component-
dominant dynamics which are fundamentally different from the
interaction-dominant dynamics of the dynamic system approach
(Den Hartigh, Cox, & van geert, 2017; Van Orden, Holden, &
Turvey, 2003). They argued that what we called “emergent prop-
erty” is not, strictly speaking, emergent, because we specify the
factors and causal relations underlying the phenomenon. Ozgan
& Allen made a similar point by considering our stance as a
substance-oriented framework.

Indeed, the reward-learning model of knowledge acquisition is
not a dynamic systems model in a strict sense, which is
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characterized by the interaction of elements producing phenom-
ena that cannot be predicted by examining the elements them-
selves. By looking at the specified reward-learning mechanisms,
it is easy to see how an agent acts as if it had the need for com-
petence. But it is important to emphasize that we presented the
framework as one example of how mental computational pro-
cesses can be specified. Regardless of whether the proposed mech-
anisms are component- or interaction-dominant, we welcome
models and frameworks that seek to specify computational mech-
anisms underlying motivated behavior. Perhaps one important
question is how much of motivated behavior can be explained
by interaction-oriented dynamics (i.e., dynamic systems phenom-
ena) and how much can be explained by component-dominant
dynamics. There are certainly phenomena which can be better
captured by dynamic systems perspective (Gernigon, Vallacher,
Nowak, & Conroy, 2015; Kaplan & Garner, 2017; Laskar & van
der Maas, 2024), but we do not believe that this perspective
encompasses all motivation constructs. This can be tested if
more work emerges focusing on mental computational processes
in the future.

Alexander also provides a similar critical comment, although
from a different perspective. Specifically, she suggested that the
mental computational processes as illustrated by our reward-
learning framework assume linearity and directionality, disregard-
ing the dynamic and complicated nature of mental functioning.
As noted above, we describe mental computational processes
rather broadly, and they can accommodate complexity, dynamics,
and non-linearity. The reward-learning model of knowledge
acquisition is just one example, and we do not limit ourselves
to it. However, unlike Gernigon et al., Alexander seems to have
a more pessimistic view of whether we can truly specify such
mental computational processes to explain motivated behavior
(see also Heckhausen & Rheinberg). We do agree that mental
computational processes underlying behavior are complicated
and dynamic, especially when we leave the laboratory and attempt
to study real-life behaviors. At the same time, recent years have
seen a dramatic rise of modelling approaches in cognitive science
and increased availability of real-life data via digital technologies
(Allen et al., 2024). We feel that the time is ripe to take this bold
step to further our understanding of motivated behavior in real
life, rather than accumulating empirical evidence solely using
broader motivational constructs. Our proposal aimed to encour-
age scholars to take such an endeavor.

Schuetze & Rutten brought another important perspective to
our proposal – it is not the accuracy of mental computational pro-
cesses per se that defines the best model but how useful the model
is in practice. However accurate a model is, if the model is not
interpretable, it is not useful for practitioners or policymakers.
They provided interesting examples from the field of education,
in which two prominent education researchers, Carroll (1963)
and Bloom (1976), pushed forward computational process models
of school learning but attracted minimum attention due to these
models’ complexity (Harnischfeger & Wiley, 1978).3 We partly
agree and indeed, investigating increasingly fine-grained levels
of analysis may not be helpful to think about the best intervention
for the phenomenon. At the same time, we believe that identifying
the mental computational processes in many cases could provide
the right bite-sized chunks for practice – not too broad, but not
too intricate. When we say that the need for autonomy is impor-
tant for well-being, self-determination theory provides several
important practical suggestions, such as providing choices,
encouraging self-initiation, and offering rationales for why

autonomy is important (e.g., Pintrich & Schunk, 2002). But
these practices themselves do not offer a universal solution
(hence why it is difficult to promote people’s well-being!). To
find a more effective intervention, we need to understand how
the provision of choices leads to increased well-being by identify-
ing the underlying processes that give rise to the feeling of auton-
omy (see also Yan, Sana, & Carvalho, 2024). Even the complex
systems perspective, which has been criticized for its lack of use-
fulness for applications, could provide valuable insights into when
and under what conditions an intervention works (Gernigon, Den
Hartigh, Vallacher, & van Geert, 2024; van der Maas, 2024; see
also the concept of process causality suggested by Gernigon
et al. and Ozgan & Allen).

Schuetze & Rutten’s commentary provides an interesting con-
trast to the commentary by Wurm et al. They demanded that we
should also consider the physiological implementation of the
mental computational processes, that is, neural mechanisms (see
also the commentary by Vassena & Gottlieb). They argued that
neural level analyses can be an empirical tool to falsify or modify
the proposed mental computational mechanisms, indicating the
importance of taking multi-level perspective, considering different
levels of analysis altogether. In a similar vein, Spurrett argued
that, when we consider mental computational processes, we can-
not avoid the role played by the bodies and actions (and their
neural implementations). In fact, all the motivated decision mak-
ing comes down to physical actions which compete with each
other, which places substantial limitations on what we can do at
a time. For us, such bodily constraints are also part of the level
of physiological implementation by Marr (1982).

We agree with the point, and this can be also a great response
to Schuetze & Rutten’s commentary. Even when a certain theory
turns out to be useful in practice, lower-level analysis still serves as
a tool to empirically constrain theory (Marr, 1982). At the same
time, we also feel that seeking to understand brain mechanisms
(and associated bodily mechanisms) adds further complexity to
our already-challenging endeavor, especially given the limitations
of currently available neuroscientific methods. We acknowledge
that these methods have made substantial progress in recent
years, but many challenges remain before we can specify the
neural mechanisms underlying motivated behavior.

R5. Critical factors when considering mental computational
mechanisms

Several commentaries raised additional critical factors concerning
theories of mental computational mechanisms underlying high-
level motivation constructs. We appreciate the suggestions. This
kind of exchange would have been impossible if we stopped our
thinking at the higher-level motivation construct, and illustrates
the fruitfulness of our suggested direction.

van Lieshout, Zhang, Friston, & Bekkering (van Lieshout
et al.) suggested that integrating the predictive processing frame-
work would enrich our understanding of motivated behavior.
These commentators state that the predictive processing frame-
work encompasses all aspects of sensory experience, not a mere
reward function, and agents choose actions according to the
expected free energy – to maximize prediction of the world
(Friston & Kiebel, 2009). Reber, Haugen, & Martinussen
(Reber et al.) also indicated the utility of this framework (but
see the commentary by Moors for a critical remark). The
reward-learning framework of knowledge acquisition is not
inconsistent with the predicting processing framework
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(Fitzgibbon & Murayama, 2022). Although not explained in the
target article, Murayama (2022a) indicated that “knowledge” or
“information” is defined broadly, including perceptual or sensory
information. Importantly, unlike other major models of
information-seeking, the framework features a “knowledge
base,” which represents all the past experiences of the agent
(the “kind of thing that I am” according to their terminology).
The knowledge base serves as the basis for prediction, and by tak-
ing actions that reduce expected uncertainty, the agent tries to
construct the optimal world model, that is, expand and improve
the knowledge base. At the same time, one critique we offer of
the predictive processing framework is its computational tractabil-
ity (Gottlieb & Oudeyer, 2018; Ten et al., 2024) – given the tre-
mendous amount of experiences we accumulate over
development, how can we efficiently calculate the expected infor-
mation gain at every moment? To understand mental computa-
tional processes underlying the concept of need for competence,
perhaps we also need to find concrete heuristics people take to
master their environment (Ten et al., 2024) or think seriously
about how our knowledge is represented (Murayama, 2022a).

Bunzeck & Haesler argued that novelty is a key driver to
explain exploration (and other motivated) behavior. Novelty and
uncertainty are similar concepts but they can be distinguished via
mental computational processes (Modirshanechi, Lin, Xu,
Herzog, & Gerstner, 2023b; Poli, O’Reilly, Mars, & Hunnius,
2024). But novelty is not the only factor for exploration. In fact,
one of the interesting aspects of information-seeking behavior is
that people tend to become more and more interested as they
acquire more knowledge (Alexander, Jetton, & Kulikowich, 1995;
Fastrich & Murayama, 2020; Singh & Murayama, 2024; Witherby
& Carpenter, 2022). This is because accumulated knowledge
makes people aware the things they are not certain about
(Murayama, 2022a; Murayama, FitzGibbon, & Sakaki, 2019).
This means that the need for competence is likely to be governed
by multiple processes such as uncertainty reduction, novelty seek-
ing (Bunzeck & Duzel, 2006), and savoring (Kobayashi, Ravaioli,
Baranès, Woodford, & Gottlieb, 2019). How we weigh these differ-
ent processes and integrate them depending on the contexts is an
important area for future research (Modirshanechi,
Kondrakiewicz, Gerstner, & Haesler, 2023a; Poli et al., 2024).

Reber et al. proposed that subjective metacognitive feelings
play a critical role in motivated behavior and should be actively
incorporated in specifying mental computational processes. A
similar point was made by Del Giudice’s GAM model, in
which affect serves a critical interface between the higher-order
and lower-order goals. While our proposal put subjective experi-
ences outside of the mental computational processes (Fig. 1 in the
target article), as implied by the arrow from subjective experiences
to mental computational processes, we did not preclude the pos-
sibility that subjective experiences modulate mental computa-
tional processes. In fact, in our work of metamotivation, we
showed that people often have the wrong metacognition about
how motivation functions and take actions that are not adaptive
for motivation (Hatano, Ogulmus, Shigemasu, & Murayama,
2022; Kim, Sakaki, & Murayama, 2024; Kuratomi, Johnsen,
Kitagami, Hatano, & Murayama, 2023; Murayama, Kitagami,
Tanaka, & Raw, 2016). One critical question in this regard is,
what are the mental computational processes that give rise to
these metacognitive feelings? If these metacognitive feelings are
calculated by relatively simple algorithms such as familiarity or
fluency (Reber, Winkielman, & Schwarz, 1998), then it is possible
that they serve as important heuristics for us to efficiently reduce

uncertainty in our knowledge (see also our response to van
Lieshout et al.). In fact, Shenhav (2024) recently argued that
the “goal” concept in decision-making literature may be an emer-
gent property which is produced by individuals’ affective
associations.

Ainslie pushed the reward-learning framework further and
discussed the nature of intrinsic or endogenous rewards
(Ainslie, 2013), and how we manage them. Indeed, when unpack-
ing the black box of motivational constructs according to the
reward-learning framework, it is imperative to unpack the compu-
tational mechanisms that give rise to endogenous rewards. Ainslie
also argued that for information gain (uncertainty reduction) to
be regarded as rewards, they should (a) perform like rewards
that have been studied in other contexts, (b) have a variable effect
over a time course, and (c) depend on some kind of appetite.
Temporal change in the rewarding value of information gain
has been studied in empirical studies (Hsiung, Poh, Huettel, &
Adcock, 2023; Noordewier & van Dijk, 2015) but for other
aspects, we still know little. We agree that this is an important
area for research in the future.
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Notes

1. We acknowledge that the name “mental computational processes” was con-
fusing as it includes the term computational, which Marr used for the first
level. But we used the term computational to be related to “computational
modeling” in cognitive science/neuroscience.
2. In fact, we feel this assumption is tenable for more specific types of goals
which are made salient by the environment. Please be reminded that the target
article criticizes motivation concepts that explain broad range of behaviors
(“high-level motivation constructs”).
3. We would like to add Campbell and Frey (1970) as another great example
in education.
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