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Abstract

Word-level language identification is an essential prerequisite for extracting useful information from code-
mixed social media content. Previous studies in word-level language identification show two important
observations. First, the local context is an important indicator of the language of a word when a word
is valid in multiple languages. Second, considering the word in isolation from its context leads to more
effective language classification when a word is borrowed or embedded into sentences of other languages.
In this paper, we propose a framework for language identification that makes use of a dynamic switching
mechanism for effective language classification of both words that are borrowed or embedded from other
languages as well as words that are valid in multiple languages. For a given input, the proposed switching
mechanism makes a dynamic decision to bias its prediction either towards the prediction obtained by the
contextual information or that obtained by the word in isolation. In contrast to existing studies that rely
upon large amounts of annotated data for robust performance in a multilingual environment, the pro-
posed approach uses minimal annotated resources and no external resources, making it easily extendible
to newer languages. Evaluation over a corpus of transliterated Facebook comments shows that the pro-
posed approach outperforms its baseline counterparts: classification based on the contextual information,
classification based on the word in isolation, as well as an ensemble of the two classifiers.

Keywords: Language identification; Code-mixing; Social media text; Multilingual

1. Introduction

Word-level language identification of code-mixed social media text is crucial for any downstream
text processing applications like sentiment analysis, machine translation, etc. Social media data
are inherently noisy in nature owing to the presence of irregular and noisy word forms, abbre-
viations, and creative spellings. This induces challenges to any form of text processing including
language identification. Additionally, in a multilingual environment, factors such as code-mixing
and phonetic typing (transliteration) further escalate both the importance as well as the challenges
associated with language identification. For example, consider the comment on a celebrity page
What a dumdaar performance! [What an impactful performance!]. In order to produce accurate
results, any text-based application like sentiment analysis will require the information that the
word dumdaar is a Hindi word that is embedded into an English sentence. Further, consider the
phrases stomach ache and koyek din ache [Few days left]. Here the language of the word ache varies
with the context. In the first case (stomach ache), it is an English word, whereas, in the latter case, it
is a Bengali word in a phonetically typed Bengali sentence (koyek din ache). These examples spell
out the ambiguities associated with user-generated content in a multilingual environment and
motivate the importance of a good language identification system for subsequent text processing.
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The examples also illustrate the requirement of language identification at the finer level of words
rather than at coarser levels of documents or sentences.

Although word-level language identification has already been addressed in literature, exist-
ing studies in word-level language identification exhibit certain limitations. First, most studies
do not take into consideration the diverse nature of the vocabulary in noisy code-mixed envi-
ronments and the challenges thereof for word-level language identification. In a multilingual
environment, different social media phenomena such as lexical borrowing, code-mixing, and
phonetic typing lead to shared vocabulary across discourse in different languages. While several
studies (Bock (2013); Yip and Matthews (2016)) focus on the sociological and linguistic aspects of
these phenomena, from the language identification standpoint, not much effort has been directed
towards understanding the diversified nature of vocabulary in multilingual social media text and
its impact on language identification. In particular, the examples discussed above highlight two
major challenges for language identification in a multilingual environment. First, in a multilin-
gual environment, contextual information plays an important role in identifying the language of
words, particularly when words are valid across multiple languages. However, when words are
borrowed from a different language (e.g., the word dumdaar in What a dumdaar performance?),
taking into consideration contextual information can be misleading. Therefore, the second chal-
lenge in word-level language identification is to identify words that are borrowed and deprioritise
the contextual information while identifying the languages of such words. Although each of these
problems has been addressed separately in literature (Nguyen and Dogrudz (2013); Patro et al.
(2017)), a single unified framework that resolves both challenges in unison is lacking. In particu-
lar, the non-complementary nature of the problems stands as a major obstruction in achieving a
single model that addresses both challenges. Therefore, this paper presents a word-level language
identification framework that is robust to such multilingual challenges.

In addition to the limitation discussed above, the second limitation of most existing language
identification studies is that they necessitate the use of different resources like dictionaries (Das
and Gamback (2014)), annotated data (Nguyen and Dogruéz (2013)), monolingual corpora (King
and Abney (2013)), transliteration resources (Singh et al. (2018)), etc. Acquiring these resources
is in itself an expensive and tedious task and stands as a major drawback in the applicability of the
existing methods to newer languages. Therefore, the objective of this paper is to build a language
identification framework that is robust to the requirements of a multilingual environment while
using minimal resources such that it can easily be adapted to newer languages with even fewer
resources.

In our earlier study (Sarma et al. (2018)), language identification considering the words in iso-
lation (global semantic similarity) and considering the contextual information (local contextual
similarity) have been explored. The study shows two important observations. First, considering
the words in isolation helps in correctly identifying the language of words that are embedded
or borrowed into sentences of other languages. Second, the contextual information is helpful in
identifying languages of words when words are valid in multiple languages. However, as men-
tioned above, in practice, a single unified classification framework is desired that can effectively
identify both words that are embedded or borrowed into sentences of other languages as well as
words that are valid in multiple languages. In this study, we, therefore, further investigate the out-
put of the two classifiers reported in the study (Sarma et al. (2018)). We observe that selecting
the correctly classified examples from each of the two classifiers can lead to a significant boost
in performance. Motivated by this observation, this study proposes to build a dynamic switching
mechanism between the classifier built considering the contextual characteristics of words and the
classifier built considering the words in isolation. By designing a dynamic switching mechanism,
the proposed method attempts to choose the output of one of the two classifiers based on the input
characteristics. An alternate way to integrate the information from multiple classifiers is to build
an ensemble classifier. The performance of the proposed framework is also compared to that of a
neural ensemble framework, details of which are reported in Section 5.
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Frameworks similar to the one proposed in this study have also been explored in other tasks;
authors in Rei et al. (2016) use an attention layer to shift the attention between character and
word embeddings to handle out-of-vocabulary and infrequent words in neural sequence labelling
models. A similar model is also used in Miyamoto and Cho (2016) to find an optimal com-
bination of character-level and word-level information for their language modelling task. The
difference between these models and the proposed model is that while these models use the atten-
tion mechanism to choose between different input representations, the proposed model uses a
similar mechanism to choose between classifier outputs for the same input. The advantage of the
proposed model is that it can be used with any baseline classifiers. In summary, this paper has the
following contributions:

+ Proposes a word-level language identification framework for code-mixed social media con-
tent that can dynamically switch decisions between different classification outputs based on
a given input. Experimental results show that the proposed framework is able to achieve
better performance compared to the baseline components as well as the neural ensemble
framework.

« Proposes the use of non-text-based features for language identification. Experimental results
show that the non-textual features yield performance that is comparable to text-based
features.

The rest of the paper is organised as follows. Section 2 discusses the related literature in the
area. Section 3 discusses the proposed framework. Datasets used and experimental set-ups are
discussed in Section 4. Results and observations are discussed in Section 5. Section 6 discusses the
conclusion and future works.

2. Related studies

Automatic language identification is a well-explored problem in literature. Studies have focused
on different level of granularities — document-level language identification (Cavnar and Trenkle
(1994); Yang and Liang (2010)), sentence-level language identification (Carter et al. (2013); Wang
et al. (2015)) and word-level language identification (Das and Gamback (2014); Rijhwani et al.
(2017)). While most early language identification studies focus on the document-level language
identification of regular text like news articles, historical documents, etc., over the last few years,
the attention has shifted towards short noisy text in different social media platforms like discus-
sion forums (Abainia et al. (2016)), Facebook (Sarma et al. (2019)), Twitter (Zubiaga et al. (2016)),
etc. While sentence-level language identification has also been addressed for social media text,
with the ever-growing popularity of social media platforms, word-level language identification
has, in particular, garnered much attention and is an active area of research in the current times.
The discussion in this section, therefore, focuses on word-level language identification.

Based on the resources used, word-level language identification approaches used can broadly be
categorised into (i) classification using dictionaries, (ii) classification using code-mixed annotated
data, (iii) classification using monolingual corpora and (iv) classification using transliteration.

A dictionary-based approach for language identification has been used in Barman et al. (2014)
where the language of the word is classified based on its frequency of occurrence in multiple lan-
guage dictionaries. Dictionary look-ups for language identification have also been used in Nguyen
and Dogruoz (2013). However, considering the variations of word forms in social media con-
tent and unavailability of dictionaries for transliterated text, dictionary look-up is not an efficient
approach for language identification in terms of coverage as well as performance.

The use of code-mixed data annotated at the word level with the corresponding language
information to train word-level classifiers is one of the most commonly used approaches.
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Classification-based approaches like SVM, Naive Bayes, and sequence classification-based
approaches like CRF have been used in Barman et al. (2014) and Gundapu ef al. (2018) to train
word-level classifiers. CRF-based approaches have also been used in Nguyen and Dogruéz (2013),
(Xia (2016), Sikdar and Gambick (2016) and Chittaranjan et al. (2014). A CRF classifier com-
bined with post-processing heuristics has been used in Banerjee et al. (2014). In addition to
addressing word language identification, authors in Das and Gamback (2014) also introduce a
metric called Code-Mixing Index that shows the level of mixing between different languages in
a given text. Authors in Vyas et al. (2014) also use a CRF-based classifier for word-level lan-
guage identification, where they also address other tasks like back transliteration, normalisation,
and part-of-speech tagging. Word-level language identification and prediction of code-switching
points have also been addressed in Piergallini ef al. (2016). Sequence classification using RNN has
been used in Samih et al. (2016). A multichannel convolutional neural network (CNN) combined
with a bidirectional long short-term memory (BiLSTM)-CRF module has been used in Mandal
and Singh (2018). Sequence to sequence models has also been used in Jurgens et al. (2017). Instead
of sequence models, authors in Zhang et al. (2018) propose a two-stage model wherein in the first
stage, a distribution over the languages for a given word is predicted, followed by a decoder in the
second stage which along with the language distribution predicted in the first stage also takes into
consideration the global constraints over the entire sentence.

A drawback of using word-level annotated code-mixed data for training classification models
is that they are expensive to obtain. Considering variations in word forms in social media text
owing to factors like code-mixing, phonetic typing and spelling variations, in the absence of large-
scale annotated data, it may not be possible to capture word and language variations in a highly
multilingual environment. Therefore, in an effort to reduce the dependence on annotated data,
classification using monolingual corpora in the respective languages has been proposed. Authors
in King and Abney (2013) use a collection of monolingual texts and employ weakly supervised
and semi-supervised methods for word-level language identification in multilingual documents.
Authors in Rijhwani et al. (2017) also use unsupervised models using monolingual corpora and
HMM for word-level language identification. Instead of using real code-mixed datasets, authors
in Gella et al. (2014) also create a synthetic code-mixed language identification dataset from a
collection of monolingual text. However, a drawback associated with using monolingual corpus
for word language classification is that it is not easy to obtain a clean monolingual corpus for
transliterated text. Considering that a large section of Indian social media conversations is in
transliterated form, these approaches may not be feasible in many scenarios.

Most of the studies discussed above make use of only word-level information for language iden-
tification. However, character-level information has also been found useful. Capturing character-
level information is associated with two advantages. First, it can be useful in handling unseen
word variations. Second, it is most likely that character sequences of different languages will have
different structural properties which can be used to disambiguate languages of words. Character
embeddings and subword unit information have been used to capture this information in Jaech
et al. (2016) and Mave et al. (2018). In a slightly different approach, authors in Singh et al. (2018)
use a transliteration model to transliterate romanised script to Devnagiri script. They use RNNs
to train a character language model for each language. Given an annotated corpus, the output
of the language models is combined with other features to train a word-level language classifier.
In addition to character n-gram information, phonetic information has also been used for word
language identification in Das et al. (2019).

Apart from individual studies on word-level language identification, several survey articles
(Jauhiainen et al. (2019) and Garg et al. (2014)) dedicated to language identification also exist
in literature. A number of shared tasks (Solorio et al. (2014) and Molina et al. (2016)) have also
been organised to address word-level language identification problems. Apart from word-level
language identification, other closely related studies include analysing different aspects of
code-switched data (Rudra ef al. (2019)), prediction of code-switching points from multilingual
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communications (Papalexakis et al. (2014)), predicting foreign language usage in social media
posts (Volkova et al. (2018)), language informed modelling of code-mixed data (Chandu et
al. (2018)), predicting the presence of matrix language (Bullock et al. (2018)) and predicting
likelihood of word borrowing in social media (Patro et al. (2017)). Recently subword-level
language identification has also been addressed in literature. Although it is beyond the scope
of this study, some of the recent studies around intra-word code-switching involve the work in
Mager et al. (2019) and Nguyen and Cornips (2016).

While most of the existing studies report quite satisfactory performance, they have certain dis-
advantages associated that have also been pointed out in the above discussion. First, developing
word-level annotated data is expensive both in terms of time and effort and subject to human
error. Second, most methods that avoid the use of word-level annotated data use other resources
like dictionaries, monolingual corpora, transliteration tools, etc. Therefore, these approaches are
only applicable to languages that are well equipped with these resources. Also, very often, these
resources are available in the native scripts of the languages. The use of transliterated text for
posting content on social media makes these resources unusable. This paper, therefore, focuses on
presenting a method for word-level language identification that uses minimal resources such that
it can quickly be adapted for any language. This also makes the proposed approach particularly
suitable for low-resource languages. The proposed approach discussed in Section 3.3 is motivated
by the observations in Sarma et al. (2018).

3. Proposed methodology

This section describes the proposed model to address word-level language identification over
code-mixed social media text in a multilingual environment. The objective is to build a dynamic
switching mechanism between two classifiers that consider the word in isolation (described as
global semantic similarity) and the word with its contextual information (described as local con-
textual similarity) (Sarma et al. (2018)). Before discussing the details of the proposed methods, we
briefly discuss the nature of the dataset used in this study to help the reader to understand the pro-
posed method with ease. Word-level language identification has considered datasets annotated in
two different levels: annotated at the word level and annotated at the sentence level. Word-level
annotation is expensive compared to sentence-level annotation. Therefore, word-level language
identification using word-level annotated data may not be suitable for low-resource languages.
Like in our earlier study (Sarma et al. (2018)), this paper considers the same sentence-level anno-
tated dataset. While using sentence-level annotations, the vocabulary set may be divided into two
disjoint subsets resolved set R and unresolved set U. The resolved set R are those words that occur
only in sentences of a particular language. Therefore, they can be assumed to belong to the same
language as the language of the sentences in which they are occurring. The unresolved set U, on
the other hand, are those words that occur in sentences of multiple languages. Therefore, the lan-
guage of these words cannot be confirmed using the sentence-level language information alone.
So, the task of language identification can be considered as the task of identifying the underlying
languages of the words in the unresolved set U using the words in the resolved set R. The words
in the resolved set R are used as training samples in building classifiers. The classifiers proposed
in Sarma et al. (2018), that is, considering word in isolation and considering contextual informa-
tion of words are considered as the baseline classifiers in this study. Details of these classifiers are
briefly discussed below.

3.1. Word-level language classification considering word in isolation (global semantic similarity)

This approach assumes that taking into consideration information about the target word alone
is sufficient to identify the language of a word. This approach is based on the target word only
irrespective of the context in which the target word appears. Therefore, all occurrences of a given

https://doi.org/10.1017/51351324921000115 Published online by Cambridge University Press


https://doi.org/10.1017/S1351324921000115

342 Neelakshi Sarma et al.

word form are identified as belonging to the same language. This method, therefore, works well
when the percentage of words valid across multiple languages is very low in the corpus.

In this study, the target word is represented by a word embedding vector that is obtained
by training word embedding models (skipgram) over a large corpus of code-mixed text. Word
embedding models like word2vec make use of the co-occurrence information of words to gener-
ate low-dimensional vector representations of words. The resultant vectors capture the semantic
and syntactic similarities of words. As a result, similar words lie close together in the projected
vector space. The use of these word representations for representing the input to language classi-
fication models is driven by the intuition that the word representations obtained by training word
embedding models over a corpus of code-mixed text are capable of capturing the language char-
acteristics of the words. As such, words in the same language lie closer in the projected embedding
space than words in different languages. Therefore, the language of a target word can be identi-
fied by finding its similarity to other words whose languages have already been identified. With
words in the resolved set R as training samples and their vector representations as feature vectors,
a classifier is trained. The trained classifier is then used to identify words in the unresolved set U/.

We experiment with four different popularly used classification frameworks - Convolutional
Neural Networks (CNNs), Bidirectional Long Short Term Memory Networks (BiLSTMs), sup-
port vector machines (SVMs) and logistic regression (LR). The detailed experimental set-up of
these classifiers is discussed in Section 4.1. This approach is called the global semantic similarity
based approach because the classification is based on the representation of the words in the global
embedding space of the corpus.

3.2. Word-level language classification using contextual information (local contextual similarity)

In a multilingual environment, context (preceding words and succeeding words) often helps in
identifying the language of a target word, that is, the language of the context and target words may
often be the same. Contextual information is particularly important when the languages under
consideration contain shared vocabulary, whether due to inherent similarities between languages
or due to other phenomena such as phonetic typing or creative writing. Therefore, in the local
context similarity-based classifier, context information is also considered while classifying the
language of the target words. The target word is represented by a vector which is the concate-
nation of the vector representations of the target word and words in the context in order of their
occurrences.

Like in global similarity, vector representations are obtained by training word embedding mod-
els over a large corpus of code-mixed text. Classification frameworks including CNN, BiLSTM,
SVM and LR are built over the concatenated vector representations and trained using words in R
as training samples. The detailed experimental set-up of these classifiers is discussed in Section 4.1.
This approach is called the local contextual similarity-based approach because the classification is
based on the target word as well as the local context in which the target word is occurring.

Both the above classification approaches are associated with respective advantages and dis-
advantages. The global semantic similarity-based approach, being based only on the embedding
vector of the target word, all occurrences of the same word are assigned the same language label.
While this approach works well when words are borrowed or embedded into sentences of other
languages, this approach fails when the word is valid in multiple languages. On the other hand,
considering the contextual information helps in correctly identifying languages of words that are
valid in multiple languages. In a noisy multilingual environment, it is desirable that the model
learns to prioritise between the words in isolation and the contextual information depending
upon a given input. The proposed model discussed below attempts to achieve this by using a
feed-forward neural network combined with the output from the individual classifiers which we
refer to as the baseline classifiers with respect to the proposed framework.
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Figure 1. Proposed word-level classifier combining output word-level classifiers built using word in isolation (C1) and using
contextual information (C2).

3.3. Proposed classification framework

The proposed approach uses a feed-forward network to dynamically switch decisions between
the global semantic similarity and local contextual similarity for any given input. Figure 1 shows
the proposed model architecture. Let C1 represents the global semantic similarity-based classifier
and C2 represents the local contextual similarity-based classifier. The output from C1 and C2 are
vectors representing the probability distribution over the languages for the target word. Let these
probability distributions be represented by 0; and 0, respectively. Let x be the feature vector
representing the target word. This x could be the textual content of the input. It can also be other
non-text-based features representing the target word and its context. The different representations
of x are discussed in detail in Section 3.4. The input vector x is passed to a fully connected feed-
forward neural network with one hidden layer. Let W be the parameter matrix between the input
layer and the hidden layer and W be the parameter matrix between the hidden layer and the
switch layer. The output vector of the switch layer y is normalised with a sigmoid operation. The
expressions for the forward pass are shown below:

= tanh(WIx +b;) (1

y=0(W/h+b,) )

The vector y in Equation (2) acts as the switch, the purpose of which is to switch the output of the
classifier between 0; and o, based on the given input x. This is shown in Equation (3) where ©
represents element-wise product:

z = softmax((1 —y) © 01 +y© 03) (3)

If |y| is high, that is, the values in y are close to 1, the first component of the sum in Equation (3)
reduces to 0 and the final output of the classifier is biased towards 0,. Similarly, if |y| is low, that
is, the values in y are close to 0, the final output of the classifier is biased towards o;. Therefore,
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the objective of the proposed framework is to train the network in such a manner that the val-
ues in y range in between 0 and 1 according to whether the final desired output should be biased
towards 0; or 0,. The proposed model consists of three components — the two baseline compo-
nents and the feed-forward network that acts as the switching mechanism between the baseline
components. Instead of training the three components end-to-end, each of the components is
trained separately, and the outputs from the pre-trained baseline models are selected based on the
output of the proposed switch network, that is, y. This enables the proposed framework to be used
with any baseline component. For learning the parameters of the switch network, the representa-
tion vector of the input text x is considered as the only input to the network. The output vectors
0; and o; of the component classifiers are used while estimating the model output z as defined in
Equation (3). Let Z be the ground truth vector (one hot vector) associated with the input x. Cross-
entropy between Z and z has been used as the loss function for learning the model parameters W
and W, as defined below:

c
E=— Z Zilog(z)) 4)
i—1

where C is the number of classes, that is, the number of languages. The training procedure for the
component classifiers are discussed in Section 4.

3.4. Input representation

The goal of the proposed framework is to dynamically switch between the baseline classification
outcomes depending on the given input. This study proposes different features that can be used
to represent a given input text to train the proposed framework to make an effective switching
decision. These features are discussed below. These features are generated as a part of the feature
selection module shown in Figure 1. Figure 2 describes in detail the processing of the input text to
generate input vectors of different components. The generated input vector x is fed as input to the
switch network. The following subsections describe the generation of the vector x which is used
as input to the switch network.

3.4.1. Content features

The objective of the content features is to use textual information to identify the language of a
word. The textual information considered in this case comprises the target word and the sur-
rounding words. Therefore, the input vector x, while considering content features, is the same
as that of the context-based component classifier, that is, the target word along with its context
(preceding and following words) is fed as input to the proposed classifier. The intuition is that the
word, along with its context, will be able to capture switching characteristics between the two clas-
sifiers. Pre-trained word embeddings obtained by training a word embedding (skipgram) model
over a large code-mixed corpus are used to represent the input. While feeding as input to the clas-
sifier, the word embeddings of the target word and the words in the context are concatenated in
the order of their occurrence (Figure 2(a)).

3.4.2. Neighbourhood based features

The content features make use of the textual information directly for identifying the language of
a target word. However, the noise present in the social media data, like irregular and ambiguous
word forms, leads to limitations in the performance of the text-based features. Therefore, the goal
of the neighbourhood-based features is to extract non-textual information from the data that can
overcome the limitations of the text-based features.
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Figure 2. Generation of feature vectors from input text using different components.

The neighbourhood-based features proposed in this study attempts to encode the semantic
relation of the words with other words in the corpus into a fixed-sized vector. Therefore, the
neighbourhood vector is a fixed-sized vector representing structured information about the input
in contrast to the content features that are represented by the word embeddings that accommodate
detail semantic information about the word and its context.

This study proposes two neighbourhood-based features as discussed below. The intuition is
that the neighbourhood characteristics of a word can be an important indicator of whether the
word is a borrowed word or is a word that is valid in multiple languages. These approaches are
discussed in detail below:

+ Local neighbourhood: The local neighbourhood-based information tries to encode the
semantic information between the target word and its local context (preceding and follow-
ing words). The intuition is that the semantic distance of the target word with its context
can be a good indicator of whether the target word and the words in the context belong
to the same language. In other words, if a target word belongs to the same language as its
context, its distance from other words in the context will be lesser compared to when the
target word belongs to a different language and is embedded or borrowed into the current
context. Accordingly, the classification output can be biased towards the prediction obtained
considering the contextual information or prediction obtained considering the word in iso-
lation. This approach is therefore called the local neighbourhood-based approach because it
considers the local neighbourhood of the target word.
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The local neighbourhood is represented by a vector comprising the minimum, maximum and
average distance of the target word from the words in the context. The distance is given by the
cosine similarity between the embedding vectors of the words. This is shown in Figure 2(b). The
intuition is that a word will be semantically more similar to words in the same language than
words in other languages. Therefore, when a word is borrowed or embedded into a sentence of
another language, its distance from the context would be higher compared to instances when the
target word and the context words are in the same languages.

Let t; be the embedding vector of the i word in a sentence. Then, the ti—j and t;;; denote its

™ left and right neighbours, respectively. The input vector x to the switch network is defined by a
vector with three elements as follows :

xo = min ({s|s = cosine(t;, t;1}))~V;, =k <j < k,j #i}) ®
x1 = max ({s|s = cosine(t;, ti1;))~Vj, =k <j <k, j # i}) ©
k
1 .
0= .Zk (cosine(t;, titj)) @)
—
i

where k denotes the number of words in the left and right neighbourhood.

« Global neighbourhood: The global neighbourhood tries to encode the semantic information
of the target word with respect to its neighbours in the global embedding space. The global
neighbourhood of the target word is represented by a vector that represents the k-nearest
neighbours of the target word in the global embedding space. The intuition is that if a word
is valid across multiple languages, the neighbourhood of this word in the global embedding
space will consist of words of different languages. On the other hand, if a word is valid only in
a single language and its occurrences in sentences of other languages are the result of embed-
ding/borrowing, the global embedding space of such words will comprise all words of the
same language. Therefore, while determining the language of a target word, if the neighbour-
hood of the target word is dominated by words in a single language, the output from the
classifier considering the word in isolation should be given preference. On the other hand, if
the neighbourhood is composed of words from different languages, then while determining
the language of the word, the output from the classifier considering contextual information
should be given priority. The global neighbourhood vector x of a word ¢ is the distribution
of the languages in its neighbourhood. Let V) be the set of top k most similar words to the
target word ¢ and let £ denote the set of languages under consideration. Then the elements
of the feature vector x that denotes the global neighbourhood of the target word ¢ consists of
the number of words in each language in the set Vi. For example if |£|=4, then the feature
vector representing the global neighbourhood of the term ¢ is given by x = (x1, x2, X3, x4)
where x;, i = 1...4, is the number of words in V) that belong to language L;. The feature vector
x is then used as input to the switch network. As discussed in Section 4, the switch network
is built considering only words in the resolved set R.

3.4.3. Combination of content and neighbourhood-based features

The aim is to represent an input by a combination of its content features and neighbourhood
features. The idea is to explore the advantages of combining the detailed semantic information
represented by the content features with the fixed-sized structural information represented by
the local and global neighbourhood. We explore two ways of combining the features. In the first
approach, all three sets of features, that is, the text features, the local neighbourhood features
and the global neighbourhood features are merged in the hidden layer. In the second approach,
the above sets of features are merged in the hidden layer following a selective feature dropout
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Table 1. Description of the dataset annotated at the sentence
level

Language #Sentences Avg length
Assamese (as) 5198 15 words
Bengali (bn) 1594 12 words
Hindi (hn) 663 12 words
English (en) 21,531 24 words
Total 28,986 -

mechanism proposed in Zhang et al. (2018). In the original paper (Zhang et al. (2018)), selective
feature dropout is implemented by randomly setting the feature group values to zero with 50%
probability. However, in the current study, the feature dropout strategy is implemented by
alternatively setting a very high dropout (90%) between each feature group and the hidden layer
during the training iterations.

4. Dataset and experimental set-up

This study uses the same dataset reported in Sarma et al. (2018). This dataset is a collection of
code-mixed transliterated Facebook comments collected from a highly multilingual environment
using Facebook Graph API. A total of 409,168 user messages have been collected, of which 28,986
messages have been manually annotated with the corresponding language information in the sen-
tence level. Details of this dataset are shown in Table 1. It consists of four languages: Assamese,
Bengali, Hindi and English. While identifying Facebook channels for generating the dataset, the
following considerations have been taken into account.

o The dataset is collected from a highly multilingual environment where there are chances of
users participating in multilingual conversations

» Languages under consideration are such that there is overlapping vocabulary between
different languages

« Alllanguages share the same script (Roman script)

Two annotators familiar with all the languages are deployed for annotation. The same set of
words are annotated by both annotators. In the end, samples that receive the same annotation by
both annotators are retained. The following guidelines have been followed while annotating the
messages:

o Messages that contain all words of the same language or that contain words borrowed
or embedded from other languages without affecting the underlying language sense are
considered monolingual sentences and are assigned the corresponding language label.

» Messages that comprise two or more sentences/fragments in different languages are consid-
ered multilingual and are not considered for annotation. For example, the sentence Movie
acchi thi [Movie was good], is considered a monolingual sentence (Hindi in this case) and the
sentence Story was good but movie bohot lambi thi [Story was good but movie was very long]
is considered a multilingual sentence.

+ Messages that do not belong to either of the four languages are labelled as unknown and are
not considered in the current study
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Table 2. Description of word-level annotations obtained using
sentence-level annotations

Language Total words
Resolved Assamese (as) 26,588
Bengali (bn) 5826
Hindi (hn) 1679
English (en) 98,464
Unresolved 495,084

Table 3. Description of the dataset used to train and evaluate the proposed
switch network

Language Training (#Words) Evaluation (#Words)
Assamese (as) 239 10,132

Bengali (bn) 168 4720

Hindi (hn) 105 6464

English (en) 268 12,859

Total 780 34,169

Using the sentence-level dataset, as discussed in Section 3.3, Resolved and Unresolved word sets
are created. Table 2 shows the number of words in resolved and unresolved sets. The words in the
resolved set are used to build the baseline component classifiers.

Further, to train the switch network, a small number of words from the resolved set R are cho-
sen for manual annotation. The goal for manual annotation is to correct any wrong labels in R that
may have occurred while propagating the language information from sentence level to word level.
Furthermore, if both the baseline components result in the same predicted label, then the decision
of the switch network is not crucial. The prediction from any one of the baseline components may
be chosen as the final prediction. However, if the predictions from both the baseline components
are different, then the switch network must learn to make the correct choice between the base-
line components based on the input characteristics. Therefore, while choosing training samples
for the switch network, only samples where there is a disagreement between the outcomes of the
two classifiers are chosen. An evaluation dataset annotated at the word level is created to evaluate
the performance of the proposed framework. The evaluation dataset is described in Table 3. It is
important to note that considering that the challenge is to disambiguate languages of words in the
unresolved set U, the evaluation set only consists of words from /. The annotation guidelines for
creating the word-level annotated dataset are as follows:

» Words are annotated according to the context. The same word in different context may
belong to different languages. For example, the word ache in the phrases thik ache and
stomach ache are annotated as Bengali and English, respectively.

» Named entities and universal expressions cannot be assigned any language. Instead they
are assigned two different class labels ne and amb, respectively. These words are currently
excluded from the evaluation set.
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4.1. Experimental set-up

All the data collected go through a pre-processing module where all words are converted to low-
ercase, and special symbols and numbers are removed. The entire collection of messages (409,168
messages) are used to train a skipgram model to generate the word embeddings. The skipgram
model is trained for 100 iterations considering window size as 3 and embedding dimensions as 50.

To train the baseline classifiers, four popularly used classification frameworks - CNN, BiLSTM,
LR and SVMs are used. For the neural network-based classifiers (CNN and BiLSTM), the pre-
trained word embeddings obtained from the skipgram model above are used to represent the
input. The CNN classifier is made up of a single convolution layer followed by a max-pooling layer
and a fully connected output layer. Fifty filters each of sizes 2, 3 and 4 are used for training the
classifiers using contextual information, and 50 filters of size 1 are used for training the classifiers
using words in isolation. The BiLSTM classifier also consists of a single BILSTM layer with 100
units followed by a fully connected output layer. Both the CNN and BiLSTM classifiers are trained
using Adam optimiser, and training is monitored through validation loss. Twenty percentage of
the training data is set aside as validation data. In the case of the LR and SVM classifiers, the pre-
trained embeddings are used as features. For training the classifier using the word in isolation, only
the embedding of the target word is fed as input, while for training the classifier using contextual
information, the embedding vectors of the words in the context and the embedding vector of the
target word are concatenated in order to be used as features. All hyper-parameters are tuned using
the validation data described above. The SVM classifier uses a rbf kernel.

The switch network consists of a hidden layer with 100 units and an output layer with the
number of units corresponding to the number of languages (i.e., 4). The feature vectors gener-
ated using strategies discussed in Section 3.4 are used as input. The text features are constructed
considering a window size of 3 on either side of the target word. The local neighbourhood fea-
ture is constructed considering a window size of 3 on either side of the target word. The global
neighbourhood feature is constructed considering the top 10 neighbours from the resolved set R®.

5. Results and observations

This section discusses the results and observations obtained using different experimental set-
ups. First, the performance of the baseline classification set-ups is discussed, followed by the
performance of the proposed framework using different features.

5.1. Performance obtained using the baseline classifiers

The aim of the proposed framework is to combine the advantages of the classifiers using word
in isolation and using contextual information. With respect to the proposed framework, we refer
to these classifiers as baseline classifiers. In this section, we analyse in detail the performance of
the baseline classifiers followed by the performance of the proposed framework in the following
sections.

5.1.1. Performance obtained considering word in isolation

Table 4 shows the average and the language-wise performance obtained using the baseline clas-
sifiers. Considering word in isolation, best macro- and micro-average F-scores of 76.56% and
80.05% are obtained using SVM. The considerably lower F-scores can be attributed to the nature
of the classification set-up. In the classification set-up considering words in isolation, words are

Since there is not enough word-level annotated data to use as validation data, for the content feature and the local neigh-
bourhood feature, the value of k has been set to 3 as in the baseline set-up, and the value of k for the global neighbourhood
has been set to 10 as the performance started converging around k = 10
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Table 4. Language-wise F-scores and average macro-Fscore (MacF) and micro-Fscore (MicF) obtained by the
baseline classifiers

Classifier Baseline (word in isolation) Baseline (word with contextual information)

as bn en hn MacF  MicF as bn en hn MacF  MicF

CNN 78.72 55,55 89.41 70.40 7540 7873 86.27 87.04 84.58 89.52 87.48 86.61

BiLSTM 78.33 55.18 89.55 68.67 75.17 78.44 8563 86.67 84.63 87.48 86.50 85.70

represented by the word embedding vectors only that yield a single representation for a particular
word form. Therefore, all occurrences of the same word are represented by the same feature vector
and hence predicted as belonging to the same language. While this is desirable for embedded or
borrowed words, for example, the word movie in movie was good and movie acchi thi [movie was
good], it leads to misclassifications in case of words that are valid in multiple languages for exam-
ple, tune in tune kya kaha [what did you say] and tune into my channel. Therefore, this approach
works well when the text consists of large number of embedded or borrowed words but relatively
fewer words that are valid across multiple languages.

5.1.2. Performance obtained considering contextual information

From results reported in Table 4, it is seen that considering contextual information, best
macro- and micro-average F-scores of 87.48% and 86.61% are obtained using CNN classifier.
Classification considering contextual information takes into consideration the fact that words
in different contexts can belong to different languages. Therefore, each word is represented by
a concatenation of the embedding vectors of the target word and the words in the context. In
comparison with classification using words in isolation, it is observed that, on average, across
different classifiers, considering the contextual information for classification show better per-
formance. However, upon analysing the classification results further, we obtain the following
important observation. It is observed that using classifiers built considering words in isolation,
the percentage of embedded or borrowed words correctly classified is 96.17%, while the percent-
age of legitimate words correctly classified is 76.59%. On the other hand, using the classifier built
using contextual information, the percentage of embedded words correctly classified is 86.98%,
while the percentage of legitimate words correctly classified is 91.22%. From this analysis, it is
clear that although considering contextual information helps in improving the overall classifica-
tion performance, there is a major drop in performance in terms of language identification of the
embedded or borrowed words. This observation has also been reported in Sarma et al. (2018) and
serves as a major motivation for the current study which attempts at combining the advantages of
both the baseline classifiers.

5.1.3. Error analysis of the baseline classifiers

With the motivation stated above, we attempt to estimate the best performance that can be
achieved if a correct choice is made between the outputs of the baseline classifiers for each given
input. In general, if n; and n, are the number of correctly classified samples by the two baseline
components and 715 is the number of test samples that are correctly classified by both the baseline
components, then the maximum achievable micro-average F-score by the proposed framework

will be given by ”‘Jr"+”12 where # is the total number of test samples. We empirically make an

https://doi.org/10.1017/51351324921000115 Published online by Cambridge University Press


https://doi.org/10.1017/S1351324921000115

Natural Language Engineering 351

Table 5. Max achievable MicroF by combining baselines

Classifier Max

CNN 95.49
BiLSTM 94.25
SVM 94.76
LR 93.87

Table 6. Performance obtained by neural ensembling of the baseline classi-
fiers (using word in isolation and using contextual information)

Classifier as bn en hn MacF MicF
CNN 86.39 86.24 84.94 90.28 87.33 86.56
BiLSTM 86.09 85.89 84.55 86.26 86.17 85.61
SVM 86.46 86.74 89.94 90.04 87.53 86.59
LR 85.20 83.95 85.21 87.27 85.73 85.46

estimate of the maximum achievable performance by choosing the best predictions from each of
the classifiers which is shown in Table 5.

5.1.4. Performance obtained using ensemble classification

Ensemble frameworks are commonly used frameworks to integrate information from different
classification frameworks. This study, therefore, also uses a neural ensemble framework to com-
bine the output of the baseline classifiers. Classification outputs (output probabilities) from the
baseline classifiers are used as feature vectors which are fed to a fully connected hidden layer fol-
lowed by a fully connected output layer. This performance is reported in Table 6. It is observed
that the performance of the ensemble framework is very close to that obtained using the classifier
considering contextual information with very marginal improvement.

5.1.5. Visualisation of the word embeddings

Before diving further into the results obtained using the different proposed strategies, we first
investigate the characteristics of the pre-trained word embeddings that are used as implicit or
explicit features in different classification set-ups. The word-level language classification strategies
discussed in this paper are founded on the strong assumption that the word embeddings obtained
reflect the language information of the words. To validate this assumption, a 2D projection of
the word embeddings (obtained using t-SNEP) is shown in Figure 3. It should be noted that the
plot has been obtained only for words in the resolved set R, since the languages for words in
the unresolved set ¢/ are not known. Figure 3 clearly shows that words in the same language are
well clustered. Further, the plot in Figure 4 shows the average of the precision@k considering all
words in R. Given a query word from R, the precision at k is obtained by calculating the ratio
of the number of words that belong to the same language as the query word to the total number
of words retrieved (k). The average of the precision at k is obtained by taking the average over
all words in R. It is observed that an average precision of 80% is obtained at k =1, an average

Phttps://lvdmaaten.github.io/tsne/
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Figure 3. 2D projection of word2vec word embeddings.
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Figure 4. Average of precision@k for words in R.

precision greater than 70% is achieved for k <45 and an average precision greater than 65% is
achieved for k < 100. Therefore, combining the observations from Figures 3 and 4, it can be safely
assumed that the pre-trained word embeddings capture the language information of the words.

5.2. Performance of the proposed framework

Table 7 shows the performance obtained using the proposed framework. Among the different
baseline classification set-ups, using CNN as the baseline classifier shows the best performance. In
comparison with the baseline classifiers, we find that the proposed framework exhibits improve-
ment compared to the performance of the baseline classifiers. Further, using the proposed
framework, it is seen that among the different features used to represent the input, the content-
based features show the best performance, with the combination of all features performing
marginally better than the text-based features alone. In the following discussion, we explore the
performance of the proposed model using varying number of training samples and using different
features.

5.2.1. Performance obtained with varying number of training samples

Figure 5 shows the performance of the proposed framework with varying number of training
samples. Interestingly, the switch network is able to converge with a small dataset (87.5% for 10
samples to 90.1% for 750 number of samples). As observed in Figure 5, no significant change in
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Table 7. Language-wise and macro- (MacF) and micro- (MicF) average F-scores obtained using the proposed framework
under different classification set-ups and the relative performance with respect to the baseline components

Classifier ~ Features as bn hn en MacF MicF
CNN Content 91.49 87.54 91.27 91.21 90.20(+3.10%)  90.49(+4.47%)
Local neighbourhood distance 86.96 86.36 86.21 91.52  88.13(+0.74%)  87.44(+0.95%)
Global neighbourhood 90.45 88.80 90.85 91.04 90.37(+3.48%)  90.47(+4.51%)
Combination of all features 90.89 87.94 9193 91.55 90.63(+3.60%)  90.98(+5.04%)
Combination with feature dropout  91.09 89.05 91.72 90.97 90.79(+3.96%) 91.03(+5.16%)
BiLSTM Content 89.68 86.98 89.43 87.02 88.48(+2.28%)  88.74(+3.54%)
Local neighbourhood distance 86.19 85.93 84.17 86.91 86.36(—0.16%)  85.75(-+0.05%)
Global neighbourhood 88.41 83.61 90.42 86.73 87.61(+1.28%)  88.24(+2.96%)
Combination of all features 90.00 87.12 89.76 87.05 88.69(+2.53%)  89.00(+3.79%)
Combination with feature dropout  90.17 87.14 89.98 86.85 88.74(+2.58%) 89.10(+3.90%)
SVM Content 89.16 84.16 89.89 90.22 88.44(+1.36%)  88.93(+2.80%)
Local neighbourhood distance 86.28 84.83 85.05 90.30 86.84(—0.46%)  86.38(—0.13%)
Global neighbourhood 88.57 83.88 89.63 90.08 88.20(+1.08%)  88.62(+2.45%)
Combination of all features 88.91 8393 90.12 89.15 88.22(+1.11%) 88.77(+2.62%)
Combination with feature dropout  89.67 84.39 90.25 90.39 88.76(+1.73%) 89.27(+3.20%)
LR Content 88.43 83.52 89.68 87.27 87.37(+1.32%)  88.00(+2.82%)
Local neighbourhood distance 85.51 84.23 85.32 87.27 85.85(—0.44%)  85.58(+0.00%)
Global neighbourhood 87.50 83.07 89.44 87.25 87.04(+0.93%) 87.60(+2.36%)
Combination of all features 88.78 84.16 89.78 87.91 87.80(+1.82%) 88.35(+3.23%)
Combination with feature dropout  89.13 84.38 89.26 87.94 87.81(+1.83%) 88.29(+3.16%)

performance is obtained on increasing the number of training samples. An analysis shows that the
misclassifications are due to noisy word forms and noisy context. Therefore, it is assumed that fur-
ther improvement in performance can be obtained only with the help of supervised information
through annotated resources and knowledge bases.

5.2.2. Performance obtained using different features
Section 3.4 discusses the different ways used to represent the input before feeding it to the
proposed model. This discussion highlights the following major observations.

(1) Content-based features show good performance across all set-ups. The content features
in the current experimental set-up are represented by the corresponding word embed-
dings. Therefore, the good performance of the content features can be attributed to the
pre-trained word embeddings. When trained over a large corpus, the word embeddings
are expected to capture the inherent similarities between words in the same language as
well as dis-similarities between words in different languages. The word embedding of the
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Figure 5. Performance obtained using the proposed model (content features) with varying number of training samples.

target word combined with that of the context serves as a representation of the word in a
particular context. The performance obtained using words in R as training samples shows
that the word representations thus obtained are distinctive in nature in terms of language
identification.

However, the word embeddings used have a few disadvantages. First, embedding of the
same word in different senses are conflated into a single embedding. Therefore, occur-
rences of the same word in different languages is combined into a single embedding.
Second, due to large number of spelling variations in social media data, word embeddings
of infrequent word forms may not be reflective of their actual language characteristics.

(2) Neighbourhood-based features do not excel but exhibit performance that is com-
parable to the content-based features. The neighbourhood-based features (the local
neighbourhood and the global neighbourhood) represent finite structural information
about the target input and its context in contrast to the content-based features that rep-
resent detailed semantic information. Although the neighbourhood-based features do not
excel the content-based features in all set-ups, the performance is comparable to the
content-based features. These observations convey two important advantages of the pro-
posed neighbourhood-based features. First, the neighbourhood-based information can be
used complementarily to the content-based information to counter the ambiguities result-
ing from content-based features. For example, when a word is embedded into a sentence of
another language, the global neighbourhood-based features can be the correct indicator of
the language of the word. Second, the finite-sized neighbourhood vectors are able to cap-
ture the same amount of information as the comparatively larger word embedding vectors
thus leading to a reduction in the amount of computational resources required.

Further, considering that the neighbourhood features are computed based on the
embeddings that are themselves generated from noisy user-generated text, it can be
expected that with cleaner neighbourhood representations, there will be a further boost
in performance.
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Figure 6. Figure showing the value of switch vector y for different input text.

(3) Combination of all features. Although the neighbourhood-based features (local neigh-
bourhood and global neighbourhood) individually do not outperform the content-based
features across all set-ups, in combination with the content-based features, they add to
improvement compared to the performance obtained using content-based features only.
However, the improvement is only minimal. This minimal improvement can be explained
from the experimental observations where it is observed that the results obtained from
the content-based features and the neighbourhood-based features are highly co-related.
This is also true conceptually because the neighbourhood-based features are a structured
representation of the content-based features. The structured information resolves some
of the ambiguities that may be inflicted by the content features. Therefore, some of the
misclassifications resulting from the content-based features are correctly classified by the
neighbourhood-based features. However, in the attempt to extract structured features from
the unstructured content-based features into a fixed-sized neighbourhood vector, there
is also a loss of information. This is why the performance of the neighbourhood-based
features individually is comparatively lower than the content-based features in certain
set-ups.

However, as mentioned above, since the neighbourhood vectors used in this study are
themselves obtained from word embedding vectors that are generated from noisy text, it
can be expected that with cleaner representations, they should be able to outperform the
content features.

5.3. Analysis of the switch layer

The objective of the proposed framework is to make an optimal choice between the baseline clas-
sifiers using a dynamic switching mechanism. The vector y discussed in Section 3.3 acts as the
switch. To validate whether y actually acts as a switch, we analyse the values of y. Figure 6 shows
a visualisation of the value of y for three different examples using a heatmap where the colour
black corresponds to 1 and white corresponds to 0, and the intermediate values correspond to the
intermediate shades.

Figure 6(a) is an example where the target word request, which is an English word, is embedded
into a transliterated Bengali sentence eta amar request apnar proti [this is my request to you].
Therefore the class label obtained using the word in isolation should be given more priority over
that obtained using the contextual information. We see that the weight associated with the output
from the classifier using the contextual information, that is, the values in y approximate to 0,
making the values in 1- y approximately one satisfying our objective. Similarly, Figure 6(b) is an
example where both the target word nischoy [sure] and the context nischoy kiba eta hoise [definitely
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Figure 7. L1 norm of the switch vectory.

something must have happened] are in the same language, and therefore, the class label predicted
by the classifier using the contextual information should be given more priority which is also
validated from the values of y and 1 — y in the Figure. Figure 6(c) is an example where the class
labels predicted using both the baseline classifiers are the same. Therefore, the switch vector y may
be biased towards either prediction (word in isolation in this case).

The above illustration is for a few particular examples. In order to visualise the characteristic
over a larger set, we analyse the L1 norm of y for the two possible cases: first, when the output
should be guided by the word in isolation or global semantic similarity and second, when the
output should be guided by the contextual information or local contextual similarity. This is shown
in Figure 7 and is coherent with our assumption that when the switch should be towards the global
semantic similarity, the L1 norm of y should be low and high when the switch should be towards
the local contextual similarity. Figure 7 confirms our intuition.

5.4. Handling unseen and shared vocabulary

The test data considered in this study are not seen during either training or validation. Further, all
words in the test data are words that belong to the unresolved set U, that is, words that occur across
sentences of multiple languages. These occurrences could be either due to similarities between lan-
guages or due to embedding or borrowing of words in sentences of languages other than the native
languages of the words. As such, the maximum macro- and micro-average F-scores of 90.79% and
91.03%, respectively, achieved using the proposed model indicate the capability of the model in
dealing with unseen and shared vocabulary.

6. Conclusion and future work

This study investigates the problem of word-level language identification for code-mixed social
media text in a multilingual environment. The objective is to boost language identification
performance by combining outputs from different baseline classifiers, each of which captures
information that is non-complementary in nature. Results obtained indicate that the proposed
framework is able to make the correct choice between the outputs of the baseline classifiers
when one of the outputs is incorrect. The results also indicate the effectiveness of the pro-
posed model in addressing unseen and shared vocabulary. Further, the proposed model uses
minimum annotated resources and no external resources, making it a suitable framework for
language identification in low-resource scenarios. An important observation from this study is
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that non-textual features like neighbourhood-based features are as good as text-based features
in capturing information necessary for language identification. One of the limitations of the
neighbourhood-based features used in this study is that they are derived from the word embed-
dings that are noisy in nature. Therefore, in future, we would like to explore better non-textual
features (neighbourhood-based/distance-based features) that can exceed the performance of the
text-based features.

Even though the proposed approach shows improved performance compared to the baseline
components, the performance is not equal to the projected best performance (Table 5). Analysis of
the incorrect predictions shows that incorrect predictions are due to (i) noisy and infrequent word
forms and (ii) noisy context. Therefore, it is assumed that further improvement in performance
can only be achieved by incorporating information from external resources like dictionaries and
knowledge bases. Therefore, in future, our efforts will be directed towards boosting the perfor-
mance of the proposed framework further by incorporating information from external resources.
Another area of exploration in this direction is the use of state-of-the-art embedding models like
BERT (Devlin et al. (2019)) that support fine-tuning features based on the end classification task.
Since training BERT models is expensive and requires large amounts of data, we do not consider
it within the scope of the current work.
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