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Abstract.  Variational monotone recurrence relations arise in solid state physics as
generalizations of the Frenkel-Kontorova model for a ferromagnetic crystal. For such
problems, Aubry—Mather theory establishes the existence of ‘ground states’ or ‘global
minimizers’ of arbitrary rotation number. A nearest neighbor crystal model is equivalent
to a Hamiltonian twist map. In this case, the global minimizers have a special property:
they can only cross once. As a non-trivial consequence, every one of them has the Birkhoff
property. In crystals with a larger range of interaction and for higher order recurrence
relations, the single crossing property does not hold and there can exist global minimizers
that are not Birkhoff. In this paper we investigate the crossings of global minimizers. Under
a strong twist condition, we prove the following dichotomy: they are either Birkhoff, and
thus very regular, or extremely irregular and non-physical: they then grow exponentially
and oscillate. For Birkhoff minimizers, we also prove certain strong ordering properties
that are well known for twist maps.

1. Introduction

The physical model that we take as the main motivation for the results of this paper is a
generalized Frenkel-Kontorova crystal model. The classical Frenkel-Kontorova model,
first introduced in [9], can be used to describe an infinite array of particles that lie in
a periodic background potential, where each particle is attracted to its closest neighbors
by linear forces. Let a sequence x = (..., x_1, X, X1, . . .) of real numbers describe the
positions of the crystal particles, such that the position of the ith particle is x;. The equation
of motion for this particle is given by

dzx,-

mﬁ =Xi—1 — 2X; + Xiy1 — V'(xi),

where V : R — R satisfying V(§ + 1) = V (§) is the periodic background potential.
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To investigate the equilibrium solutions of this model, we have to solve for all i € Z the

recurrence relation

Xi—1 — 2x; + xiy1 — V' (x;) =0. (I.D)
In [2], Aubry and Le Daeron studied a particular set of equilibrium solutions of this model,
the so-called global minimizers, or ground states. Global minimizers are, in a sense, quite
a natural choice of solutions, since they ‘minimize’ the formal energy function of the
crystal. Aubry and Le Daeron proved that there exist global minimizers with any prescribed
average spacing between particles. These solutions are ordered with respect to any integer
translate, in other words, they satisfy the ‘Birkhoff” property—a precise definition will be
given in equation (1.11). In particular, it holds for global minimizers that either x; 1 > x;
or xj+1 < x; for all i € Z. This implies that neighboring particles with respect to the index
are also neighboring particles in R. Moreover, it follows from the Birkhoff property that
such solutions are uniformly close to linear sequences. In this sense we view Birkhoff
solutions as ‘very regular’.

A surprising result in [2] is that in fact all global minimizers of equation (1.1) are
Birkhoff, and hence very regular. This is a consequence of Aubry’s lemma, or the single
crossing principle, which states that any two global minimizers of the Frenkel-Kontorova
model can cross only once. More precisely, for a global minimizer x € RZ, let us picture
the piecewise linear graph connecting the points (i, x;) € R? by line segments. This is
called Aubry’s graph of x. The statement of Aubry’s lemma is that Aubry’s graphs of two
global minimizers can cross in at most one point. Of course, this is a very strong tool for
the analysis of global minimizers.

There is a tight correspondence between the recurrence relation (1.1) and the dynamics
of a Hamiltonian twist map of the cylinder [2, §4.2]. In this second setting, results similar
to those of Aubry and Le Daeron were obtained by Mather [14], using quite a different
variational approach and roughly at the same time. The theory developed from these works
is usually referred to as Aubry—Mather theory.

It is possible to generalize the existence result of Birkhoff global minimizers of any
rotation number to more complicated models than equation (1.1). One generalization is
to the case where the crystal has more dimensions. It has been shown by Blank in [5]
that for higher dimensional crystal models with nearest neighbor interactions, Birkhoff
global minimizers of any rotation vector exist. The case where a particle also interacts
with particles that are not its nearest neighbors was addressed first in the work of Koch et al
[11]. An analogous theory for elliptic PDEs on a torus was developed by Moser in [19] and
for geodesics on a 2-torus by Bangert in [4]. However, as first observed by Blank in [5, 6],
in most of these cases there are also global minimizers that are not Birkhoff.

In this paper, we restrict our attention to one-dimensional crystal models, where a
particle interacts via attracting forces also with particles that are not its nearest neighbors.
Such models were first considered in [1]. We call such a setting a generalized Frenkel—
Kontorova model, or a finite-range variational monotone recurrence relation. In this
setting, it is clear that Birkhoff global minimizers of all rotation numbers exist (see, for
example, [11]). However, the main difference between a generalized Frenkel-Kontorova
model and the classical Frenkel-Kontorova model is that the single crossing property does
not hold anymore in the more general setting. In particular, there is no result stating
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that all global minimizers are Birkhoff and thus very regular. In fact, as we will show
in §1.2, already in the setting of a linear generalized Frenkel-Kontorova model without
a background potential, non-Birkhoff global minimizers exist. Such minimizers exhibit
exponential growth and strong oscillation with growing index i. We call this type of
behavior ‘wild’. Such solutions to the recurrence relation have little physical relevance in
the sense of the above-described crystal models. Namely, they would correspond to steady
states where the particles are not attracted to close-by particles in space, even though they
are attracted to particles with close-by indices. Thus, we call such solutions non-physical.
Because of such examples, we find the question of classifying global minimizers for the
generalized Frenkel-Kontorova model of interest.

We restrict ourselves furthermore to so-called ‘Newtonian crystal models’, for which
Newton’s second law applies. More precisely, we assume that the forces acting on a particle
can be represented as a sum of forces arising from attraction to close-by particles. The
main result of this paper is a dichotomy theorem. It states that, much like in the linear case
discussed above, non-Birkhoff global minimizers have to exhibit exponential growth and
oscillation and are thus wild and non-physical. In particular, Birkhoff minimizers cannot
be approximated by non-Birkhoff minimizers and it makes sense to study only the set of
Birkhoff global minimizers when one is looking for physical phenomena that might be
observed in nature.

In Appendix A, we further investigate ordering properties for Birkhoff global
minimizers of the generalized Frenkel-Kontorova model. As mentioned above, in the
case of the classical Frenkel-Kontorova model Aubry’s lemma implies that all global
minimizers are Birkhoff, in other words, ordered with respect to their translates. In fact,
Aubry’s lemma also implies that all global minimizers of a fixed irrational rotation number
are ordered and a slightly weaker statement holds also for rational rotation numbers. This
was first shown by Aubry and le Daeron in [2] and a nice overview of these results can
be found in [18]. We prove equivalent results for Birkhoff global minimizers of the
generalized Frenkel-Kontorova model in Appendix A of this paper.

1.1.  Discussion: minimal foliations and laminations. A theorem by Bangert in [3]
applied to generalized Frenkel-Kontorova models shows that the set of Birkhoff
minimizers of a specific irrational rotation number is strictly ordered, and is either
connected (a minimal foliation), or disconnected (a minimal lamination). For irrational
rotation numbers, laminations form Cantor sets and are sometimes referred to as cantori.

The question of when a foliation and when a lamination can be expected has been
studied extensively. A reason in the case of the classical Frenkel-Kontorova model
is that minimal foliations correspond to energy-transport barriers of the corresponding
Hamiltonian twist map—the standard map. The case where the class of global minimizers
forms a foliation arises, for example, in the classical Frenkel-Kontorova model when the
background potential is absent. There, in fact, the class of global minimizers of any rotation
number forms a foliation. Moreover, if the rotation number of an invariant circle is ‘very
irrational’, the Kolmogorov—Arnold—Moser theory provides perturbation results that show
that, for small enough smooth perturbations, the foliations persist (see [22]). A review of
these results can be found in [18].
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On the other hand, the case of Cantor sets for the classical Frenkel-Kontorova model
arises in numerous examples. For example, for any irrational rotation number, the
construction of the set of global minimizers as a continuation from the anti-integrable limit
gives a Cantor set—see [12]. In the setting of the standard map, the conditions that force
the class of global minimizers of any irrational rotation number from a fixed interval to be
a Cantor set have been precisely studied in [13]. In the case where the rotation number
is Liouville (not ‘very irrational’), Mather has proved a much stronger result. It states
that the set of local potentials that have Cantor sets is dense in the C¥ topology for any
k € N—see [15-17]. Moreover, the equivalent results in the analytic case are worked out
in [8].

For generalized Frenkel-Kontorova crystal models, the study of minimal foliations
and laminations corresponds to the physical effects referred to as sliding and pinning,
respectively. The gaps in foliations define regions where particles of the crystal that
constitute a Birkhoff minimal solution cannot be found. Also in this general case,
laminations can be obtained by the destruction of foliations by large ‘bumps’ on the local
potentials (see, for example, [21]). Moreover, Mather’s destruction result for Liouville
rotation numbers [17] has been generalized to this case by the present authors in [20].

However, since the single crossing property does not hold in this general setting,
there are global minimizers that are not Birkhoff. The dichotomy theorem in this paper
implies that, at least in the setting we are working in, it makes sense to study minimal
laminations and foliations, because Birkhoff global minimizers cannot be approximated
by non-Birkhoff global minimizers.

1.2.  Observations for a linear crystal model. The first obvious extension of the
Frenkel-Kontorova crystal model from equation (1.1) is to assume that the particles also
interact with their second-closest neighbors via linear attracting forces. In this case the
recurrence relation becomes

(1 = b)xi—2 + bxi—1 — 2x; + bxjy1 + (1 = b)xizo — V'(xi) =0, (1.2)

for some constant b € [0, 1], and equation (1.1) corresponds to the case where b = 1.
We set V(£) =0. Then it is easy to see by a convexity argument that any solution of
equation (1.2) is a minimizer. Observe that all the solutions of (1.1) can be described as
linear sequences defined by x; := v - i + x¢ and it is easy to see that linear sequences also
solve

(I =b)xi—2 +bxi—1 — 2x; + bxjt1 + (1 = b)xi42=0 (1.3)

for any b € [0, 1).
However, there are other solutions that we find by computing the general solutions
of (1.3), with the ansatz x; = ¢’ for some ¢ € C. The equation we have to solve becomes

A=bc+c H+bc+cH—d4+26=[0=b)c+c H+2—-blc+c ' -2)
=0.

This leads to the equations ¢ +c¢ ' =2 and c+c¢ ! =—(2—b)/(1 —b). The first
equation has a double root in ¢ = 1, so it gives us the linear solutions. The second equation,
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in the case where b € (0, 1), is solved by

b—2+ J/b(&—=3b)
2(1 — b) ’

co,1 =
where ¢ = cal. It follows that c¢g € R, ¢y <0 and cal < 0. Then any solution x of
equation (1.3) can be written as x; = ko + ki +k2c6 +k3ca‘. This implies that any
global minimizer of (1.3), where b € (0, 1), is either linear, and in particular very regular,
or exponentially growing and oscillating, and as such relatively non-physical. We will
prove equivalent statements that reflect this duality in a much more general nonlinear
setting.

In the case where b = 0, the equation ¢ + cl=—2-b) /(1 — b) has a double root
in ¢ =—1, so it gives the general solution x by x; = ko + k1i + ka(—1)" + k3(—1)i.
Obviously, nonlinear global minimizers in this case do not exhibit exponential growth.
We will make assumptions on our model that exclude this degenerate uncoupled
case.

1.3.  Setting. In this section we introduce our notation and quote some standard results
from Aubry—Mather theory.

As mentioned in the introduction, we are interested in monotone recurrence relations
for which we assume that the particles obey Newton’s second law of motion. More
precisely, the force acting on a particular particle x; comprises a local force arising from a
background potential V (x;) and an interaction force that can be written as a sum of forces
> i Fijs such that F; ; corresponds to an attracting force generated by a nearby particle
xj. Moreover, we assume that the forces are conservative, which allows for a variational
approach. This induces the following formal setup.

The underlying space for the variational principle is the space of real-valued sequences.
Let 1 <r eN be a natural number that represents the range of interaction between
particles. Consider a C2 function S : R"*! — R. For every sequence x € R and for every
J € Z define the function S;(x) := S(x;, ..., xj4+,). We look for sequences x that solve
the following recurrence relations:

i
> %8j(x)=0 forallieZ. (1.4)

j=i—r

This is equivalent to finding solutions to the variational problem on the formal sum

W) =" 8,

i€z

or solving the variational recurrence relation

VW (x) = ;W (x))iez =( 3 a,-s,»<x)) =0. (1.5)
ieZ

j=i—r

The formal potential W corresponds to Newtonian variational monotone recurrence
relations, if S satisfies the definition of a ‘local energy’, stated below.

https://doi.org/10.1017/etds.2013.47 Published online by Cambridge University Press


https://doi.org/10.1017/etds.2013.47

220 B. Mramor and B. Rink

Definition 1.1. Let 1 <r € N represent the range of interaction. We call a function
S € C2(R™1) a local energy if, for 1 < j <r, there exist functions f; € C*(R?) such
that .
SEL .. &)= fiELE)
j=1
and such that, for every 1 < j <r, f; satisfies:
(1) periodicity: f;j(v+1, uw+1)= f; (v, n);
(2)  uniform bound on the second derivatives: for all i, k € {1, 2}, there exists a constant
K > 0 such that [|9; x fjllsup < K /73
(3)  coercivity: f;(v, u) = o0if [v — | — o0;
(4) strong twist (monotonicity): there exists a A > 0 such that

0102fj(v, u) <—A <0 forallv, ueR. (1.6)

Remark 1.2. Note that the conditions (1)—(4) in Definition 1.1 imply that the local energies
S; satisfy the following conditions:

(1) periodicity: S;i(x; + 1, ..., xiqr + D) =Si(xi, . . ., Xigr);
(2)  uniform bound on the second derivatives: max{j, k € Z | [|9; ¢ Sillsup} < K;
(3) coercivity: S;(xj, ..., Xj4,) = o0 if SUP; < j<iyr |x;i — xj| — 003

(4) strong twist (monotonicity):

0;0;8i(x) <—A <0 forallje{i+1,...,i+r} and

1.7
0j0kSi(x)=0 if j#£iandk #iand j #k. (7

Remark 1.3. To motivate these conditions, we explain what form the local energy for
Frenkel-Kontorova models takes. By defining

Si(x) == 50 — xip1)* + V(x0), (1.8)

where V : R — R is a real periodic C? function, recurrence relations (1.4) correspond
to (1.1). Obviously, S above satisfies all the conditions from Definition 1.1. The local
energy corresponding to (1.2) is defined by

2

and again satisfies all of the conditions from Definition 1.1. Generalizing this model to
the case where the forces are allowed to have nonlinear dependence on the distance and to
the case where the range of forces is arbitrary but finite gives a general local energy from
Definition 1.1.

(xi — xi42)? + V(x:) (1.9)

b 2
Si(x) = E(Xi —Xxiy1)" +

Let us set some more notation. By B = [ip — r, i1] we will denote an arbitrary finite
segment of Z with iy —ip > 0. Next, denote by B= [io, i1] the interior of B and by
B :=Tig —r, i +r] its closure. Then we can define the boundary of B by 0B = B\é
sothat 0B :=0dB_UdBy anddB_ :=[ig —r,ip — 1], 0By :=[i1 + 1, i1 +r].

We define

Wa(x) = Si(x),

ieB
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which is a function of the coordinates of x with indices in B, i.e. Xig—r» - - - » Xij+r. Observe
that for any i € B it holds that iWp(x) = Zfi:i_r 0;Sj(x). Hence, x is a solution of (1.4)
if and only if it is an equilibrium point for W with respect to variations with support in B,
for an arbitrary domain B C Z.

A strong condition that ensures that a sequence solves (1.4) is the following.

Definition 1.4. A sequence x is called a global minimizer if, for all B as above and all v
such that supp(v) C l§, it holds that Wp(x) < Wp(x + v). We denote the set of all global
minimizers by M.

Definition 1.4 implies that global minimizers minimize an energy function with respect
to compactly supported variations. In this sense, they are quite natural solutions for the
problem (1.4). They are also the only solutions we are interested in for this paper.

The following definitions also prove useful. First, for every k, [ € Z, define the
translation operator

Tkl :R% » RZ by (tk1x)i = xi—k + 1. (1.10)

Moreover, we use the following notation for ordered sequences x and y.
° x <y:ifforalli € Z, x; <y;.

° x < y:ifforalli € Z, x; < y; and x # y (weak ordering).

o x K y:ifforalli € Z, x; < y; (strong ordering).

Most of this paper is concerned with crossings of global minimizers. Let us make this
more precise. Recall that we say that two sequences cross if their Aubry graphs cross.
To specify the domain in which crossings of sequences occur, we introduce the following
definition.

Definition 1.5. For sequences x, y, we call D C Z the domain of crossing of x and y if D
is an interval in Z, i.e. D = &, D = [jo, j1], D = [jo, 00), D = (—00, ji] or D = Z, and
if the following hold. D is the minimal interval such that x < y or y < x on (—o0, jo] and
thatx < y or y < x on [, 00).

In other words, x and y are weakly ordered on all (at most both) ‘connected’
components of the complement of D, but the ordering does not have to be the same on
these components.

1.4. Existence of global minimizers. In this section we give a brief sketch of how global
minimizers are constructed when the local energy S satisfies Definition 1.1. For more
precise proofs, we refer the reader to [7] or [21].

The definition of translation in (1.10) allows us to define, for fixed integers p, g € Z,
the set of p—g-periodic sequences by

. VA
Xpgi={x eR” | 1) gx =x}.

Since X, is isomorphic to RP and § satisfies the periodicity condition from
Definition 1.1, the formal action W in the variational principle (1.5) can be replaced
by the periodic action W 4 := Zle S; on X, 4. It is not difficult to show that the
coercivity condition from Definition 1.1 implies the existence of p—g-periodic sequences
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that minimize W), ,. These sequences are called p—g-minimizers and they are solutions of
(1.4). We denote the set of p—g-minimizers by M, 4.

It turns out that periodic minimizers satisfy the following strong ordering properties. It
follows by Aubry’s lemma, applied in the setting of periodic sequences, that, because of
the twist condition (1.7), p—g-minimizers x # y have to satisfy x < y or y < x (see, for
example, [21, Lemma 4.5]). Observe that for any k, [ € Z, X, ; is 74 invariant and that
also W, 4 is 7 ; invariant. In particular, it holds for every x € M, , and every k, | € Z that
Tk,1X > x or 7i ;1 x < x. This is the reason why periodic minimizers satisfy the well-known
Birkhoff property:

Tk X <x or Tx;x > x hold forall (k, ) € Z x Z. (1.11)

Every sequence x with the Birkhoff property is called a Birkhoff sequence and we denote
the set of all Birkhoff sequences by B.

Furthermore, we denote the p—g-periodic Birkhoff sequences by B, , :=BNX,,
and the set of Birkhoff global minimizers by BM := M N B. It can be shown that,
because p—g-periodic minimizers are Birkhoff, they are also global minimizers, so that
MpgCMNX, 4. In fact, the inclusion in the other direction also holds, so that
Mp g =MnNX, 4. Proofs of the statements above can be found in [21, §4].

Next, we recall some properties of Birkhoff sequences in general. It is well known that
Birkhoff sequences have a rotation number

p(x):= lim n
n—=+oo n
and that they satisfy the uniform estimate
|Xp —x0 — p(x)n| <1 forallneZ (1.12)

(see [10, §9]). Denote B, :={x € B| p(x) = v} and BM, := 3, N M and observe that,
for any x € By, 4, p(x) =q/p. As discussed above, p—g-periodic Birkhoff minimizers
of every period exist, so BM,,, # @. The uniform estimate (1.12) and the Birkhoff
property (1.11), together with Definition 1.4, show that BM is compact with respect to
point-wise convergence. This implies that we can take limits of periodic minimizers and
get global minimizers of any irrational rotation number. We state this result, first published
in [2], in the following theorem.

THEOREM 1.6. (Existence of Birkhoff global minimizers) For any local energy S that
satisfies Definition 1.1 and any rotation number v € R, there are Birkhoff global minimizers
with rotation number v, i.e. BM, # @.

1.5. Outline of the paper and statement of the results. In §2 we assemble all the tools
needed for the proofs of Theorems A and B, after giving an intuitive explanation of the
ideas behind these proofs. Section 3 contains the proof of Theorem A, stated below. Recall
Definition 1.5 of the domain of crossing for sequences x and y.

THEOREM A. Let x, y € M and assume that for the domain of crossing D of x and y the
following hold: D # & and |D| < oo. Then |D| < K, where the constant K depends only
on the range of interaction r and the uniform constants A and K from Definition 1.1.
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In other words, we show that if the domain of crossing for two global minimizers x
and y is bounded, then its size is smaller than some uniform constant K , independent of x
and y. Note that in §3 the formulation of Theorem A is slightly more technical, giving an
explicit definition of the constant K .

In §4 we push the idea of the proof of Theorem A to obtain the following result.

THEOREM B. Assume that the domain of crossing D for x, y € M is infinite. Then there is
a constant d € N that depends only on the range of interaction r and the uniform constants
A and K from Definition 1.1 such that the following hold. There exist monotone sequences
kn, I, € D with |ky+1 — kn| <d and |l,, — k| <r so that

foralln, xi, > yi,, xi, <y, and (xx, — Yi,) (i, — x1,) = 2".

This theorem is the counterpart of Theorem A. It says that if the domain of intersection
for global minimizers x and y is infinite, then x — y behaves very wildly in some specific
sense. In fact, a monotone subsequence of the sequence x — y grows exponentially and
changes sign. Note that in §4 the formulation of Theorem B is slightly more technical,
giving an explicit definition of the constant d.

In §5 we compare global minimizers to their translates and apply Theorems A and B.
This results in the following dichotomy theorem.

DICHOTOMY THEOREM. For every global minimizer x € M, one of the following two

cases is true.

° It holds that x is a Birkhoff global minimizer and thus very regular.

° It holds that x is not a Birkhoff global minimizer. Then x is very irregular in
the following sense. There are monotone infinite sequences {ky,l,} € Z, with
lkn+1 — knl <d, |l — ky| <r, such that one of the following inequalities holds for
alln e N:

(ky+1 — Xk, + Dy, — x,41 + 1) > 2"
or
Xy 1 — Xk, — Dz, — xp,41 — 1) = 2%
In particular, for every n, one of the following must hold:
Xk +1 — Xk, > M2 _ 1 or Xp, — Xl,41 > n/2 1,

A global minimizer is thus either very regular and ‘almost linear’, or it is oscillating and
exponentially growing.

Contents of the appendix. For the global minimizers of twist maps, it is not only
known that they are Birkhoff, but also that they exhibit some stronger ordering properties
(see [18]). We develop the equivalent theory for our setting in Appendix A. We compare
arbitrary Birkhoff global minimizers of the same rotation number. We work in the space of
Birkhoff global minimizers BM and assume that a weaker twist condition holds, making
the statements slightly more general. We write the collection of Birkhoff global minimizers
as the following union:
BM:= | J BM,u ) BM], uBM,,
veR\Q q/peQ
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defined by:

° forv e R\Q, BM, :={x e MNB,};

o forp,qeZ, B/\/lq/p xeMNBypltpex>x};and

o forp,geZ,BM,, ,:={x e MNByp|1pqx <x}.

Using the ideas from the classical Aubry—Mather theory for twist maps, we will show
that each of the sets BM,, BMT 7 /p and B./\/l_ is ordered. Moreover, we show
that whenever there is a gap [x~, xT] in Mpq —B./\/lq/p ﬂBMq/p
\M,, 4 and in BM_, \M,, ,, connecting x~ and x .

then it contains

heteroclinic connections in BM ™ a/p

a/p
2. Preliminaries

2.1.  Minimum—maximum principle. In this section, we explain some basic results that
are the main tools for the rest of this paper. In particular, we derive the so-called minimum-—
maximum principle, strong comparison principle and an analogue of Aubry’s lemma
(Lemma 2.6), for the local energy S as in Definition 1.1. We start with the following
definition.

Definition 2.1. For x,y € R%, define M and m by M;:=max{x;, y;} and m; =
min{x;, y;}.

We call Wg(x, y) :=Wg(y) — Wp(m) — Wg(M) 4+ Wg(x) the crossing energy of x
and y on B.

To compute the crossing energy of x and y, we use the idea from [7] that allows us
to generalize the so-called minimum-maximum principle from classical Aubry—Mather
theory to our setting. Define

ai::{yi—xi if yj — x; >0, yvi—x;i ify; —x; <0, 2.13)

0 else; Bi = {0 else.

Then it holds that M = max{x, y}=x 4+ o, m =min{x, y}=x+ B and y=x + o + 8.
This allows us to prove the following.

LEMMA 2.2. (Minimum—maximum principle) For an arbitrary finite segment B C Z, it
holds that Wg (x, y) = 0, i.e. Wp(x) + Wgp(y) = Wp(M) + Wg(m).

Proof. By interpolating W, (x, y) with respect to o and 8, we get

Wg(x, y) = Wg(y) — Wg(m) — Wp(M) + Wp(x)

/ / Ed—s,(x +ta+ sB) ds dt
ieB
i+r

:ZZ/ / 0jxSi(x + ta +sB) ds dt o fy.

ieB jk=i

Note that in the sum above o; 8; <0 and that the supports of @ and 8 are disjoint, so
all of the terms with non-mixed derivatives vanish. Moreover, it follows from the strong
twist condition (1.7) that non-zero terms in the formula above arise only in the case where
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either j =i or k = i. By the uniform bounds from Definition 1.1, this gives the following

inequality:
i+r 1 1
AERVEDY Z/ / 3,0 Si (x + ta + sB) ds dt (@; Bj + jBi)
ieB j=i Y0 JO
i+r
==k > (@i +aip)). (2.14)
i€B j=i

In particular, since 8 < 0 and o > 0, this implies that WE (x,y)>0,s0 Wp(x) + Wp(y) >
Wpg(m) + Wgp(M). O

In fact, it is clear from the proof above that Wp(x) + Wg(y) > Wp(m) + Wp(M),
whenever such i, j € Z exist that |i — j| <r and ;8; <0 or «j8; < 0. This inequality
means that any crossing of the sequences x, y is reflected in the value of W§ (x, y). This
is a consequence of the strong twist condition (1.7) and also the reason why a weaker twist
condition, as in [11] or [21], cannot be used in the following proofs.

Next, we explain an important property of solutions of the variational principle (1.5).

LEMMA 2.3. (Strong ordering property) Let B C Z and let x and y be solutions of the
recurrence relation (1.4) for all i € B. Then it holds that ifx <yonB, thenx <y on B.

Proof. Since x < y on B, it follows that y; — x; = o; for all i € B. It must hold for every
i € B that

i

0=0W(y) —aWEx) = Y (3S;(y) —5;x)

) j=i—r
i Jjtr 1
=Y Z/ O, Silty + (1 — o)xldt oy
j=i—r k=j <0
i 1
= Z / 0jiSjltx + (1 —1)yldt
j=i—r 0
i+r 1
+ Z/O 3j.iSi[tx 4+ (1 — 0)yldr ;. (2.15)

The third equality follows from the strong twist condition (1.7), by setting k = j for the
first sum, and j =i followed by k = j for the second sum.

Assume now that there is ani € B with a; = 0. Then, by (1.7), all the second derivatives
in (2.15) are strictly negative and, since o; > 0 for all j, it must follow that «; = O for all
j €li —r,i+r]. By induction, it follows that x = y on B, a contradiction because we
assumed that x < y on B, so it must hold that o; > 0 for all i € B. O

Applying Lemma 2.3 gives the following corollary.

COROLLARY 2.4. Assume that x # y are two solutions of (1.4) such that x > y. Then
x> y.

The estimate (2.14) from Lemma 2.2 and Corollary 2.4 now give us the means to
analyze more precisely how two global minimizers cross in a specific domain.
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In the remainder of the text, the following notation will prove useful.

Definition 2.5. Let B C Z be arbitrary, but fixed. Define

x; ifi¢B, y; ifi¢B,

MB = ! o MB = ! o
i () {Mi ifi e B; ) {Mi if i € B;
5, . |x ifi¢B, B, . |w ifi¢B,
i (x)'_{m,- ified: OV \m ifie b

By this definition, we have changed M and m into variations of x and y with support in B.

LEMMA 2.6. Let iy < ko < k1 < i1 be integers such that ig <ko —r and iy > ki +r. Ifx
and y are global minimizers such that x; < y; for all i € [ip, ko — 11U [k1 + 1, i1], then
x KLy on ko, k1]

Proof. Let B:=[ko —r, k], so that B =[ko, k1], and that m®(x) and MB(y) are
variations of x and y, respectively, with support in B. Observe that, by assumption,
MB(y)y=M and mB(x)=m on 9B =[ko—r, ko—11U[k; + 1, k; +r] and so by
definition also on the whole of B. Recall that Wg(x) is a function that depends only on
terms of x that have indices in B. So it must hold by Lemma 2.2 and by the definition of
global minimizers (Definition 1.4) that Wg(x) = Wp (m®(x)) and W (y)=Wp (M5B ).
This implies that m?(x) and MB(y) are also global minimizers. Since it holds that
x = mB(x), but not x > m?(x), Corollary 2.4 implies that x = m®(x). So, on B it holds
that x < y and, by Lemma 2.3, it then holds that x < y on B. O

COROLLARY 2.7. (Aubry’s lemma) Assume that the local energy S satisfies Defini-
tion 1.1 with the range r = 1 and assume that x # y are global minimizers for S. Then
x and y cross at most once, i.e. D =iy or D = @.

Proof. Lemma 2.6 in this case implies that if there exist indices igp € Z and i] € Z such that
Xjy > Vi, and x;, > y;;, then x > y on [ip, i1]. This easily implies the statement. O

Corollary 2.7 shows that Lemma 2.6 implies Aubry’s lemma, or the single crossing
principle in the case of twist maps. In the case of r > 1, it has some more subtle
consequences.

Implications of Lemma 2.6. Recall Definition 1.5 of the domain of crossing. Lemma 2.6
immediately implies the following corollary, which we state without proof.

COROLLARY 2.8. Let D be the domain of crossing for x and y. If D is bounded and x > y
on Z\D, then D = @.

Let D = [jo, j1]1 # @ be bounded. Then by Corollary 2.8, x > y on (—o00, jo] implies
that y > x on [, 00). In particular, we may assume without loss of generality that if D =
[jo, j1] # @ is bounded, then x < y (or equivalently 8 =0) on (—o0, jo — 1] and x >y
(or equivalently « = 0) on [j; + 1, 0o). That is, we assume that jo := min{i € Z | §; < 0}
and j; :=max{i € Z | o; > 0}. This will be our assumption in §3.

Moreover, in the case where the domain of crossing of x and y, D = [jo, j1] # @ is
bounded, applying Lemma 2.6 with either kg = joy, or k1 = j; and reversing the roles of x
and y if necessary, the definition of jy and j; gives us the following corollary.
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COROLLARY 2.9. If D =[jo, j1] # @ is bounded, there is no segment I C [jo—r + 1,
j1+r —11with|I|=r, such thata|; =0 or B|; =0.

In the case where the domain of crossing D of x and y is unbounded, the equivalent
statement that follows from Lemma 2.6 is the following.

PROPOSITION 2.10. Let D be the domain of crossing for x and y. If D is unbounded,
then there exists an unbounded domain D C D such that there is no segment I C D with
|I| =r such that a|; =0 or B|; =0.

Proof. Let D be the domain of crossing for global minimizers x and y, as in Definition 1.5.
By Lemma 2.6 it holds that there is at most one segment [i;, i,] =1 C D with i, —i; >r
such that «|; = 0. Similarly, there is at most one segment J = [, j-] C D with j,. — ji >
r such that 8|; = 0, so we may take the unbounded domain D, such that it does not include
any of those two segments. (Moreover, the proof of Theorem A will show that, if there are
such segments I and J, then |i, — ji| < K , where K is defined in Theorem A) d

2.2. The idea of the proofs. Now we roughly explain the idea behind the proofs of
Theorems A and B.

Let D be the domain of crossing for x and y and let I C D be such that |I| =7,
but otherwise arbitrary. By Corollary 2.9 it holds that there are indices j, k € I such
that o; > 0 and that g; < 0. Equivalently, this holds for every I € D, where D is as in
Proposition 2.10. Hence, if we assume that, for some i € D, B; < 0 then there exists an
index j € [i, i +r], such that a; > 0 and similarly, if «; > 0, there exists a j € [i, i + r]
such that 8; < 0. This means that the sequences x and y cross between i and j and
moreover, by (2.14), that the crossing energy W (x, y) is positive, as soon as BN D # @.
This also implies that W (x, y) grows proportionally to the size of B N D # &, where the
a;B; terms determine the growth rate.

Since M5B (x) or M8 (y) and m® (x) or m® (y) are variations of x or y with support in B
and because x and y are global minimizers, it must moreover hold for every B that

Wp(x) + Wp(y) < Wp(Mp(x)) + Wg(mp(y))

and
Wp(x) + Wg(y) < Wp(Mp(y)) + Wr(mp(x)).

Equivalently, (since max{MB(x), mB(y)} = M, etc.) we can subtract Wy (M) + Wg(m)
on both sides of both inequalities, and write

Wix, y) < Wp(Mp(x), mp(y)) and Wg(x, y) < Wg(Mp(y), mp(x)).  (2.16)

Because of the following observation, we view (2.16) as the ‘general principle’ of the
proof. Recall that Wp(z) depends only on z; with i € B. Moreover, it follows from
Definition 2.5 that M2 (y) = M2 (x) = M and m®(x) = m®(y) =m on B. Then it must
hold, by a similar inequality as (2.14), that Wg (Mp(y), mp(x)) and Wg (Mp(x), mp(y))
depend on finitely many « and 8 terms around 9B, i.e. a fixed number of terms of x—y
around i and ij. In view of this, we call W5 (Mp(y), mp(x)) and W5 (Mp(x), mp(y))
‘the boundary energies’. In fact, it turns out that the terms that arise in the boundary
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energies can be estimated by a finite number of «; 8; terms, for some indices i, j close to
dB. These estimates are obtained in §2.3 and are the most technical part of this paper.

These considerations together with (2.16) imply that for a large domain B, the products
of a small number of « and B terms around d B must have a value proportional to all the
products of o and B terms in (2.14). Hence, this small number of terms must exhibit an
exponential growth in the case where D is unbounded and they give a uniform bound on
the size of D, if D is bounded.

2.3.  Estimates for the boundary energies. The goal of this section is to estimate the
boundary energies W (Mp(x), mp(y)) and Wi (Mp(y), mp(x)).

Definition 2.11. Define of (x):=M — MB(x), BB(x):=m — MB(x), aB(y) =M —
M5 (y) and BB (y) :=m — ME(y).

Remark 2.12. 1t follows directly from the definition of M B (x), etc., in Definition 2.5 and
from the definition of o and B (2.13) that «®(x) =0 on B and oB(x) =« else, and
that BB(x) =B —« on B and B8 (x) =B otherwise. Similarly, a®(y) =0 on B and
aB(y)=—pelse,and B8 (y) =B —aon B and B8 (y) = —a otherwise. Moreover, notice
that m® (y) = M (x) + a® (x) + B%(x) and m® (x) = MP(y) + B (y) + B2 ().

For the sake of brevity, let us denote
o 1 pl
1w [ [ oSt 0+ 1P @) + 5pP ) ds di,
0 Jo

- 1ol
I;’(y):/o /0 3. jSi(MB(y) + ta® (y) + 585 (v)) ds dt.

Computing the crossing energy from Definition 2.1 gives us similarly as in (2.14)

i+r
WiME (), mB () =" 1 ) (BEia® () + BB (x) B (0)0),
ieB j=i
i+r
WiEME (), mB ) =Y 157 B0 (1) + B ) e (1))
i€eB j=i

PROPOSITION 2.13. For every domain B = [ig — r, i1] with i1 — iy > 2r, the boundary
energies can be split in the following way:

WsMEB ), mP () =W, _+ WP . and WM (y), mP(x)=W) _+ W}

10, — ! 10,— i+

where the energies Wil(’) _and Wll(’) _ depend only on terms of x and y with indices ‘close
to’ B_, and Wl-l: 4 and Wﬁ, . depend only on terms of x and y with indices ‘close to’
0By.

Furthermore, these energies can be split into ‘mixed’ «; B; terms, and ‘double’ a;aj or
BiBj terms by

b __ omix dbl b __ ¢mix dbl
Wi(),— _Sio,f +Si0,— and Wi1,+ _Si1,++Si1,+’

¥7b __ omix <dbl b __ Smix adbl
Wio,— = Sio’, + Si(),— and Wi .= Sl-l‘Jr + Si.,+
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given by
) o=l i+r io—=1 ip—1
S = M S @i+ Y. Y I @pie,
i=ig—r j=i i=ig—r j=i
io=1 i+r
S,%l?l_ = Z Z Iy (Oaiaj,
i=ig—r j=ip
) i i+r i i+r o
ST = Y Y i+ Y D I 0By,
i=i+1 j=i i=iy—r+1 j=ij+1
i i+r o
so= Y Y I aa,
i=i1—r41 j=i;+1
. io—1 i+r io—1 ip—1
Shti= D0 YA OB+ D0 > T b,
i=ig—r j=i i=ig—r j=i
dbl io=1 i+r
- i
Sl i= 3" N 1 0)Bi;
i=ig—r j=ip
. i it i i+r o
Sm = N S s+ Y. Y I 0w,
i=i1+1 j=i i=ij—r+1 j=i1+1
i i+r o
- i
Sitei= D 2 15 0)Bib;.
i=i1—r41 j=i;+1
Proof. We compute the representation of Wf(’) __- The crossing energy takes the form
i i+r
WiME ), mP = Y Y I/ ) @®@ip? (x0); + B (), 85 )0
i=ig—r j=i

Since a8 (x)| 5 =0andi; —ip > 2r, itis clear that we can split the crossing energy into

Wi MP @), mP )y =wp _+w .

More precisely, because abB (x); =0 for all i > iy, we can split the terms in Wiz,— in the
following way:

io—1 i+r iop—1 ip—1
wh o= Y @ @ipfi+ D Y I 0P i (),
i=ig—r j=i i=ig—r j=i
ip—1 ip—1 io—=1 i+r
= > DI+ Y Y I 0w — )
i:i()—r j:i i:i()—r j:io
ip—1 ip—1
2L 2 I Whies
i=ig—r j=i
io=1 i+r ip—1 ip—1 io—1 i+r
i,
s IDIEITED 3 WIS S 3TN
i=ig—r j=i i=ig—r j=i i=ig—r j=ip
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The calculations above follow from Remark 2.12. Similar considerations give the other
equalities in the proposition. O

To make use of the general principle of the proof (2.16), we need to compare W (x, y)
and Wg(M B(x), mB (y)). Hence, we need to be able to compare all the terms from
Proposition 2.13 to terms from Wi (x, y).

First of all, we use the uniform estimate on the second derivatives from Definition 1.1
to get I3/ (y) < K and I’ (x) < K. Next, define

) io—1 itr ip—1 ip—1
EPY = " > aiBi+ Y, Y. B, 2.17)
i=ig—r j=i i=ig—r j=i

where the sums correspond to the sums from S}(‘)‘i’i. In the analogous way we define also

E;nix, EMX and E™X | corresponding to S™X  §MX apnd SMX - Then it holds by the
1.+’ o, i+ i, 00, i,+
uniform estimates from Definition 1.1, because the supports of « and g are disjoint, that

KEP <SP < KEP™ and  AEPY < S < KE™Y

i,+ — ~i;,+ — i1,+° (2 18)
F~mix <mix ~mix r~mix <mix F~mix '
)‘Eio,— 5510,— EKEiO,_ and AE; L <S8 1 <KE; .

To compare the crossing energies from (2.16), we will now estimate the double « and
the double B terms that arise in S;:)E’L, SflllflJF, S'f:)bL and Sﬂbh by sums with mixed «f
terms. This is done in Lemma 2.15. Lemma 2.14 gives us the tool that can be viewed as a
‘Harnack inequality’ for crossing sequences. It gives us a local estimate on the difference
of two solutions of (1.4). In fact, it tells us how we can estimate specific « terms by S

terms and vice versa.
LEMMA 2.14. It holds for all i with B; = 0 that
i i+r K i i+r
0= (FZ_ " jX:;)(—ﬂ,) <o (,:Z_ + ;)a,-
and similarly, for all i with «; = 0, it holds that
i i+r K i i+r
0= (Z ¥ ;)a < 7(}; " ;)<—ﬂj>.

Proof. We only prove the first inequality in the lemma. The recurrence relation with
interpolation gives, as in (2.15),
i
0=WO) —FW@) = > @58;(y)—5;x)

j=i—r

i 1
= % [ austey+ 1 - oxld; —xp

Jj=i—r
i+r

1
+ Z/O 3;.:Silty + (1 — D)x1dt(y; — x).
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Bringing the terms with y; — x; = «; > O to the right-hand side of the equality, we get

t+r
— Z / 0jiSiltx + (1 —1)yldra; — /ale, x + (1 —1)yldra;
j=i—r

i+r

Z / 3;.iSjltx + (1 — )yl dtp; +Z/ 3;iSiltx + (1 — 7))yl dzp;.
J =i—r
Assuming that 8; = 0, and since 8 < 0, it follows on one hand by the twist condition (1.7)
that all the terms on the right-hand side of the equality are non-negative. On the other hand,
the left-hand side can be estimated by the uniform bound on the second derivatives from
Definition 1.1, which gives

i i+r i i+r
K(X X )au=r( X +X)e=o 0
j=i—r  j=i j=i—r  j=i
Let us set some notation before proceeding with Lemma 2.15. Define, for every j € Z,
the indices k(j) and /() such that
Bry ==min{B; |[i€[j—r, j+r]} and o) :=max{e; |i€[j—r j+r]} (2.19)

are the largest B-term in [j —r, j +r] and the largest «-term in [j —r, j 4 r],
respectively. In case k(j) or I(j) are not unique, we may choose the smallest. For the
sake of brevity, we also define

2K22r +1)
-
Moreover, define for a domain B = [ig — r, i1] the following quantities:
k(ig)+r
EP =— Z Br(io)ej»
Jj=k(io)—r
k(i) +r
Efllbl+ = Z Brin®;
j=1f<i.)—r (220)
1(ig)+r
El%bl_ =— Z (o) By
j=lGo)—r
I(i)+r
EPL == Y b

J=lG)—r
LEMMA 2.15. Let B :=[ip — r, i1] be such that oy = o;; =0 and assume that iy — iy >
2r. Then the following estimates hold:

dbl dbl dbl dbl
Sip.— <cE;’_ and S;”, <cE;’..

Similarly, if Bi, = Bi, =0, then it holds that
dbl -dbl Sdbl -dbl
Sip.— <cE;’_ and S§;”, <cE;",.
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Proof. We only explain how we can get the estimate for SidbL, the other cases being

analogous. Recall that

io—1 i+r . io—1 i4r
SEli= ) Yl Wee =K Y Y wa;
i=ig—r j=ig i=ig—r j=ig

Assume first that k(i) € [igp — r, ig], where k(ip) is as in (2.19). Then, because «;, =0,
we can estimate the o; o j-terms around 7o with Lemma 2.14 by

ig+r ip—1 io+r K ip—1 fotr KQ2 1
Soaz( X 4 Ju=-( X 2 )a=- T 2 m

J=io J=io—r  j=io Jj=io—r  j=io
This implies
ig—1 i+r ig—1 ig+r 2KQ2r + 1) k(ig)+r
PIpITE (; a)(g a,) <D S e @2
where the last inequality follows because {ig — 7, ..., io — 1} C {k(ip) —r, . .., k(ip) +r}.

In case k(ip) € [igp + 1, ip + r], equivalently to the above we first get the estimate

io 2KQ2r + 1)
Z a; E_f k(io) s

which similarly gives the inequality (2.21). |
Define for B = [ip — r, i1] the boundary terms

E=EM +EP  and Ef:=EM +E",, (2.22)

and similarly E = Emlx + Edbl and E;/ EF = F m”‘+ + Ej dbl . By combining the definition
of boundary energles 1n Proposmon 2.13, (2 18) and Lemma 2.15, we obtain an estimate
for the boundary energies in terms of sums of finitely many mixed o; 8; terms around io
and 1.

COROLLARY 2.16. Let B :=[ip —r, i1] be such that a;, =o; =0 and assume that
i1 —ig > 2r. Then the following estimates hold:

Wi _<cE; and W , < cE+. (2.23)
Similarly, if Bi, = Bi, =0, it holds that
Wli;’_ < cE~l.; and Wii,+ < cE~lT. (2.24)

3. Bounded domains of crossings

In this section we assume that two global minimizers x, y € M have a bounded domain of
crossing D # &. As explained in §2.1, Corollary 2.8 applies. In particular, we may assume
without loss of generality that x <y (or equivalently, 8 =0) on (—o0, jo — 1]and x >y
(or equivalently, « = 0) on [j; + 1, 00). That is, we assume that jo := min{i € Z | §; < 0}
and j; :=max{i € Z|a; > 0}. A particular case of this situation arises when x € B,,
yeB, and p #v. Here it follows by the uniform estimates on Birkhoff sequences,
see (1.12), that D is bounded.
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THEOREM A. Let x, y € M be global minimizers and D = [ jy, ji] be a bounded domain
of crossings for x and y. Then the size of D is uniformly bounded by

ID| = ji — jo < K :=[12rA2c* +3r],
where ¢ =2K?*(2r 4+ 1) /A and where [-] denotes the ceiling function.

Proof. We follow a proof by contradiction and assume that j; — jo > [12rA~2¢? 4 3r].

Define B :=[jo—r, j1 +r], so that MB(x)|[j1+1,j1+r] =X|[j;+1,j,+r]> SinCE X >y
on [ji + 1, 00) by assumption. This implies that o (X)1(jo,000 =0 and, in particular,
W]l’l+r 4 =0so that Wg (MB(y), mB(x)) = W]%’f. By the general principle of the proofs
(2.16) it must hold that W]% _>Wg(x,y). Since jo=min{i € Z| g; > 0}, it follows
that o j, = 0, so we can apply Corollary 2.16 to obtain cEj_0 > Wj% _=Wg(x, y). If we
use (2.14) to estimate W (x, y), it must hold that

Jitr i4r
—A Z Z (ajBi + o). (3.25)
i=jo—r j=i—r

The right-hand side of (3.25) can be estimated in the following way. By Corollary 2.9,
there is a finite sequence i, € [jo + 2r, j1 — r] with «;, > 0 (which implies that g; = 0)
and such that 2r < i, — ip4+1 <3r. It holds for all n that I(i,) # [(in+1), where [(i) is as
defined in (2.19), so the supports of E; dbl are disjoint for all n. Moreover, the supports of

El“rj‘i are also disjoint for all n, so it holds for E;: = ES:’IJF + E{:”jr that

Ji+r  i+r
-2 ) Z<%ﬂz+%ﬂf>>ZE+
i=jo—r j=i—r

By Corollary 2.9, it holds for all n that EI >0, so also 0 < EIJ; =" EI for
which
Jitr i
-2y > (a,ﬁ,+a,,3,)>ZE+>NE+ (3.26)

l/()}’jlr

Since ji — jo > [12ra=2c? +3r], it holds that N > [4A~2c?]. Putting (3.25)
and (3.26) together and using the fact that N > [42~2¢27, it follows that

Ao ot
EEjO > cEl.ﬁ. (3.27)

This brings us to the second part of the proof. Define B := [jo — 2r, i;;] and observe
that it holds for W MB(y), mB(x)) = WP + W) that WP =0 (by the same

Jo—r,— Jo—r,—

reasoning which conﬁrmed that W% =0 at the begmnmg of the proof). Since

Jitr,+
{i,,}fl\’:1 C [jo + 2r, j1 — r] it holds in particular that jo + 2r < iz + r. This implies that

Ljo — 27, jo + 2r] C B and we can estimate the crossing energy ng (x, y) by the boundary
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energy E]_0 in the following way:

jo—1 i+r Jjo—1 Jjo—1 .
Wee, = —a( Y Y wBi+ Y, D B | =rERE,

i=jo—r j=i i=jo—r j=i
k(jo)+r ol
WE, )= =1 Y Brpey =rES,
Jj=k(jo)—r

where we used definitions (2.17) and (2.20). Together, these two inequalities show that

A - A
Wax, y) = E(Ejmofx_ +E® )= 3 Eio- (3.28)
Combining this estimate with the inequality (3.27) above and using Corollary 2.16, with
the fact that g;. = 0, it follows that

Wg,(x, y) > CE;' > Wil,;,+~

Since Wﬁ) =0, it follows that

r,
Wi, y) > Wi+ W) =WeMP(y), mP(x)),

in contradiction with the general principle of the proof (2.16).
So, it must hold that j; — jo < [12rA~2¢% + 3r]. ]

4.  Unbounded domains of crossings

In this section we assume that the domain of crossing D for global minimizers x and y
is a connected unbounded domain. So, D = [ jy, o0), D = (—00, jo] or D = (—00, 4+00).
The ideas in the proofs in this section are in many ways similar to that of Theorem A.

THEOREM B. Assume that the domain of crossing D for x, y € M is infinite. Then there is
a constant d € N that depends only on the range of interaction r and the uniform constants

A and K from Definition 1.1, such that the following holds. There exist monotone sequences
kn, I, € D with |k, — kn| <d and |l,, — ky| < r which satisfy

Sforalln, xg, > yx,, x1, < yi, and (x, — yk,) (v, — x1,) = 2".
The explicit expression for d is
d:=6r[24K>Q2r + )r*aA=2] + 4r.

We split the proof of Theorem B into two cases, covered in Theorems B1 and B2. As
explained in §2.1, if the domain of crossing D is unbounded, then Proposition 2.10 holds.
Explicitly, we may take an infinite sub-domain D C D, such that there exists no segment
I C D with |I| > r and such that «|; =0 or Blr =0. Theorem B1 applies to the case
where D # 7.

THEOREM B1. Assume that the global minimizers x and y are crossing in an unbounded
domain D, such that it holds for D from Proposition 2.10 that D # 7. Then there is a
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constant d € N and two monotone infinite sequences ky, l, € D such that |l, — k,| <r
and |ky4+1 — kn| < d, with the following property:

_aknﬂln = 2”'

The explicit expression for d is
d = 6r[12cr’x~" +4r,
where ¢ =2K?*(2r + 1)/ and K and  are the uniform constants from Definition 1.1.

Proof. Without loss of generality, we may assume that D = [ko, o0), for some kg € Z. The
case where D = (—o0, ko] then follows by applying the map —Id on Z. Furthermore, we
may assume that x > y on [kg — r, kp — 1]. This implies that W,foﬁ =0, because then
a=0on [kg — r, kg — 1] (see Proposition 2.13). We can recover the case where y > x by
swapping the notation for x and y.

Fart 1 of the proof. By Lemma 2.6, there exists an infinite monotone sequence { j, },enuo C
D such that aj, =0 for all n, jo=ko and 2r < j,41 — ju < 3r for all n. Notice that we
have quite a lot of freedom in choosing this sequence. Moreover, for all n € N it holds that
k(jn) are distinct, where k(i) is defined as in (2.19). This implies that the supports of E ;;,
for different j,, are disjoint. '

Let ¢ =2K%(2r + 1)/A as in Lemma 2.15 and define N := [12¢r22~1]. Define for
every m > 1 the domain B™ :=[kg — 1, ju] C D. Then it holds for every m > N that the
finite subsequence { j,,}f:’:l C ko — r, jm — 2r]. By definition of B one of the boundary
energies is W,fo __ =0 and by the general principle of the proof (2.16) and Corollary 2.16
the following inequalities need to be satisfied:

N

A
n=1

As in the proof of Theorem A, we now choose jj,, € {j, | 1 <n < N} such that

This implies that cEj+ > (N)L/Z)E;r and, since N > 12¢r2A~L, it follows for all m > N
m ny
that

Ef > 6r2Ej;1 . (4.30)

Now we construct j,,. Observe that if m > 2N it holds for the finite subsequence
{Jjn }iﬁ Nl that it lies in B™. As in (4.29) we observe by the general principle (2.16) that,

forallm > 2N,
2N

A
cET > Z § ET.
Jm 2 Jn
n=N+1
Define now
Et = min ET >6r’ET |
T2 p=N+1,2N Jm
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which similarly as in (4.30) gives us for all m > 2N the inequality
ET >6r°ET . (4.31)
Jm Jny

Inductively repeating this procedure gives us the infinite monotone subsequence

{jnk }ken with

Eh = g i, i 2O, (4.32)
T p=(k=DN+1,. kN " Jngy

Part 2 of the proof. In this part of the proof we will isolate from each E * from part 1 of

Ing
the proof a specific pair «;, B;. The corresponding sequences of indices will satisfy the
statements of the theorem. Recall by (2.17), (2.20) and (2.22) that E is defined as a sum
of finitely many «; 8; terms with i, j € [k — 2r, k + 2r]. We denote

max™ (k) := max({|a;B;| | {i, j} such that ;; 8; appears in the definition of E;’}.

Then it holds by (2.17) and (2.20) that E{®, < (2r + I)max™ (k) and E"* < 2r?max ™ (k),
so it holds since r > 2 that

3r?maxt (k) > E; > max® (k). (4.33)

Combining (4.32) and (4.33) implies that max* (ji,,) > 2max* (jp,_,) forall k € N. Let
ag, B, == max™ (j,) and note that Jnx — Jni_y < 2N3r. After reindexing, this gives us the
sequences {og, }nen and { B, }nen such that

ar, B, — %, B,y < <6r[12cr’ A~ + 4r
and oy, B, > 2", which finishes the proof. |

Theorem B2 applies to the case of D = Z, where D is as in Proposition 2.10. The
statement of Theorem B2 is the same as the statement of Theorem B1, but the proof of
Theorem B2 is slightly different, so we present it separately.

THEOREM B2. Assume that the global minimizers x and y are crossing in an unbounded
domain D, such that it holds for D from Proposition 2.10 that D = 7. Then there is a
constant d € N and monotone infinite sequences ky, l, € D such that |l, — k,| <r and
lkn+1 — kn| < d, with the following property:

—ay, B, = 2".
The explicit expression for d is the same as in Theorem B,
d:=8r[12cr’2~17 + 12r,
where ¢ =2K?*(2r 4+ 1)/ and K and A are the uniform constants from Definition 1.1.

Proof. Similarly as in the proof of Theorem B1, there exists, by Lemma 2.6, a bi-infinite
monotone sequence {j,}nez C D such that aj, =0forall n and 2r < ju41 — ju < 3r for
all n. Then it holds for all n € Z that k(j,) are distinct, where k(i) is defined as in (2.19).
This implies that the supports of E]‘: for different n are disjoint. Also, the supports of EJ_,,
for different n are disjoint.
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Let ¢ =2K?(2r + 1)/A as in Lemma 2.15 and define N := [12¢r2A~!]. Define for
every two integers 711 > m the domain BM . — [jms jm]. Thenitholds forevery m, p > N
that { j, },]lV=7 n C B™™P. By the general principle of the proof (2.16), it has to hold that

A N N
- + b b c - +
(B, tE)ZW, W) o Z Wy, 3) 2 5(2 Ej, + 2 EJ) (39
n= n=

As in the proofs of Theorems A and B1, we now choose j,,_, € { jn};iv_l such that

E- = min E> > 0.
N Jn

n=—1,..., —
Moreover, we choose j,, € { jn}iv:] such that

ET := min ET >0.
T w=1L N

Then it holds by (4.34) for every m, p > N that

c (E;l?'l

NA
+ - +
+ Ejp) > T(Ejn,l + Ejnl).
Plugging in the definition of N, we arrive at the following: for every p, m > N it must
hold that
- + 2 p— +
E; + Ejp > 6r (Ejn_| + Ejnl)‘ (4.35)
Since Ej; > 0 for all n it follows from (4.35) that one of the following three cases must
hold.
Case 1. There exists an mg > N such that E; . < 6r2E; . In this case it must hold
—m, )l_]
for all p > N that
- 2 p— + 2 g+
Ejfmo < 6br E].Ll and Ej,, > 6r Ejnl' (4.36)
Case 2. There exists a pg > N such that Efp < 6r2E;r . In this case it must hold for all
n
m > N that

E; > 6r2Ejj_l and E;’po < 6r2E;;l. (4.37)

Case 3. For all m, p > N, it holds that

_ o + 2 o+
Ej  z6r°E;  and Ej >6r°E; . (4.38)

We construct the second element of the subsequence {j,, }xen, i.€. jn,, for each of the
cases above. Keep in mind that we want {j,, }xen to be a monotone infinite sequence and
not a bi-infinite sequence in D.

Case 1. Define j,, € B~™0:2N by

ET = min ET z6r2E7L .
Jny  p=N+41,..2N Jn ny

Similarly as for (4.35), this leads for every m > N, p > 2N to the inequality

- + 2 +
E; , +Ejz6r7(E; +E})
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and since Ej_ < 6r2Ej_ it follows for all p > 2N that
—m) n_1

ET <6’E7  and ET >6r°ET . (4.39)
J—m Jn_y Jp Jny
Continuing this procedure inductively leads to a monotone increasing sequence {jy, }keN,
where
ET = min ET > 6r2Ejn
T p=(k=DN+1,. kN "

Case 2. Define j, , € B2N:P0 by

k—1"

E- = min ET z6r2E.+ .
Jny " p=—NZ1,..,—2N  In I

Similarly as for Case 1, it follows for all m > 2N that

E; >6r°E; and E' <6r’ET . (4.40)
/= In_y Jpo Jny
Continuing this procedure inductively leads to a monotone increasing sequence { j,_; }keN,
where
so= min E- 26r2E7 .
Ik n=(—k+1)N+1,..,—kN I In—er1

Case 3. Define jy_,, jn, € B~2N-2N by

E7 = min E”>6r2E7 and ET := min ET >6r%ET .
Jna " p=—N-1,.,-2N Jn Jn_y Ji - p=N+1,..2N I Iny

Similarly as for (4.35), this leads for every m, p > 2N to the inequality

. (4.41)

— + 2 —
E; + Ejp = or (Ej/1,2 + E]/12

Jem
Obviously, (4.41) again implies one of Cases 1-3, with the accompanying inequalities
corresponding to (4.36)—(4.38). Proceeding inductively, it can happen that we end up with
Case 3 for every step and obtain a bi-infinite monotone sequence { j, }xez\0 such that both
E; = 6r°E i and Ej, > 6r°E jn,_, hold. If, on the other hand, either Case 1 or Case
2 applies, at some step of the induction this gives us an infinite monotone increasing or an
infinite monotone decreasing sequence, respectively. This finishes the proof of Case 3.

The rest of the proof is exactly the same as part 2 of the proof of Theorem B1. O

Note that the constant d in Theorem B does not depend on the sequences x and y. We
think that d is not optimal, however it gives a qualitative estimate of the growth rate of the
oscillations for the difference x — y.

5. A dichotomy theorem

Recall the definition of a Birkhoff sequence: x € Bifforall k, [ € Z x Z either 4 ;x > x or
71X < x. Moreover, recall from §1.4 that Birkhoff sequences have a well-defined rotation
number p(x) :=lim,_, » x,/n € R, for which the following uniform estimate is satisfied:
|xn —x0 — p(x)n| < 1. In this section we prove the dichotomy theorem stated in the
introduction. It states that every global minimizer is either Birkhoff, or grows exponentially
and oscillates. This is an application of Theorems A and B to x and 7 jx = y.
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Definition 5.1. Letus call a global minimizer x € M almost Birkhoff, ifforallk,l € Z x Z
the domain of crossing D for x and 74 ;x is finite. Denote the set of almost Birkhoff global
minimizers by ABM.

By Theorem A, for any x € ABM and for any k, [ € Z x Z, the domain of crossing
D for x and 7t x has size |D| < K, independent of k and /. Moreover, if |D| > 0,
then D = [jo, ji1] for some j; — jo < K, and it holds for all i < jo and j > j; that
(xi —yi)(xj —y;j) <O0.

It is clear that Birkhoff global minimizers are almost Birkhoff global minimizers. The
main result of this section is that all almost Birkhoff global minimizers are Birkhoff. This
implies that ABM = BM. We closely follow the ideas from [18]. The following lemma
is well known for classical Aubry—Mather theory, see, for example, [18, §14: ‘Addendum
to Aubry’s lemma’].

LEMMA 5.2. Let x, y € M be such that their domain of crossing D is finite and assume
that x and y are asymptotic, i.e. that |x; — y;| — 0 fori — oo orfori — —oo. Thenx >y
ory > x, or equivalently, D = @.

Proof. Assume the opposite, i.e. D # @&. Since D is finite, we may assume that there are
indices jo, j1 such that x; <y; foralli < jy and x; > y; for all i > j;. By Theorem A it
follows that 0 < j; — jo < K. This implies by Lemma 2.2 and in particular by (2.14) that
for any finite B = [ig, i1] C Z with jy, ji € 1§, Wg(x,y) > 0. Assume that y; — x; — 0
for i — —oo. Recall that by the general principle (2.16) and by Proposition 2.13 it must
hold for any finite B = [ig, i1] C Z that

W5(x, y) < Ws(MB(x), mB(y) = W2 _ 4+ WP

1,— i1, +°

Choose a domain B :=[ig, i1] with i; > j; +r; it follows that WiljﬂL =0. Because
yi —x; — 0 for i — —oo0, it moreover follows that for every ¢ > 0 there is a k < jy such
that, for all ip < k, Wi’; __ <e¢. This implies that for every & > 0 there is a large enough B
such that Wi (x, y) <e. Since Wl% (x, y) < Wi(x, y) if B C B, it follows that for every
B, Wg (x, y) =0, a contradiction that finishes the proof. O

As in [18, §11], we introduce the following asymptotic ordering relations.

Definition 5.3. We define the relations >, >, by saying that x >, y if there is an iy € Z
such that x; > y; for all i <iy and x >, y when x; > y; for all i > jg, for some jj € Z.
Analogously, define also <, and <.

The following proposition is clear from Definition 5.1.

PROPOSITION 5.4. It holds for every x € ABM and every k, | € 7 x Z that either x and
Tk,1X are ordered (x > T 1x or x < Tk 1X), or either
(x > gx and x <q Tk 1X) or (X <@ Tkyx and X >q Tk X). (5.42)

In the following, for any x € ABM an adapted definition of the rotation number
p(x) is introduced, which in the end turns out to be equivalent to the definition p(x) :=
limy,—, o0 X /7 € R from above.

We recapitulate the proof of the following lemma from [18, §11].
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LEMMA 5.5. For every x € ABM, it holds that Ty jx >y x, if and only if Ty nix >4 x for
alln € N

Proof. First, itis clear that if 74 ;x > x then also T(u4-1)k, (i+1)1% >a Tnk,ux foralln € N,
SO Tyk.niX >¢ X.

On the other hand, if 74 ;x 4 x, then by Proposition 5.4 either 74 ;x < x or T ;X >4
x. The first relation implies that, for all n € N4, 7yt x <x. The second asymptotic
relation implies that, for all n € N, T(a41)k,(n4+1)1X >w Tnk,niX, Which in turn implies that
Tnk,nlX >w X, SO Tk, niX Fa X. ]

Lemma 5.5 has the following implication. Assume that I’/k’ > [/k (or equivalently
I'k > k'l) and 1y 1x >4 x. Then also Ty p1x >4 X, SO Ty kX >4 X, Which implies that
Ty X >o x. Similarly, if I/k" > [/ k and t¢ ;x >, x, then also 1 yx >, x. Moreover, if
U'/Jk' <1/k and T 1x <40 X, then also 1 px <g e X.

Now we define

[
Po(x) = inf{% ThIX >g x}.

Because of Proposition 5.4, it holds that

I
Po(X) = sup{ % T 1 X <g x}.

Similarly, define

Po(X) 1= inf{é

[
Tk IX > x} = sup{% ThIX <@ X ¢-

PROPOSITION 5.6. For every x € ABM, the number

p(x) = inf{é

l
Tk, 1X >x} :sup{z Tk, 1 X <x} eR

is well defined.

Proof. First we show that py(x) = p,(x). Assume that for x € ABM there exists a
q/p € Qsuchthat 7, ;x > x and 7, 4x <, x. Then po(x) < q/p < pu(x). On the other
hand, it is easy to see that 7_, _,x <4 x and 7_, _4x >, x must hold, so

Po(x) = inf{é

— [
Tk, 1X >wx} < —q=i §sup{—
-p P k

Tp I X <g x} = P (X).

This implies that for all k, [ with [/k > q/p both 7 ;x >, x and T4 ;x >4 X, SO T ;X > X.
That is, for every x € ABM

l l
Po(X) = pp(x) = inf{; T 1 X > x} = sup{§ T X < x} =: p(x). (5.43)
We want to show that p(x) # oo, by a slight modification of [18, Theorem 11.2] that
makes use of a proof by contradiction. So, let us assume that po(x) = oo. Recall from
the introduction that periodic minimizers of all periods exist and that they are Birkhoff.

Hence, we may choose a periodic minimizer y € M 4 such that xo > yo and x;z < yz,
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by choosing ¢ large enough, where K is as in Theorem A. By definition of the rotation
number it then holds that 71 41x < x, so it holds for all i that x;11 > x; +¢ + 1. On the
other hand, 71 411y =y + 1,50 y;+1 = y; + q. Hence, there is a integer i’, such that for all
i >1i’, x; > y; holds. A similar consideration with T_1,—¢+1 shows that there is an integer
i” such that, for all i <i”, x; < y; must hold. But then the domain of crossing for x and y
is finite and larger than K , which is in contradiction with Theorem A.

A similar argument shows that p(x) # —oo. O

The following remark is a well-known property of the rotation number, so we state it
without proof (see, e.g., [10] or [21]).

Remark 5.7. Let x € B. Then p(x) = w if and only if it holds for all k, [ € Z such that
l/k < w that 74 ;x < x, and for all k, [ € Z such that [/k > w that 73 ;x > x. That is,

p(x) = p(x).
Now we are set to prove the main result of this section.

THEOREM 5.8. If a global minimizer x is almost Birkhoff, it is Birkhoff. In notation,
ABM = BM.

Proof. We have already proved that every x € ABM has a corresponding rotation number
p(x):=po(x) = pu(x) e R. If p(x) e R\Q, it holds for all //k € Q that 7z ;x <x if
I/k < p(x) and 1 ;x > x if [/ k > p(x), which shows that x is Birkhoff.

If p(x) = q/p € Q, the same relations as above hold for all [/ k € Q\{q/p}, so we only
have to consider the behavior of 7, ,x. The following is also explained at the beginning
of [18, §13], but for completeness we provide the necessary proofs.

We start by proving the following claim. For any x, y € ABM with p(x) < p(y)
it holds that x >, y and y >, x. We can easily see this by taking rational numbers
px) <l/k <l'Jk' < p(y) for which it holds by definition that 7 yy <y and 74 jx > x
and that k'l < kI’ if k > 0 and k¥’ > 0. It follows that

Tok,0(x — ¥) = T X — k'l — Ty + kI’ =x —y + 1,

so the shift 7/ o to the right increases the difference between x and y, which proves the
claim.

Assume now that 7, 4x >4 x, so that there exists an iy with x;_, + ¢ > x; for all
i <ig. For every i € Z, there exists an N € N, such that for all n > N, x;_,p > x;,, SO
(tl’}’qx),- > (r;’;]]x)i since T, 4x > x. This implies that, for every i € Z, (tl’}’qx),- is an
eventually increasing sequence. We want to show that this sequence is bounded by x; + 2.

Assume that it is not. Then there is an n € N with np > K and an i € Z such that
(t;’qx),- > x; +2. Take a periodic minimizer y € M, ng+1 C ABM with x; < y; =
(Tap.ng )i +1 < (t}, ,x)i. Since (ng +1)/np > q/p, it holds that x >4 y and y >, x,
which implies that the domain of crossing of x and y is larger than K. By the same
argument as in the proof of Proposition 5.6, the domain of crossing is also finite, in
contradiction with Theorem A.

Hence, for every i € Z, the sequence (r[’," ¢%)i 1s eventually increasing and bounded.
This means that 7, ,x; —x; — 0 for i - —oc0. But then it holds by Lemma 5.2,
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that 7, 4x > x, which finishes the proof. An equivalent argument applies to the case
Tp,gX <a X. O

Remark 5.9. The proof of Theorem 5.8 shows in particular that if x € ABM with p(x) =

q/p,and T, 4x > x, then xE = 1lim,_ o0 r;,t’;x exists and is p—q-periodic.

Theorem 5.8 is the first part of the dichotomy theorem from §1.5. We now elaborate
on the second part. The following corollary captures the exponential growth property of
non-Birkhoff global minimizers. Recall the definition of the constant d = 6r[24K>(2r +
1)r?A727 + 4r from Theorem B.

COROLLARY 5.10. Let x € M and d be as in Theorem B. Assume that there exist
constants a, b > 0 with 0 < b < 1/2d such that |x;| < a2l for all i, in other words, that
x grows more slowly than exponentially with rate 1/2d. Then x € BM.

Proof. If x has smaller than exponential growth with rate 1/2d, then so do all the translates
7¢,1x. Then it holds for every k, | € Z x Z that also 74 jx — x has smaller than exponential
growth with constant 1/2d. This implies that the conditions for Theorem B cannot be
satisfied, so it follows that x € ABM. By Theorem 5.8, x € BM. O

Non-Birkhoff global minimizers, moreover, exhibit an oscillation property described
below.

LEMMA 5.11. Assume that a global minimizer x € M is not almost Birkhoff, i.e. x ¢
ABM. Then there is a translate Tx € {t1,1x, T_1 _1x} such that the domain of crossing
D of x and of Tx is infinite.

Proof. If x ¢ ABM then there exists a translate ti ;x such that the domain of crossing for
x and 74 ;x is infinite. By Theorem B, there exist monotone infinite sequences &, [, € D,
with l, € [k, —r, k, +r]and k1 — k;, <d, and such that (x;, — xg,—x — ) (xj,—x +1 —
x;,) > 2" and that (x4, — x,—x — [) > 0. This implies by Cauchy—Schwartz that there is
an infinite subsequence {ky} of {k,} or {/,,} of {/,}, such that Xy = Xy, —k = 1>2"2or
xi, —k +1—x;, >2"2 Assume the first case holds. Then it holds that xx, — xk, —x —
k >J 0 and xy, . z Xk, .—k + k > 0, so either 7x xx or T, _gx crosses x in an inﬁnite d(])main
(or even rk,oxj and x ‘ézross in an infinite domain).

Say, 7x xx and x cross in an infinite domain D. This implies that 7 yx — x changes sign
infinitely often in D. By writing

k—1 k—1
tk,kx—xzrlkylx—rll x+t11 XF---+T01X —X,

it is clear that also 7 1x — x changes sign infinitely often in some domain D. This finishes
the proof, where the other case is treated similarly. a

We summarize the results from Theorem 5.8, Corollary 5.10 and Lemma 5.11 to get the
dichotomy theorem below.

DICHOTOMY THEOREM. For every global minimizer x € M one of the following two
cases must hold.
° It holds that x € B, i.e. x is a Birkhoff global minimizer and thus very regular.
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. It holds that x ¢ B. Then x is very irregular in the following sense. There are
monotone infinite sequences {ky, l,} € Z, with |kyy+1 — ky| <d, |l, — ky| <1 such
that one of the following inequalities holds for all n € N:

(X1 — Xk, + D(xg, — xp41 + 1) = 2"

or
(Xkpt1 — Xk, — D (g, — xp 41 — 1) =27,

Moreover, for every n at least one of the following must hold:
Xhyt1 — Xk, = 22 1 or X, — X[,4+1 > PRI

Proof. Since x ¢ BM, Lemma 5.11 gives us a translate Tx € {rj 1x, 7_1 —1x}, such that
the domain of crossing D for 7x and x is infinite. By Theorem B there are infinite
sequences {k,, l,,} € Z, with |k,41 — k,| <d, |l, — k,| <r and such that (Txx, — x¢,) >0
and (x;, — Tx;,)(Txk, — x,) = 2". This gives us the first part of the theorem.

The second part of the theorem follows by Cauchy—Schwartz. O

This dichotomy theorem implies that a global minimizer x that is not Birkhoff has to
oscillate in a prescribed uniform way and it has to be growing with some exponential
growth rate. Therefore it is very non-physical, as a solution of the generalized Frenkel-
Kontorova crystal model.

A. Appendix. Ordering of minimizers

In §5 we showed that if a global minimizer is not too wild, it is Birkhoff, i.e. ordered with
respect to all its translates. In fact, much more is true. Any Birkhoff global minimizer is
ordered with respect to almost all other Birkhoff global minimizers of the same rotation
number. We elaborate on this statement below.

Results in this section follow from the same arguments as in the twist map case
(see [18]). We compare Birkhoff global minimizers of the same rotation number and
explain when they are ordered.

All the proofs in this section hold also for a local energy S, satisfying Definition 1.1,
with the weaker twist condition

;xS <Oforall j £k and 8 ;Si<-A<0,jeli—1Li+1}. (Al

For the sake of greater generality of the results, we use the weaker twist condition (A.1)
in place of the strong twist condition (1.7) used in previous sections because this weaker
twist condition has been used in several previous papers (see [11, 20, 21]).

We have in mind that one of the following holds. Either the strong twist condition (1.7)
holds and the minimizers are known to be in ABM, so they are Birkhoff by Theorem 5.8,
or the weaker twist condition (A.1) holds and the minimizers are a priori known to be
Birkhoff.

Since all Birkhoff sequences have a rotation number, we can write the collection of
Birkhoff global minimizers as the following union:

BM:= | J BM,U ) BM], uBM,,
VeR\Q q/p€Q
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defined by
BM, ={xeMnB,} forveR\Q

and forg/p € Q,

BMJ,, i={x e MNByp | tpgx = x} and BM_, :={x e MNByp | tpqx < x}.

The following is a variant of Lemma 2.3 that will prove to be useful in the rest of this
section and has the same proof.

LEMMA A.1. Let x, y be solutions to (1.4) with the weak twist condition, such that x < y.
Then x KL y.

The next lemma is a variant of Lemma 5.2, but applied to the case of weak twist.

LEMMA A.2. Let x, y € M be such that |x; — y;| = 0 for i — —o0 and for i — +o0.
Then it holds that x <y, x =y or x > y.

Proof. Assume the opposite, so M = max{x, y} # x and m = min{x, y} # x. We claim
that M and m are also global minimizers. If M is not, then there is a domain B, a variation

v with support in Bandaé > 0such that, for all B D B, Wp(M +v) = Wp(M) — 6.

It holds by (2.14) for every B that W (M) + Wp(m) < Wp(x) + Wg(y). On the other
hand, since x and y are asymptotic, there exists for every ¢ > 0 a domain B, such that
for all B D B. itholds that |[Wg(Mp(x)) — Wp(M)| < e and |Wp(mp(y)) — Wp(m)| <e.
Moreover, by taking B large enough, also |Wp(Mp(x) + v) — Wp(M + v)| < ¢ holds.
But then for ¢ < §/2 it follows that W (Mp(x 4+ v)) + Wp(mp(y)) < Wp(x) + Wg(y),
which is a contradiction. So it holds by Lemma A.1 that M = x or M > x, which finishes
the proof. a

A.l. Minimizers of the same irrational rotation number. Let v € R\Q and define the
recurrent set of rotation number v by

BMS¢ = [x € BM, | x = lim 1, ,x for some sequences 0 # k,, l,,}.
n—o0

BMS€ is also called the Aubry—Mather set of rotation number v. For the discrete Frenkel—
Kontorova model, the next theorem was first proved in [2] and is explained in [18, §12]. A
more general version of the proof, applicable to PDEs and monotone variational problems
on lattices can be found in [3]. We state it without a proof.

THEOREM A.3. For every v € R\Q, the recurrent set BM is the unique smallest non-
empty closed subset of BM,, that is invariant under translations.

Observe that, for any x € BM,,, the «- and w-limit set of the map 71 ¢ : BM, — BM,,
defined by

a(x) = ﬂ U{rfl’o(x) +1|k>n} and w(x):= ﬂ U{rfo(x) +1|k>n},

neN leZ neN leZ

are ordered subsets of BM'°, because x is Birkhoff. Moreover, by definition they are
minimal under translations. So, by the theorem above, the «- and w-limit set for every
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x € BM,, are in fact the same set, independent of x. This seems at first sight a very
surprising result. However, equivalent statements arise in the study of invariant sets of
circle homeomorphisms covered by the well-known Denjoy theory. Not surprisingly, many
proofs in both theories have similar flavors.

Since v is irrational, it can be shown that BM'° is either homeomorphic to a circle
(then it is also called a minimal foliation), or it is a Cantor set (a minimal lamination).
Again, this can be explained by a similar argument to the arguments in the Denjoy theory
for invariant sets of circle homeomorphisms (for a full proof see, e.g., [21, Theorem 4.18]).
Theorem A.3 has the following consequence.

THEOREM A.4. For every v € R\Q, the set of Birkhoff global minimizers of rotation
number v, BM,, is strictly ordered.

Proof. For every x € BM,, a(x) is ordered with respect to x and, by Theorem A.3,
o(x) = BMF. In the case where BM'SC is a minimal foliation, we are done because
then it holds for every x € BM,, that x € BMY*. In the case where BM* is a Cantor
set, it holds that every gap [x, y] ((x, y) N BMC = @) is summable (see, e.g., [21,
Theorem 10.2]): explicitly,

Z yi—xi <L

i€Z
Assume that z, w € BM\BM*. Since BM® =a(z) =a(w), z and w have to be
ordered with respect to the recurrent set. So, they could cross only if they are in the same
gap, but this cannot happen by Lemma A.2. O

A.2. Minimizers of the same rational rotation number. ~ As in the case of twist maps, it
holds that, for every ¢/p € Q, the sets B./\/l;]"/ , and BMq_/ , are ordered. The arguments
are summarized in the following.

A2.1. The periodic case. As was explained in the introduction, by definition, M, ,
is the set of p—g-periodic minimizers that minimize the periodic action W, ,. It holds
by Aubry’s lemma also for the weaker twist condition (A.1) that M, , C B, ,, which in
particular implies that periodic minimizers are global minimizers. On the other hand, it
also holds that every global minimizer that is p—qg-periodic is a periodic minimizer, in
notation BMy,, N X, , =M, ,. The proof of these statements can be found in [21,
Theorems 4.3, 4.8 and 4.9 and Corollary 4.6]. In particular, M, , is ordered.

A.2.2. The non-periodic rational case. In this section we show that the sets BM;/ and
BMq_/ p are ordered. We provide the proofs for BM;;/ e as the other case is analogous.
Take an arbitrary x € BM* \M,p 4. Then for every ie€Z, (r”’qx),- is an

a/p P
increasing and bounded sequence and it is clear that lim, o 7)) , ¥ =:x" € M, 4 and
limy, 00 7, yx =1x~ € M, 4. The first step of the proof is to show that there are no

periodic minimizers between x~ and x*.

THEOREM A.5. Letx € B./\/l;_/p\./\/lp,q andx~, xT € M, 4 as defined above. Then there

isnoy € M, 4 suchthat x~ <y < x+.
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Proof. Our proof is a variation on a proof in [18]. Assume the theorem is not true and
that there is such a y € M, ,. Because stationary points cannot be weakly ordered by
Lemma A.1, it must hold that x~ <« y < xT. Since x~, y and xT are periodic, and
because x; — x* fori — Foo, there is an integer ig € Z such that x; > y; for all i < —ig
and x; < y; for all i > iy.
For every B it holds by (2.14) that W (x) + Wp(y) > Wp(m) + Wp(M). Let k be such
that kp > 2ip + r and look at 74, ¢ (), which is asymptotic to m and to x~ in +0o0.
Our next claim is that for every & > 0, there exists an i, such that it holds for all
B D B, :=[—i,, i.] that
[Wg(m) — Wg(tkp,om)| < &. (A.2)

This is true by the following consideration: let B := [—i, i] and compute

[Wg (tkp,0(m)) — Wp(m)| = |Wpixp(m) — Wg(m)]
= [ Wit1,ithkp1(m) — Wi, —igkp1(m)].
If i >ip+kp, then m=y on [—i, —i + kp] and, because x~ and y are p—g-periodic

minimizers, it holds that W_;11 _jtxp1(m) = Wit1,is4p)(x 7). This implies by the
equalities above that

[Wg (tkp,00m)) — We(m)| = |Wiit1,itip)(m) — Wit 1ivkp) (X 7)I.

Now it is clear that the claim above holds, since m; — x; for i — +4o00. Explicitly, it holds
that |Wpit1,i+kp1(m) — Whit1,i4kp1(x7)| < LIm; — x;”| because of the uniform bound on
second derivatives of § and because |x;” — x,_ | and |m; — m;| are uniformly bounded,
by the fact that x~ and m are Birkhoff.

Next, we define the configuration z by z; :=M; for i <ip, and z; :=m;_p =
(Tkp,0(m)); for i > ip. By definition of k it follows that 7z, o(m) =y on [—i —r, ig +7].
Moreover, on [ig, ip + r] it holds that z = M = 14, o(m) = y, so it follows that

Wg (tip,0(m)) + Wp(M) =W js—11() + Wiig,i1(@) + Wi ig—11() + Wiip.i1(0)
=Wg(z) + Wp ().
This equality, together with the minimum-maximum principle and (A.2) gives, for all
B D B€9
Wg(x) + Wg(y) > Wg(m) + Wp(M) > Wg(y) + Wp(2) — ¢,
SO
Wp(x) + & > Wg(2). (A.3)

We claim that z is a global minimizer. Assume the opposite. Then there exists a
domain B, a variation v with support in B and a § > 0, such that W5(2) =Wg(z+v) +4.
Moreover, for all B D B, it holds that Wp(z) = Wg(z + v) 4+ §. It holds for z that it is
asymptotic to x in +oo and that z; = x; for all i < —ig. We change z into a variation
of x with support in some B by defining zp(x), where zp(x); :=z; for all i € B and
zp(x); :=x; for all i ¢ B. Since v is supported in B and B C B, also zz(x)+v is a
variation of x. In particular, it also holds that

Wg(zp(x)) = Wp(zp(x) +v) + 6. (A4)
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Because z and x are asymptotic and by definition of B, there is a constant C such that
|IWg(z) — Wp(zp(x))| < Ce (A.5)

for all B D B,. By choosing ¢ < §/(C + 1) and combining inequalities (A.3)—(A.5), we
get, for all B such that B, C B and B C B, the inequality

Wp(x) +8 > Wp(x)+ (C+ e > Wp(z) + Ce = Wp(zp(x)) = Wp(zp(x) +v) + 6.

Because zp(x) + v is a variation of x with support in B, this contradicts the assumption
that x is a global minimizer, so z must be a global minimizer.

The last part of the proof is to notice that x and z are ordered, but not strictly
ordered. Obviously, x = z on (—o0, —ip] and x < z on [—ij, ip], because here z = M. On
[io, —io + kp], z =y, so by definition of ig, z > x. For i > —ip + kp, it either holds that
(tkp,0m);i = (Tkp,0X)i > Xx; because x € M;;/p\/\/lp,q, or (Tkp,0m)i = (Thkp,0¥)i = yi > Xi,
because i > ip. So x < z but not x < y, which contradicts Lemma A.1. This finishes the
proof. O

With Theorem A.5, we can easily obtain the stated result for this section.
THEOREM A.6. For every q/p € Q, the sets BM;'/F and B./\/lq_/p are ordered.

Proof. Again, we give the proof only for l”j’/\/l;]|r 23S the other case is equivalent. Letx, y €
BM;/I,. The case where x, y € M, , is covered in §A.2.1 and the case for x € BM

q/p
and y € M, , is covered in Theorem A.5. In view of this, let x, y € BM;F/p\Mp,q
and look at the ordered periodic minimizers x* and x~. If y ¢ [x~, xT], then by

Theorem A.5 it must hold that y < x~ so y < x, or y 3> x' so y > x. On the other
hand, if y € [x~, x7], then by the same theorem, y* =x™ and y~ = x~, so y and x are
asymptotic, and by Lemma A.2 they are ordered. O

A.2.3. Heteroclinic connections. Our last theorem is the equivalent of [18,
Theorem 13.5]. It shows that, for every gap in the set of periodic minimizers, there are
non-periodic global minimizers forming heteroclinic connections between the two periodic
minimizers that constitute the gap.

THEOREM A.7. (Heteroclinic connections) Assume that x~,xT € M, , are such that
there isno 'y € M, 4 with x~ < y < x*. Then there exist sequences x € BM;F/I, \Myp .4
and x € BM_, \M, 4 such that

q/p
lim " x=xT"= lim " ¥ and lim t* x=x" = lim " x.
n—oo P4 n——oo P4 n——oco P4 n—oo P4

Proof. As throughout this section, we shall prove only the existence of x € BM;“/ P\M .-
Let us take a sequence of rational numbers g, /p, /' q/p for n — 0o and a number b € R
with x;” <b < x(;r . Since M, 4, is strictly ordered, we may define for every n € N the
sequence y" :=min{y € M, .. | yo > b}, so it follows that yfp +q = (15,40 <b.
Because BM{y,/py,q/p1 18 compact and the rotation number is continuous in the
topology of point-wise convergence (see [10]), there is a convergent subsequence {y"*}x

such that its limit limg_, o, y"** =: x € B.M has rotation number p (x) = q/p.
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By point-wise continuity, it holds that xo >b and x_, +q <b, so x0>x_, +
g = (tp,¢x)o. This implies by Lemma A.l that x ¢ B./\/l;/p\/\/lp,q and since there
is no ye M, , with yp=»b by assumption, it follows that x ¢ M, ,. Hence, x €

BMJ, \M, 4. m

Obviously, the x and x of Theorem A.7 cross, illustrating that BM;'/ » U B/\/lq_/ » is in
general not ordered.
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