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Factorization problems in complex
reflection groups

Joel Brewster Lewis and Alejandro H. Morales

Dedicated to David M. Jackson in recognition of his 75th birthday

Abstract. We enumerate factorizations of a Coxeter element in a well-generated complex reflection
group into arbitrary factors, keeping track of the fixed space dimension of each factor. In the infinite
families of generalized permutations, our approach is fully combinatorial. It gives results analogous
to those of Jackson in the symmetric group and can be refined to encode a notion of cycle type.
As one application of our results, we give a previously overlooked characterization of the poset of
W-noncrossing partitions.

1 Introduction

�e motivation for this paper is the following formula of Chapuy and Stump for the
generating function for the number of factorizations of a fixed Coxeter element by
reflections in a complex reflection group.

�eorem 1.1 (Chapuy–Stump [CS14, �m. 1.1]) Let W be an irreducible well-
generated complex reflection group of rank n. Let c be a Coxeter element in W, let R
and R∗ be the set of all reflections and all reflecting hyperplanes in W, and for ℓ ≥ 1
let Nℓ(W) ∶= #{(τ1 , . . . , τℓ) ∈ Rℓ∶ τ1⋯τℓ = c} be the number of factorizations of c as a
product of ℓ reflections in R. �en

∑
ℓ≥0

Nℓ(W) t
ℓ

ℓ!
= 1

∣W ∣ (e
t∣R∣/n − e−t∣R∗∣/n)n .

Near t = 0, the generating function recovers the fact [Bes15, Prop. 7.6] that the num-
ber of minimum-length reflection factorizations of a Coxeter element is n!hn/∣W ∣,
where h is the Coxeter number ofW. WhenW is the symmetric groupSn , �eorem
1.1 reduces to a result of Jackson [Jac88] counting factorizations of the n-cycle (12⋯n)
into transpositions. Chapuy and Stump prove their result by an algebraic approach
with irreducible characters that dates back to Frobenius.
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A natural question is whether there are extensions to complex reflection groups
of other factorization results in the symmetric group. In the same paper [Jac88],
Jackson gave formulas for the generating polynomial of factorizations of an n-cycle
as a product of a fixed number of factors, keeping track of the number of cycles of
each factor. We state the result for two and k factors, as reformulated by Schaeffer–
Vassilieva.

�eorem 1.2 (Jackson [Jac88], Schaeffer–Vassilieva [SV08]) Let ς be a fixed n-cycle
in Sn , and for integers r1 , . . . , rk let ar1 , . . . ,rk be the number of factorizations of ς as a
product of k permutations inSn such that π i has r i cycles for i = 1, . . . , k. �en

1

n!
⋅ ∑
r , s≥1

ar , sx
r ys = ∑

p, q≥1

( n − 1

p − 1; q − 1; n − p − q + 1
)(x)p

p!

(y)q
q!

,(1.1)

where (x)p denotes the falling factorial (x)p ∶= x(x − 1)⋯(x − p + 1). More generally,

1

(n!)k−1 ⋅ ∑r1 , . . . ,rk≥1

ar1 , . . . ,rk x
r1
1 ⋯x

rk
k
= ∑

p1 , . . . ,pk≥1

Mn−1
p1−1,. . . ,pk−1

(x1)p1
p1!
⋯
(xk)pk

pk !
,(1.2)

where the coefficient Mn
p1 , . . . ,pk

is defined in (2.1).

In this paper we give analogues of these results for two infinite families of complex
reflection groups: the group G(d , 1, n) of n × n monomial matrices whose nonzero
entries are all dth roots of unity (i.e., the wreath product (Z/dZ) ≀Sn ; at d = 2, the
Coxeter group of type Bn) and its subgroup G(d , d , n) of matrices whose nonzero
entries multiply to 1 (at d = 2, the Coxeter group of type Dn). �e analogue of an n-
cycle in a complex reflection group is a Coxeter element. �e analogue of number of
cycles of a group element is the fixed space dimension. Our results forG(d , 1, n) are in
terms of the polynomials

(x − 1)(d)
k
∶= (x − 1)(x − 1 − d)(x − 1 − 2d)⋯(x − 1 − (k − 1)d) = k

∏
i=1

(x − e∗i ).(1.3)

Here the roots e∗i are the coexponents of this group, one of the fundamental sets of
invariants associated to every complex reflection group. (All these terms are defined
in Section 2.2.)

�eorem 1.3 For d > 1, let G = G(d , 1, n) and let a
(d)
r1 , . . . ,rk be the number of factoriza-

tions of a fixed Coxeter element c in G as a product of k elements of G with fixed space
dimensions r1 , . . . , rk , respectively. �en

1

∣G∣ ⋅ ∑r ,s≥0 a
(d)
r ,s x

r ys = ∑
p,q≥0

( n

p; q; n − p − q
)(x − 1)

(d)
p

d pp!

(y − 1)(d)q

dqq!
,(1.4)

and more generally

1

∣G∣k−1 ⋅ ∑r1 , . . . ,rk≥0

a(d)r1 , . . . ,rk x
r1
1 ⋯x

rk
k
= ∑

p1 , . . . ,pk≥0

Mn
p1 , . . . ,pk

(x1 − 1)(d)p1

d p1 p1!
⋯
(xk − 1)(d)pk

d pk pk !
,(1.5)

where Mn
p1 , . . . ,pk

is defined in (2.1).
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In Section 3, we give a combinatorial proof of the result for k factors by reduc-
ing it to the case of the symmetric group for k factors. �e latter case has a
combinatorial proof [BM13, BM16]. Our proof works directly with the group elements
and permutations. However, the proof could also be written in terms ofmaps (e.g., see
[LZ04, Sch15]) through a coloring argument as done in [Ber12, SV08, CFF13] for the
case of factorizations with two factors and in [BM13] for the case of factorizations with
k factors.

Our main results for the subgroup G(d , d , n) of G(d , 1, n) count transitive factor-
izations (for the natural action on a set of size dn) of a Coxeter element. �ey are
written in terms of the polynomials

P
(d)
k
(x) ∶= (x − (k − 1)(d − 1)) ⋅ (x − 1)(d)

k−1 =
k

∏
i=1

(x − e∗i ),

where again the e∗i are the coexponents of the group.

�eorem 1.4 For d > 1, let G = G(d , d , n) and let b(d)r1 , . . . ,rk be the number of transitive
factorizations of a Coxeter element c(d ,d ,n) in G as a product of k elements of G with
fixed space dimensions r1 , . . . , rk , respectively. �en

n

(n − 1) ⋅ ∣G∣ ⋅ ∑r ,s≥0 b
(d)
r ,s x

r ys = ∑
p,q≥1

( n − 2

p − 1; q − 1; n − p − q
)P
(d)
p (x)
d p−1p!

P
(d)
q (x)
dq−1q!

,(1.6)

and more generally

nk

∣G∣k−1 ⋅ ∑r1 , . . . ,rk≥0

b(d)r1 , . . . ,rk x
r1
1 ⋯x

rk
k
= ∑

p1 , . . . ,pk≥1

Mn
p1 , . . . ,pk

P
(d)
p1 (x1)

d p1−1(p1 − 1)!⋯
P
(d)
pk
(xk)

d pk−1(pk − 1)! ,
(1.7)

where Mn
p1 , . . . ,pk

is defined in (2.1).

In Section 4, we give a combinatorial proof of these results. �e proof relies on an
enumeration of transitive factorizations of an (n − 1)-cycle in Sn into k factors that
appears to be new – its proof may be found in Section 2.4.

In the remainder of the paper, we consider a variety of extensions and applications
of these results. In Section 5, we explore the same question in the exceptional complex
reflection groups, using an algebraic approach.�is produces results that are strikingly
similar to the results from the infinite families in many cases, but ultimately no
uniform formula along the lines of �eorem 1.1. �e question of whether a uniform
theorem exists is raised in Section 8.

In Section 6, we show how to derive the Chapuy–Stump result from our main
results, giving a fully combinatorial proof in the case of G(d , 1, n). We also consider
the special case of genus-0 factorizations, which are extremal with respect to a natural
subadditivity of fixed space dimension. As a consequence, we derive a characterization
of the poset ofW-noncrossing partitions that has (surprisingly) been overlooked before
now.
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In Section 7, we refine the result for G(d , 1, n) by the group orbit of the fixed
space, or equivalently by an appropriate notion of cycle type. �e proof is again fully
combinatorial. In the genus-0 case, this result gives an analogue of the Goulden–
Jackson cactus formula [GJ92, �m. 3.2] and specializes to a result of Krattenthaler–
Müller in type B [KM10, �m. 7(i)]. Finally, in Section 8, we end with a number of
remarks and open questions, including constructions of maps associated to factoriza-
tions in G(d , 1, n).

An extended abstract of this work appeared in [LM19a].

2 Background

2.1 Known factorization results in Sn

We begin by discussing in more detail the background behind �eorem 1.2. Let ς
be a fixed n-cycle in Sn , and for integers r1 , . . . , rk let ar1 , . . . ,rk be the number of k-
tuples (π1 , . . . , πk) of elements in Sn such that π i has r i cycles for i = 1, . . . , k and
π1⋯πk = ς.�eorem 1.2 is a corollary of a result obtained by Jackson [Jac88,�m. 4.3];
our formulation follows Schaeffer and Vassilieva [SV08, �m. 1.3]. �e coefficients
on the right-hand side of (1.2) are defined as follows. Given a positive integer k and
nonnegative integers n and p1 , . . . , pk , let

Mn
p1 , . . . ,pk

∶=
min(p i)

∑
t=0

(−1)t(n
t
) k

∏
i=1

( n − t
p i − t

) = [x p1
1 ⋯x

pk

k
]((1 + x1)⋯(1 + xk) − x1⋯xk)n ,

(2.1)

where the square brackets in the third expression represent coefficient extraction.�is
number counts n-tuples (S1 , . . . , Sn) of proper subsets of [k] ∶= {1, . . . , k} such that
exactly p j of the sets contain j. It is easy to see that the Mn

p satisfy the following
recurrence.

Proposition 2.1 One has Mn
p = ∑

S⊊[k]

Mn−1
p−eS
= ∑
∅≠T⊆[k]

Mn−1
p−1+eT

where eS denotes the

indicator vector for the set S and 1 ∶= e[k] is the all-ones vector.
Also, from the enumerative interpretation of Mn

p one has that Mn
p1 ,p2 is given by

the multinomial coefficient ( n
p1 ;p2 ;n−p1−p2

), and that Mn
p = 0 whenever p1 + ⋅ ⋅ ⋅ + pk >

n(k − 1). For k ≥ 3, theMn
p are not given by amultinomial coefficient or other product

formula, except for the following extremal case.

Proposition 2.2 If p1 + ⋅ ⋅ ⋅ + pk = n(k − 1) then Mn
p1 , . . . ,pk

= ( n
n−p1 ;⋯;n−pk

).
Proof Suppose that p1 + ⋅ ⋅ ⋅ + pk = n(k − 1) and that (S1 , . . . , Sn) is an n-tuple of
proper subsets of [k] counted by Mn

p1 , . . . ,pk
. Let c i ∶= ∣S i ∣ for i = 1, . . . , n. Since c i ≤

k − 1 and c1 + ⋅ ⋅ ⋅ + cn = p1 + ⋅ ⋅ ⋅ + pk = n(k − 1), it must be the case that c i = k − 1
for i = 1, . . . , n. �us S i = [k]/{a i} for some a i ∈ [k]. �en the correspondence(S1 , . . . , Sn) ←→ (a1 , . . . , an) is a bijection between then-tuples of sets counted byMn

p

and n-tuples of elements of [k] such that j appears n − p j times for j = 1, . . . , k. �e
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latter set is obviously counted by the desired multinomial coefficient, and the result
follows.

Jackson’s proof of �eorem 1.2 uses an algebraic approach based on work of
Frobenius from the late 19th century; thesemethods are described in Section 2.3 below,
a�er which we apply them to give a similar result for the (n − 1)-cycle inSn . Bijective
proofs of the case k = 2 were given by Schaeffer–Vassilieva [SV08], Chapuy–Féray–
Fusy [CFF13], and Bernardi [Ber12]. Bernardi and Morales [BM13, BM16] extended
Bernardi’s approach to give a combinatorial proof of Jackson’s formula for all k in
terms ofmaps.�ese combinatorial proofs use an interpretation of the change of basis
in (1.2) that we describe now.

Let C
⟨n⟩
p1 , . . . ,pk

be the set of factorizations in Sn of the fixed n-cycle ς as a product
π1⋯πk such that for each i, the cycles of π i are colored with p i colors with each
of the colors being used at least once to color a cycle of π i . (In particular, once the
factorization is fixed, this means that the colorings of the cycles in the different factors

are completely independent of each other.) Let C
⟨n⟩
p1 , . . . ,pk

= ∣C⟨n⟩p1 , . . . ,pk
∣ be the number of

such colored factorizations.

Remark 2.3 Note that the numberC
⟨n⟩
p1 , . . . ,pk

of colored factorizations does not depend
on the set of p i colors used to color the cycles of u i . In an abuse of notation, depending

on context, we will use the same symbols C
⟨n⟩
p1 , . . . ,pk

and C
⟨n⟩
p1 , . . . ,pk

to denote the set
and the number of colored factorizations where for each π i we use color set [p i], or{0, 1, . . . , p i − 1}, or a p i-subset of a larger set.
Proposition 2.4 With ar1 , . . . ,rk and C

⟨n⟩
p1 , . . . ,pk

as above, one has

∑
r1 , . . . ,rk≥1

ar1 , . . . ,rk x
r1
1 ⋯x

rk
k
= ∑

p1 , . . . ,pk≥1

C
⟨n⟩
p1 , . . . ,pk

(x1
p1
)⋯(xk

pk
).(2.2)

Proof Let each x i be a nonnegative integer. �e le�-hand side of (2.2) counts
factorizations of the cycle ς = (12⋯n) as a product ς = π1⋯πk , where for i = 1, . . . , k,
each cycle of π i is colored with a color in [x i]. �ese colored factorizations are also
counted by the right-hand side of (2.2): for p1 , . . . , pk ∈ N and i = 1, . . . , k, choose p i
colors from x i colors available and a colored factorization in C

⟨n⟩
p1 , . . . ,pk

where exactly
those p i colors are used in the factor π i . Finally, since (2.2) is valid for all nonnegative
integer values of the x i , it is valid as a polynomial identity.

�e following corollary is an immediate consequence of�eorem 1.2 and Proposi-
tion 2.4.

Corollary 2.5 �e number of colored factorizations of an n-cycle in Sn is C
⟨n⟩
p1 , . . . ,pk

=
(n!)k−1Mn−1

p1−1,. . . ,pk−1
.

2.2 Complex reflection groups

In this section, we give an account of the complex reflection groups, paying particular
attention to the “combinatorial” groupsG(d , 1, n) andG(d , d , n). For more thorough
background, see [LT09].
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z

1
1

1

z

1
1

z
−1

Figure 1: �e matrix representation of the generalized permutations [(1234); (0, 0, 0, 1)] in
G(d , 1, 4) (le�) and c(d ,d ,4) ∶= [(123)(4); (0, 0, 1,−1)] in G(d , d , 4) ⊂ G(d , 1, 4) (right). Here
d > 1 and z = exp(2πi/d) is a primitive complex dth root of unity. In c(d ,d ,4), the cycle (123)
has weight 1 and the cycle (4) has weight −1.

2.2.1 Basic definitions

Given a complex vector space V of dimension n, a linear transformation r on V is
called a reflection if the dimension of the fixed space of r (i.e., the set of vectors v such
that r(v) = v) is n − 1, that is, if r fixes a hyperplane. A complex reflection group is a
finite subgroup of GL(V) generated by its subset of reflections. A complex reflection
group is irreducible if it does not stabilize any nontrivial subspace of V, and every
complex reflection group decomposes uniquely as a direct product of irreducibles. A
complex reflection group iswell-generated if it acts irreducibly on a space of dimension
m and has a generating set consisting ofm reflections.

2.2.2 Key examples

�e most common examples of complex reflection groups are the finite Coxeter
groups, including the dihedral groups, the symmetric groupSn (type An−1), and the
hyperoctahedral group of signed permutations (type Bn) and its index-2 subgroup
of “even-signed permutations” (type Dn), whose elements have an even number of
negative entries. All real reflection groups are well-generated. (For Sn , the space on
which it acts irreducibly has dimension m = n − 1; for the signed and even-signed
permutations, m = n.)

�ere are two infinite families of well-generated irreducible complex reflection
groups. �e groups in the first family are the wreath products G(d , 1, n) = (Z/dZ) ≀
Sn of the symmetric group by a cyclic group of order d. Concretely, the elements of
this groupmay be realized as generalized permutationmatriceswith one nonzero entry
in each row and column, each of which is a complex dth root of unity – see Figure 1.
�usG(2, 1, n) is the hyperoctahedral group of signed permutations.More compactly,
elements of G(d , 1, n)may be identified with pairs [π; a] where π is a permutation in
Sn and a = (a1 , . . . , an) is a tuple of elements of Z/dZ. We say that a i is the weight
of i in [π; a] and that π is the underlying permutation. In this notation, the product of
two group elements is given by

[π; a] ⋅ [σ ; b] = [πσ ; σ(a) + b]
where σ(a) ∶= (aσ(1) , . . . , aσ(n)).�e underlying permutation π is the image of [π; a]
under the natural projection map G(d , 1, n)↠Sn . A cycle in [π; a] ∈ G(d , 1, n)
means a cycle in π. �e weight of a cycle is the sum in Z/dZ of the weights of the
elements in the cycle.

https://doi.org/10.4153/S0008414X2000022X Published online by Cambridge University Press

https://doi.org/10.4153/S0008414X2000022X


Factorization problems in complex reflection groups 905

a

1
1

1

b
−1

b

1
1

Figure 2: A diagonal reflection and a transposition-like reflection in G(d , 1, 4). Here a

represents a dth root of 1 other than 1 itself, and b represents an arbitrary dth root of 1.

When d > 1, there are two “flavors” of reflections in G(d , 1, n): the diagonal
reflections, which have the identity as underlying permutation and a single diagonal
entry of nonzero weight, and the transposition-like reflections, whose underlying
permutation is a transposition and whose cycles all have weight 0 – see Figure 2.
�e second infinite family of well-generated complex reflection groups contains, for
each d > 1 and n ≥ 2, the subgroup of G(d , 1, n) generated by the transposition-like
reflections; it is denoted G(d , d , n). Equivalently, G(d , d , n) contains those elements
of G(d , 1, n) of weight 0 (i.e., generalized permutation matrices in which the product
of the nonzero entries is 1). In the case d = 2, it is exactly the Coxeter group of type
Dn , and in the case n = 2, it is the dihedral group of order 2d. �e group G(d , d , n) is
always well-generated, and it is irreducible except when d = n = 2.

In addition to the infinite families of irreducible complex reflection groups, there
are 34 exceptional groups. Of these, 26 are well-generated, including the six excep-
tional Coxeter groups (of types H3 , F4 ,H4 , E6 , E7, and E8). �ese are not the main
focus of this paper, but they are discussed further in Section 5.

2.2.3 Fixed space dimension

It is easy to see that conjugacy classes in G(d , 1, n) are uniquely determined by the
cycle type of the underlying permutation together with the multiset of weights of the
cycles of each length. Equivalently, for each weight j = 0, . . . , d − 1, we have a partition
(possibly empty) recording the lengths of the cycles of weight j.�us, conjugacy classes
in G(d , 1, n) are unambiguously indexed by tuples (λ(0) , . . . , λ(d−1)) of partitions of
total size n. �e following proposition is straightforward.

Proposition 2.6 �e fixed space dimension of an element w in G(d , 1, n) whose
conjugacy class is indexed by (λ(0) , . . . , λ(d−1)) is equal to ℓ(λ(0)), the number of cycles
of weight 0 in w.

SinceG(d , d , n) ⊂ G(d , 1, n), the same combinatorial formula gives the fixed space
dimension for elements of the smaller group. For the symmetric groupSn acting on
Cn , the fixed space dimension of w is exactly the number of cycles of w.

2.2.4 Coxeter elements

An element w in a complex reflection group G is regular if it has an eigenvector that
does not lie on the fixed plane of any reflection in the group. Since w is of finite order,
the associated eigenvalue is a root of unity; if it is a primitive root of order k, then
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we say that the integer k is regular as well. �e Coxeter number h of G is the largest
regular integer, and a Coxeter element of G is a regular element of order h (but see
Remark 2.7 below). In the case of the symmetric group Sn , the regular elements are
the n-cycles, the (n − 1)-cycles, and their powers, the Coxeter number is h = n, and
the Coxeter elements are exactly the n-cycles. For d > 1, one can make the following
concrete choice of Coxeter elements in the infinite families, illustrated in Figure 1: in
G(d , 1, n), take

c ∶= [(12⋯n); (0, 0, . . . , 0, 1)],
while in G(d , d , n), take

c(d ,d ,n) ∶= [(12⋯(n − 1))(n); (0, . . . , 0, 1,−1)].
Remark 2.7 At least two nonequivalent definitions of Coxeter elements have
appeared in the literature (compare, e.g., the definitions in [BR11, §1] and [Dou18,
§2.3]): under the more restrictive definition, every Coxeter element in G(d , 1, n)
(respectively, G(d , d , n)) is conjugate to the element c (respectively, c(d ,d ,n)) selected
above. Since conjugacy descends to a bijection between factorizations that preserves
the fixed space dimension of each factor, it follows that all Coxeter elements (under
the restrictive definition) have the same enumerations, and it is enough to consider
just one.

Under the more general definition, one should also allow in G(d , 1, n) the possi-
bility of replacing the weight 1 in cwith any cyclic generator ofZ/dZ (and then taking
conjugates), and similarly for G(d , d , n). �e resulting elements are not all conjugate
in the group G(d , 1, n), so it is not a priori clear that different Coxeter elements yield
the same enumeration. �is difficulty may be resolved in two different ways. One
resolution is to examine the actual proofs presented in Sections 3 and 4 below. Because
of the combinatorial nature of these proofs, it is not difficult to see that they work
equally well if the weights 1 and −1 are replaced by a and −a for any nonzero element
a inZ/dZ, so all Coxeter elements in themore general sense (and even some elements
that are not Coxeter elements under any definition) have the same enumeration.

An alternative, and more conceptual, resolution is based on the work of Reiner–
Ripoll–Stump [RRS17] that we describe now. Given a complex reflection group G of
rank n, understood to be represented by a concrete choice of matrices in GLn(C),
define the field of definition KG to be the subfield of C generated by the traces of
elements of G. One can show that G can be represented over GLn(KG), i.e., that
the representing matrices can be taken to have entries in KG . �e Galois group
Ŵ = Gal(KG/Q) acts on GLn(KG) entrywise, and so each member γ of Ŵ gives an
isomorphism between G and some, possibly different, representation of G over KG .
By [RRS17, Cor. 2.3], the group γ(G) is conjugate in GLn(C) to G, i.e., there is some
g ∈ GLn(C) such that G = g ⋅ γ(G) ⋅ g−1. Both γ and conjugation by g preserve fixed-
space dimension, so the combined automorphism w ↦ g ⋅ γ(w) ⋅ g−1 does as well.
It is part of the main result of [RRS17] that these reflection automorphisms (called
Galois automorphisms in [MM10]) act transitively on the Coxeter elements ofG under
the more general definition. �ese automorphisms descend to bijections between
factorizations that preserve fixed space dimension. Consequently, the answers to the
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questions we consider are the same for all Coxeter elements, and it suffices to compute
with a single, fixed Coxeter element.

2.2.5 Degrees and coexponents

To each complex reflection group there are associated fundamental invariants of
several kinds, two of which will appear below (particularly in Section 5). We define
them now.

Much interest in complex reflection groups relates to their role in invariant theory:
the complex reflection groups of rank n are exactly the groups G whose invariant
ring C[x1 , . . . , xn]G is again a polynomial ring C[ f1 , . . . , fn], generated by n alge-
braically independent homogeneous polynomials. (For example, the invariant ring
C[x1 , . . . , xn]Sn of the symmetric group is the ring of symmetric polynomials in n
variables, generated over C by the elementary symmetric polynomials {e1 , . . . , en}.)
�e basic invariants f1, . . ., fn are not uniquely determined, but their degrees d1 ≤
d2 ≤ ⋅ ⋅ ⋅ ≤ dn are, and we call these the degrees of G. For a well-generated group, it
is always the case that dn is equal to the Coxeter number h mentioned above. For
G(d , 1, n), the degrees are given by d i = d ⋅ i, while for G(d , d , n) they are given by{d1 , . . . , dn} = {d , 2d , . . . , (n − 1)d} ∪ {n}. For any complex reflection group G, one
has d1⋯dn = ∣G∣ and, more generally [ST54, 5.3],

∑
w∈G

xdim fix(w) = n

∏
i=1

(x − 1 + d i).
A second sequence of invariants, the coexponents ofG, will also appear below.�ese

may be equivalently defined in several ways: in terms of invariant theory, they are
degrees of generators appearing in the covariant space (C[V]⊗ V)G ; for a definition
in terms of the hyperplane arrangement associated to G, see Remark 5.4. Perhaps the
simplest definition is that the coexponents e∗1 ≤ e∗2 ≤ . . . ≤ e∗n are the positive integers
that satisfy the identity [OS80, (3.10)]

∑
w∈G

det(w) ⋅ xdim fix(w) = n

∏
i=1

(x − e∗i ).
One consequence of this formula is that the sum ∑n

i=1 e
∗
i is equal to the num-

ber ∣R∗∣ of reflecting hyperplanes of reflections in G. For G(d , 1, n), the coex-
ponents are given by e∗i = 1 + d ⋅ (i − 1), while for G(d , d , n) they are given
by {e∗1 , . . . , e∗n} = {1, d + 1, . . . , (n − 2)d + 1} ∪ {(n − 1)(d − 1)}.

2.3 Counting factorizations with representation theory

�e character-theory approach to counting factorizations is based on the following
lemma, expositions of which appear in numerous sources, e.g., [Sta99, Ex. 7.67(b)].

Lemma 2.8 (Frobenius [Fro68]) Let G be a finite group, g an element of G, and
A1 , . . . ,Ak subsets of G that are closed under conjugacy by G. �en the number of
factorizations of g as a product g = u1⋯uk such that for each i the factor u i is required
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to lie in the set A i is equal to

1

∣G∣ ∑λ∈Irr(G)

dim(λ)χλ(g−1) χ̃λ(z1)⋯ χ̃λ(zk),
where Irr(G) is the set of irreducible complex representations of G, dim(λ) is the
dimension of the representation λ, χλ is the character associated to λ extended linearly
from the group to the group algebra, χ̃λ = χλ

dim(λ) is the normalized character associated

to λ, and for i = 1, . . . , k, zi is the formal sum in the group algebra of elements in A i .

�us, counting factorizations with no transitivity conditions can be reduced to a
problem of being able to compute enough of the character table of the group under
consideration. �is is precisely the approach followed by Jackson and by Chapuy–
Stump, using respectively the character theory of the symmetric group and of complex
reflection groups. We also consider factorizations with a transitivity condition. �eir
counts can be written as a difference of two numbers of factorizations without
transitivity conditions, where the character approach can be used. We make use of
this character approach in the next subsection, as well as in the case of the exceptional
complex reflection groups (Section 5).

2.4 Factoring an (n − 1)-cycle in Sn

If one factors an (n − 1)-cycle ς(n−1,1) inSn as a product of other permutations, there
are two possibilities: either every factor shares a fixed point with ς(n−1,1), or not. �e
factorizations in the former case are in natural bijection with factorizations of an(n − 1)-cycle in Sn−1. �e factorizations in the latter case have a more elegant
description: they are exactly the factorizations in which the factors act transitively
on the set [n]. �e study of transitive factorizations is present already in the work
of Hurwitz [Hur91] from the late 19th century and plays an important role in the
study of permutation factorizations; see [GJ16] for a recent survey. Our first result
is to enumerate transitive factorizations of the (n − 1)-cycle.
�eorem 2.9 Let ς(n−1,1) be a fixed (n − 1)-cycle in Sn . For integers r1 , . . . , rk , let
br1 , . . . ,rk be the number of k-tuples (π1 , . . . , πk) of elements in Sn such that π i has r i
cycles for i = 1, . . . , k, π1⋯πk = ς(n−1,1), and the tuple is a transitive factorization.�en

∑
r1 , . . . ,rk≥1

br1 , . . . ,rk x
r1
1 ⋯x

rk
k
= (n!)k−1

nk
∑

p1 , . . . ,pk≥1

Mn
p1 , . . . ,pk

(x1)p1(p1 − 1)!⋯
(xk)pk(pk − 1)! ,(2.3)

where Mn
p1 , . . . ,pk

is defined in (2.1).

Remark 2.10 We were surprised not to find this statement in the literature. We give
an algebraic proof. In Section 8.3, we give a combinatorial proof in the case of k = 2
factors; it would be of interest to find a combinatorial proof for all k.

Remark 2.11 �eorem 2.9 can be interpreted as a statement about colored factor-
izations: the le�-hand side counts transitive factorizations of ς(n−1,1) in which the

cycles of factor i are colored with any of x i colors, and the coefficient C
⟨n−1,1⟩
p1 , . . . ,pk

∶=
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(n!)k−1 p1⋯pk

nk Mn
p1 , . . . ,pk

of (x1
p1
)⋯(xk

pk
) on the right-hand side is the number of these

factorizations in which a prescribed set of p i colors is used in the ith factor.

In the proof of �eorem 2.9, we assume a familiarity with symmetric functions
as in [Sta99, Ch. 7]. Let pλ , sλ and mλ denote the power sum, Schur and monomial
symmetric functions in the variables x = {x1 , x2 , . . .}. We will use the stable principal
specializations x ↦ 1x of these functions, setting x of the variables {x i} equal to 1 and
all others equal to 0. One has

pλ(1x) = xℓ(λ) , sλ(1x) = ∏
(i , j)∈λ

x + j − i

h(i , j) , and mλ(1x) = ( x

ℓ(λ))
ℓ(λ)!
Aut(λ) ,

(2.4)

where h(i , j) ∶= λ i − i + λ′j − j + 1 is the hook length of the cell (i , j) in the Young

diagram of λ and Aut(λ) ∶= n1!n2!⋯ for λ = ⟨1n1 , 2n2 , . . .⟩. �e middle specialization
is the hook-content formula.

Proof of �eorem 2.9 Let ς(n−1,1) be the fixed (n − 1)-cycle (12 . . . (n − 1))(n) and
let dr1 , . . . ,rk be the number of k-tuples (π1 , . . . , πk) of elements inSn such that π i has
r i cycles for i = 1, . . . , k and π1 . . . πk = ς(n−1,1). As mentioned above, the difference
cr1 , . . . ,rk ∶= dr1 , . . . ,rk − br1 , . . . ,rk is the number of k-tuples (π1 , . . . , πk) of elements inSn

such that π i has r i cycles, π1⋯πk = ς(n−1,1), and n is a fixed point of each π i . �us
cr1 , . . . ,rk = ar1−1,. . . ,rk−1 is the number of factorizations of an (n − 1)-cycle ς(n−1) as a
product of k permutations inSn−1 such that the ith factor has r i − 1 cycles.

Since the set of permutations with prescribed number of cycles is closed under
conjugation, we apply the Frobenius formula (Lemma 2.8) to compute both dr1 , . . . ,rk
and cr1 , . . . ,rk :

dr1 , . . . ,rk = 1

n!
∑

λ∈Irr(Sn)

dim(λ)χλ(ς−1(n−1,1)) χ̃λ(zr1)⋯ χ̃λ(zrk),
cr1 , . . . ,rk = 1

(n − 1)! ∑
λ∈Irr(Sn−1)

dim(λ)χλ(ς−1(n−1)) χ̃λ(zr1−1)⋯ χ̃λ(zrk−1),
where zr is the formal sum in the group algebra of the symmetric group (of size n or
size n − 1 depending on the context) of all elements with r cycles. �us the generating
functions G(x) ∶= ∑r1 , . . . ,rk dr1 , . . . ,rk x

r1
1 ⋯x

rk
k

and G′(x) ∶= ∑r1 , . . . ,rk cr1 , . . . ,rk x
r1
1 ⋯x

rk
k

are
given by

G(x) = 1

n!
∑

λ∈Irr(Sn)

dim(λ)χλ(ς−1(n−1,1))gλ(x1)⋯gλ(xk),(2.5)

G′(x) = x1⋯xk(n − 1)! ∑
λ∈Irr(Sn−1)

dim(λ)χλ(ς−1(n−1))gλ(x1)⋯gλ(xk),(2.6)

where

gλ(x) ∶= n

∑
k=1

χ̃λ(zk)xk .
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By the Murnaghan–Nakayama rule [Sta99, �m. 7.17.1], one has χλ(ς−1(n−1,1)) = 0
unless λ equals ⟨n⟩, ⟨1n⟩, or one of the near hooks ⟨n −m − 1, 2, 1m−1⟩. �ese

representations have dimensions dim(λ) = 1, 1, and (n−2−m)m
(n−1)! (n−2m

) and character

values χλ(ς−1(n−1,1)) = 1, (−1)n , and (−1)m , respectively. Similarly, χλ(ς−1(n−1)) = 0 unless
λ equals a hook ⟨n − 1 −m, 1m⟩. �ese representations have dimension dim(λ) =(n−2

m
) and character values χλ(ς−1(n−1)) = (−1)m . �us (2.5) and (2.6) become

G(x) = 1

n!

⎛
⎝g⟨n⟩(x1)⋯g⟨n⟩(xk) + (−1)n g⟨1n⟩(x1)⋯g⟨1n⟩(xk)

+
n−3

∑
m=1

(n − 2 −m)m
n − 1

( n

m + 1
)(−1)m g⟨n−m−1,2,1m−1⟩(x1)⋯g⟨n−m−1,2,1m−1⟩(xk)⎞⎠,

(2.7)

G′(x) = x1⋯xk(n − 1)!
n−2

∑
m=0

(−1)m(n − 2
m
)g⟨n−m−1,1m⟩(x1)⋯g⟨n−m−1,1m⟩(xk).(2.8)

�e next lemma evaluates the gλ(x) when λ is a hook or near hook.

Lemma 2.12 We have that

g⟨n−m ,1m⟩(x) = (x −m)(x −m + 1)⋯(x −m + n − 1) = n! n

∑
k=m+1

(n − 1 −m
k − 1 −m

) ⋅ (x
k
),

(2.9)

g⟨n−m−1,2,1m−1⟩(x) = x ⋅ g⟨n−1−m ,1m⟩(x).(2.10)

Proof By the stable principal specialization (2.4) of pλ , the expansion of a Schur
function into power sum symmetric functions, and the hook length formula for
dim(λ), we have that gλ(x) equals a stable principal specialization of a Schur function
scaled by the product Hλ of the hook lengths of λ. �at is,

gλ(x) = ∑
µ

n!

zµ
⋅ χ̃λ(µ) ⋅ pµ(1x) = Hλ ⋅ sλ(1x).(2.11)

�e first equality of (2.9) then follows by applying the stable principal specialization
(2.4) of Schur functions for λ = ⟨n −m, 1m⟩. �e second equality of (2.9) is obtained
by using the Chu–Vandermonde identity.1 Next we consider (2.10). By (2.11) we
have that g⟨n−m−1,2,1m−1⟩(x) is the stable principal specialization of H⟨n−m−1,2,1m−1⟩ ⋅
s⟨n−m−1,2,1m−1⟩. By the hook-content formula and the first equality of (2.9) we obtain

g⟨n−m−1,2,1m−1⟩(x) = H⟨n−m−1,2,1m−1⟩ ⋅ s⟨n−m−1,2,1m−1⟩(1x)
= x ⋅ (x −m)(x −m + 1)⋯(x −m + n − 2)
= x ⋅ g⟨n−1−m ,1m⟩(x).

1Alternatively, one is expanding H⟨n−m ,1m⟩ ⋅ s⟨n−m ,1m⟩ into the monomial basis and doing a stable
principle specialization.
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We continue with the proof of �eorem 2.9. Let G̃(x) ∶= ∑r1 , . . . ,rk br1 , . . . ,rk x
r1
1 ⋯x

rk
k
.

Since G̃(x) is the difference of G(x) and G′(x), using (2.7), (2.8) with (2.10) gives

G̃(x) = G(x) −G′(x) = 1

n!

⎛
⎝g⟨n⟩(x1)⋯g⟨n⟩(xk) + (−1)n g⟨1n⟩(x1)⋯g⟨1n⟩(xk)

− x1⋯xk
n−2

∑
m=0

( n

m + 1
)(−1)m g⟨n−m−1,1m⟩(x1)⋯g⟨n−m−1,1m⟩(xk)⎞⎠.

We rewrite the expression in terms of the basis (x1)p1⋯(xk)pk
. In the case p1 = ⋯ =

pk = n, we see directly from the definition of bp that bn ,n , . . . ,n = 0, and so

[(x1)n
n!
⋯
(xk)n
n!
] G̃(x) = 0.

For any other tuple p1 , . . . , pk ≥ 1 we use (2.9) and obtain

[(x1)p1
p1!
⋯
(xk)pk

pk !
] G̃(x) =

(n!)k−1( n − 1
p1 − 1

)⋯( n − 1
pk − 1

) + (n − 1)!k
n!

p1⋯pk
n−2

∑
m=0

(−1)m+1

( n

m + 1
)( n − 1 −m

p1 − 1 −m
)⋯( n − 1 −m

pk − 1 −m
).

�e first term on the right-hand side corresponds to the term m = −1 in the sum. We
absorb this term to the sum and reindex it using t = m + 1 to obtain

[(x1)p1
p1!
⋯
(xk)pk

pk !
] G̃(x) = (n − 1)!k

n!
p1⋯pk

n−1

∑
t=0

(−1)t(n
t
)( n − t

p1 − t
)⋯( n − t

pk − t
)

= (n − 1)!k
n!

p1⋯pkM
n
p1 , . . . ,pk

,

where Mn
p1 , . . . ,pk

is defined in (2.1). �is yields the desired result.

3 Factorization results for the group G(d , 1, n)

We recall the statement of our main enumerative theorem for G(d , 1, n).
�eorem 3.1 For d > 1, let G = G(d , 1, n), let c be a fixed Coxeter element in G, and

let a
(d)
r1 , . . . ,rk be the number of factorizations of c as a product of k elements of G with fixed

space dimensions r1 , . . . , rk , respectively. �en

∑
r1 , . . . ,rk

a(d)r1 , . . . ,rk x
r1
1 ⋯x

rk
k
= ∣G∣k−1 ⋅ ∑

p1 , . . . ,pk≥0

Mn
p1 , . . . ,pk

(x1 − 1)(d)p1

d p1 p1!
⋯
(xk − 1)(d)pk

d pk pk !
,

where the polynomial (x − 1)(d)p is defined in (1.3) and Mn
p1 , . . . ,pk

is defined in (2.1).
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�e case of two factors (in�eorem 1.3) follows immediately as a corollary, taking
k = 2 in�eorem 3.1 and using the fact that Mn

p1 ,p2 = ( n
p1 ;p2 ;n−p1−p2

).
�e main step in the proof of �eorem 3.1 is a lemma involving certain cycle-

colored factorizations of the element c, which we now describe. (�e remainder of
the proof, which is in the spirit of Proposition 2.4, follows the proof of the lemma.)

Definition 3.2 Given a nonnegative integer x and an element u in G(d , 1, n), let
χ denote the color set χ = {0, 1, 2, . . . , xd}. Within the color set χ, a d-strip is any
of the following collections of d consecutive colors: {1, . . . , d}, {d + 1, . . . , 2d}, . . .,{(x − 1)d + 1, . . . , xd}. �us, there are exactly x disjoint d-strips in χ, and the color 0
does not belong to any d-strip.

A cycle-coloring of u is an assignment of a color in χ to each cycle of u so that cycles
of nonzero weight receive color 0. Given nonnegative integers x1 , . . . , xk , a colored
factorization of an element g of G(d , 1, n) is a factorization g = u1⋯uk together with
a cycle-coloring of u i by color set χ i = {0, 1, . . . , x id} for i = 1, . . . , k.

Given nonnegative integers p1 , . . . , pk , let C
(d ,1,n)
p1 , . . . ,pk

be the set of colored factoriza-
tions of the Coxeter element c in G(d , 1, n) with color sets χ i = {0, . . . , p id} so that
at least one color from each d-strip in χ i is actually used to color a cycle in u i . Let

C
(d ,1,n)
p = ∣C(d ,1,n)p ∣.

Remark 3.3 Observe that for factorizations in C
(d ,1,n)
p , the coloring of cycles of

different factors is completely independent: the requirement in the definition that each
strip be used is factor-by-factor, so whether a color from the strip {1, 2, . . . , d} (for
example) is used to color a cycle in u1 has no bearing on the requirement that a color
from that strip be used to color a cycle in u2 (if p2 ≥ 1).

�e first part of the proof of �eorem 3.1 is a formula for C
(d ,1,n)
p in terms of

the counts C
⟨n⟩
q of colored factorizations of the n-cycle in Sn introduced just before

Proposition 2.4.

Lemma 3.4 For any p = (p1 , . . . , pk) in Nk , we have

C
(d ,1,n)
p = d(k−1)n ∑

∅≠S⊆[k]

C
⟨n⟩
p+eS

where eS is the indicator vector for S.

Proof Given a colored factorization c = u1⋯uk of the Coxeter element c for
G(d , 1, n), we associate to it a colored factorization ς = π1⋯πk of the n-cycle ς inSn ,
as follows: π i is the projection of u i in Sn ; if a cycle of u i is colored with a color in
the d-strip {(a − 1)d + 1, . . . , ad}, then the corresponding cycle of π i is colored with
color a; if a cycle of u i is colored with color 0, then the corresponding cycle of π i is
colored with color 0. �us, in the resulting colored factorization of ς, the ith factor is
colored in either p i or p i + 1 colors, with every color appearing. Let S ⊆ [k] denote the
set of indices i such that π i is colored in p i + 1 colors (rather than p i); equivalently, it
is the set of indices i such that some cycle of u i is colored with 0.
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First, we observe that S ≠ ∅: the product c = u1⋯uk has nonzero total weight, so at
least one of the factors u i has nonzero weight, and this factor must have a cycle with
nonzero weight. Such a cycle is colored with the special color 0, and so at least for

this value of i we have i ∈ S, as claimed. �us the image of the set C
(d ,1,n)
p of colored

factorizations of the Coxeter element c under projection is contained in the disjoint

union of pieces ⊔S C
⟨n⟩
p+eS for nonempty sets S ⊆ [k], where each piece C

⟨n⟩
p+eS consists

of colored factorizations of the n-cycle ςwith the appropriate set of colors used in each
factor (see Remark 2.3).

Second, we consider how many preimages each factorization in C
⟨n⟩
p+eS has under

this map. To choose a preimage, we must assign weights (a i ,1 , . . . , a i ,n) to the entries
of each factor π i in such a way that the product of the resulting factors u i really is the
Coxeter element c, and so that in each u i , any cycle of nonzero weight was originally
colored by the color 0; and we must choose one of d colors from a d-strip for each of
the cycles in u i that corresponds to a cycle in π i of nonzero color.

In order to do this, we consider a too-large set of colored factorizations in
G(d , 1, n), initially disregarding the requirement that the factored element be c. Given

a colored factorization ς = π1⋯πk in C
⟨n⟩
p+eS with S nonempty, choose a total order on

the set {(i ,m)∶ i ∈ [k],m ∈ [n]} of indices of weights to be assigned, in such away that
the last index in the total order belongs to a cycle of color 0 in some factor. (Such cycles
must exist, since S ≠ ∅.)�en we assign values to the weights one by one according to
the chosen order, choosing the weights arbitrarily except in two cases: if an element
belongs to a cycle of nonzero color and is the last element (in the given total order)
in its cycle, we assign it the unique weight so that the total weight of its cycle is 0; and
we choose the weight of the specially selected final element so that the total weight
of all elements is 1. (�ese two exceptions never conflict because the special element
was chosen in a cycle of color 0.) �e number of ways to perform these choices is
dnk−#(colored cycles)−1. Finally, for each cycle of π i that is colored some nonzero color,
there are d choices for the color in the associated d-strip of the corresponding cycle of
the li� u i of π i ; this contributes a factor of d

#(colored cycles), for a total of dnk−1 li�s of
the fixedSn-factorization.

Each li� is a colored factorization u1⋯uk inG(d , 1, n) of some element c∗ of weight
1 whose underlying permutation is the n-cycle ς, and every colored factorization of
such a c∗ with the correct collection of colors is produced by such a li�. �e number
of such c∗ is dn−1; they are exactly the elements conjugate to c by some diagonalmatrix
a in G(d , 1, n). Moreover, since a is a diagonal matrix, conjugating any w ∈ G(d , 1, n)
by a preserves the weight of every cycle of w. Consequently, conjugation by a extends
to a bijection between factorizations of c and factorizations of c∗ that respects the
underlying permutation of each factor and the weight of each cycle of each factor.
�us, it gives in particular a bijection between the li�s of π1⋯πk that factor c and those
that factor c∗. Hence, of the total dnk−1 li�s, exactly 1

dn−1 ⋅ d
nk−1 = dn(k−1) of them are

factorizations of c. Since this holds for every nonempty S ⊆ [k] and every factorization
in C

⟨n⟩
p+eS , the lemma is proved.

Proof of �eorem 3.1 For any nonnegative integer p, we have ((xd + 1) − 1)(d)p =
d pp! ⋅ (x

p
). �erefore, the desired statement is equivalent to the equality
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∑
r1 , . . . ,rk

a(d)r1 , . . . ,rk(x1d + 1)r1⋯(xkd + 1)rk(3.1)

= d(k−1)n(n!)k−1 ∑
p1 , . . . ,pk

Mn
p1 , . . . ,pk

(x1
p1
)⋯(xk

pk
).

Consider the case that each x i is a nonnegative integer. In this case, the le�-hand side
of (3.1) exactly counts the colored factorizations c = u1⋯uk of the Coxeter element c
in which the cycles of factor u i are colored with color set χ i = {0, 1, . . . , x id} so that
cycles of nonzero weight receive color 0. Now, we count those factorizations by the
number of d-strips that are actually used: for nonnegative integers p1 , . . . , pk , there

are (x1
p1
)⋯(xk

pk
) ways to choose p i d-strips to use in the ith factor, and C

(d ,1,n)
p1 , . . . ,pk

colored

factorizations using exactly these strips. �us

∑
r1 , . . . ,rk

a(d)r1 , . . . ,rk(x1d + 1)r1⋯(xkd + 1)rk = ∑
p1 , . . . ,pk

C
(d ,1,n)
p1 , . . . ,pk

(x1
p1
)⋯(xk

pk
).

By Lemma 3.4,

C
(d ,1,n)
p = d(k−1)n ∑

∅≠S⊆[k]

C
⟨n⟩
p+eS .

By Corollary 2.5, we can rewrite this as

C
(d ,1,n)
p = d(k−1)n(n!)k−1 ∑

∅≠S⊆[k]

Mn−1
p−1+eS

where 1 is the all-ones vector. �en the desired equality follows by Proposition 2.1.
Finally, since this identity is valid for all nonnegative integer values of the x i , it is valid
as a polynomial identity, as well. �is completes the proof.

4 Factorization results for the subgroup G(d , d , n)

As in the case of the (n − 1)-cycle in Sn , factorizations of a Coxeter element in
G(d , d , n) can be separated into two classes based on a transitivity property that we
describe now. �e wreath product G(d , 1, n) carries a natural permutation action:
it acts on d copies of [n] indexed by dth roots of unity, or equivalently, on the
set {z i e j ∶0 ≤ i < d , 1 ≤ j ≤ n} where z is a primitive dth root of unity and e j are
the standard basis vectors for Cn . �e Coxeter elements for G(d , 1, n) act tran-
sitively on this set, and consequently every factorization of a Coxeter element in
G(d , 1, n) is a transitive factorization. However, the same is not true for the subgroup
G(d , d , n), where the underlying permutations of the Coxeter elements are (n − 1)-
cycles. �e action of the Coxeter element c(d ,d ,n) divides {z i e j ∶0 ≤ i < d , 1 ≤ j ≤ n}
into two orbits, {z i e j ∶0 ≤ i < d , 1 ≤ j < n} and {z i en ∶0 ≤ i < d}. �us, a factorization
of c(d ,d ,n) will be transitive if and only if some factor sends an element of the second
orbit to an element of the first, or equivalently if the underlying factorization in Sn

is transitive. In enumerating factorizations of c(d ,d ,n), we handle the transitive and
nontransitive factorizations separately.
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4.1 Transitive factorizations

As mentioned in the introduction, our generating function in this case is in terms of

the polynomials P
(d)
k
(x) defined by P

(d)
0 (x) = 1, P(d)1 (x) = x, and for k > 1

P
(d)
k
(x) ∶= k

∏
i=1

(x − e∗i ) = (x − (k − 1)(d − 1)) ⋅ (x − 1)(d)k−1 = (x − 1)(d)k
+ k(x − 1)(d)

k−1

(4.1)

where the e∗i are the coexponents of the groupG(d , d , k). Next, we recall the statement
to be proved.

�eorem 4.1 For d > 1, let G = G(d , d , n) and let b(d)r1 , . . . ,rk be the number of transitive
factorizations of a Coxeter element c(d ,d ,n) in G as a product of k elements of G with
fixed space dimensions r1 , . . . , rk , respectively. �en

∑
r1 , . . . ,rk≥0

b(d)r1 , . . . ,rk x
r1
1 ⋯x

rk
k
= ∣G∣k−1

nk
∑

p1 , . . . ,pk≥1

Mn
p1 , . . . ,pk

P
(d)
p1 (x1)

d p1−1(p1 − 1)!⋯
P
(d)
pk
(xk)

d pk−1(pk − 1)! ,
where Mn

p1 , . . . ,pk
is as defined in (2.1).

�e case of two factors (in �eorem 1.4) follows immediately as a corol-
lary, taking k = 2 in �eorem 4.1 and using the fact that Mn

p,q = ( n
p;q;n−p−q) =

n(n−1)
pq
( n−2
p−1;q−1;n−p−q).

As in Section 3, we split the proof into two parts. �e first concerns colored
factorizations of the kind defined in Definition 3.2. Fix the standard (n − 1)-cycle
ς(n−1,1) inSn and Coxeter element c(d ,d ,n) = [ς(n−1,1); (0, . . . , 0, 1,−1)] in G(d , d , n).
Given nonnegative integers p1 , . . . , pk , letC

(d ,d ,n)
p1 , . . . ,pk

be the number of colored transitive
factorizations c(d ,d ,n) = u1⋯uk in G(d , d , n) with color sets χ i = {0, 1, . . . , p id} so
that at least one color from each d-strip in χ i is actually used to color a cycle in u i .

Lemma 4.2 We have

C
(d ,d ,n)
p1 , . . . ,pk

= ∑
S⊆[k]

d(k−1)n−∣S∣+1C
⟨n−1,1⟩
p+eS ,(4.2)

where eS is the indicator vector for S and C
⟨n−1,1⟩
p = (n!)k−1 p1⋯pk

nk ⋅M
n
p is the coefficient

of (x1
p1
)⋯(xk

pk
) in the right-hand side of (2.3).

Proof As in the proof of Lemma 3.4, we use the natural projection from col-
ored factorizations of this sort to colored factorizations of the (n − 1)-cycle ς(n−1,1)
in Sn , where under projection a cycle that is colored by a color in the d-strip{(a − 1)d + 1, . . . , ad} gets sent to a cycle colored a, while a cycle colored by color
0 gets sent to a cycle of color 0. If the original factorization is colored with colors p,
the projected factorization is colored with colors p + eS for some subset S ⊆ [k].
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π3π4(6) π2π3π4(6)

Figure 3 : A transitive factorization of the 5-cycle ς(5,1) = (12345)(6) in S6 . �e thread

involving the fixed point 6 is highlighted.

Fix a subset S ⊆ [k] and fix a colored transitive factorization π1⋯πn = ς(n−1,1)
using p + eS colors. We count preimages of this factorization under the projection. As
before, we consider a too-large set of colored factorizations, initially disregarding the
requirement that the factored element be c(d ,d ,n). We start by describing a total order
on the nk-element set {(i ,m)∶ i ∈ [k],m ∈ [n]} of indices of weights to be chosen; we
will then see that the elements may be assigned weights in Z/dZ in this order in such
a way that the number of valid choices of weights for each entry does not depend on
earlier selections.

First, consider the k indices T = {(k, n), (k − 1, πk(n)), (k − 2, πk−1πk(n)), . . . ,(1, π2⋯πk(n))}. �ese are the coordinates on the “thread” connecting n to n in the
braid diagram of the factorization – see Figure 3. Say that the pair (i , π i+1⋯πk(n))
is problematic if the number π i+1⋯πk(n) is a fixed point of π i ; extend the adjective
“problematic” to the 1-cycle (π i+1⋯πk(n)) of π i . Since we started with a transitive
factorization of ς(n−1,1), not all values in T can be problematic. �e k values in T will
form the first k values in our linear order;moreover, we choose a nonproblematic value
to be the last among these k.

For any i and any nonproblematic cycle of π i , there is an index (i ,m) correspond-
ing to an entry of this cycle that is not among those already selected: at most one entry
was selected from each cycle, and the only 1-cycles from which an entry was selected
are the problematic ones, by definition. �erefore, for each i, we may select from
every nonproblematic cycle of π i an index pair (i ,m) that was not already selected in
the previous step. �ese values form the last values in our linear order. Moreover, for
each i such that the color 0 is used in a nonproblematic cycle in π i , we arrange our
order so that the index from one such cycle is last among the indices coming from
that factor π i .

All the remaining indices go in the middle, in any order.
Nowwe assign weights one by one, according to the selected total order.We choose

these arbitrarily, with the following exceptions:

• among the first k − 1 indices, a problematic index is assigned weight 0 if its cycle
has nonzero color, or if its cycle has color 0 and this is the only cycle of color 0 in
its factor;

• the kth entry is assigned the unique value so that the sum of the first k weights
assigned (those that appear in the special thread connecting n to n) is −1;

• an index that is the last (in the total order) in its cycle, and this cycle has nonzero
color, is assigned the unique weight so that its cycle has weight 0; and
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• an index (i ,m) that is the last (in the total order) in its factor π i , and π i has a
nonproblematic cycle of color 0, is assigned the unique weight so that the weights
assigned to π i sum to 0.

One can check that such an assignment of weights is always well defined (i.e., the
different cases are disjoint); that the resulting product u1⋯uk is equal to an element
c∗(d ,d ,n) that is conjugate to c(d ,d ,n) by a diagonal matrix; and moreover that every

transitive factorization of every such element c∗(d ,d ,n) arises from this construction.

Now we turn this into a counting argument. By splitting the first bullet above into
two cases, we see that each of the nk indices has exactly d choices of weight, with the
following exceptions:

(1) the (unique) values in problematic cycles with nonzero color;
(2) the (unique) values in problematic cycles with color 0 for which there are no other

cycles of color 0 in the permutation;
(3) the kth value;
(4) the last value in each nonproblematic cycle of nonzero color; and
(5) the last value in each permutation that has a nonproblematic cycle of color 0.

Observe that the number of values in (1) and (4) together is exactly the number of
cycles with nonzero color, while the number of values in (2) and (5) together is exactly
the number of factors that have cycles of color 0.�erefore, the total contribution from
the weighting is

dnk−#(nonzero colored cycles)−#(factors with cycle colored 0)−1 .

In addition, each colored cycle gets assigned one of d colors from its strip, hence
we must multiply by d#nonzero colored cycles . Since the number of factors with a cycle
colored 0 is exactly ∣S∣, we have by Remark 2.11 that the total number of factorizations
produced in this way is

∑
S⊆[k]

dnk−∣S∣−1C
⟨n−1,1⟩
p+eS .

Finally, wemust account for the fact that we have counted not merely factorizations of
the Coxeter element c(d ,d ,n), but also factorizations of all of its conjugates by diagonal
matrices. �e number of these is precisely dn−2, and as in the case of G(d , 1, n),
conjugation by a diagonal matrix is a bijection from factorizations to factorizations
that preserves weights of all cycles, so they all have the same numbers of colored
factorizations. Consequently

C
(d ,d ,n)
p = ∑

S⊆[k]

dn(k−1)−∣S∣+1C
⟨n−1,1⟩
p+eS ,

as claimed.

Proof of�eorem4.1 First consider the right-hand side of the equation to be proved.
Make the substitution x i ↦ x id + 1 for each i. From (4.1) we have that

P
(d)
r (xd + 1)
d r−1r!

= d(x
r
) + ( x

r − 1
).

https://doi.org/10.4153/S0008414X2000022X Published online by Cambridge University Press

https://doi.org/10.4153/S0008414X2000022X


918 J. B. Lewis and A.H. Morales

�erefore, we have

∣G∣k−1
nk

∑
p1 , . . . ,pk

Mn
p1 , . . . ,pk

k

∏
i=1

P
(d)
p i
(x id + 1)

d p i−1(p i − 1)! = d
(n−1)(k−1) ∑

p1 , . . . ,pk

C
⟨n−1,1⟩
p1 , . . . ,pk

k

∏
i=1

P
(d)
p i
(x id + 1)

d p i−1p i !

= d(n−1)(k−1) ∑
p1 , . . . ,pk

C
⟨n−1,1⟩
p1 , . . . ,pk

×
k

∏
i=1

(d(x i
p i
) + ( x i

p i − 1
))

= d(n−1)(k−1) ∑
p1 , . . . ,pk

⎛
⎝ ∑S⊆[k] d

k−∣S∣C
⟨n−1,1⟩
p+eS

⎞
⎠

× (x1
p1
)⋯(xk

pk
),

where in the first step we use Remark 2.11 and in the last step eS is the indicator vector
for the set S, as usual. Collecting the power of d and applying Lemma 4.2, this becomes

∣G∣k−1
nk

∑
p1 , . . . ,pk

Mn
p1 , . . . ,pk

∏
i

P
(d)
p i
(x id + 1)

d p i−1(p i − 1)! = ∑
p1 , . . . ,pk

C
(d ,d ,n)
p1 , . . . ,pk

(x1
p1
)⋯(xk

pk
).(4.3)

Now consider the le�-hand side of the equation to be proved. Again make the
substitution x i ↦ x id + 1, and think of x i as representing a nonnegative integer. �en
the le�-hand side is the number of colored transitive factorizations of c(d ,d ,n). �e

number of ways to choose p i d-strips that are actually used in the ith factor is (x i

p i
),

and the number of colored factorizations in this case is exactly C
(d ,d ,n)
p1 , . . . ,pk

. �us

∑
r1 , . . . ,rk≥0

b(d)r1 , . . . ,rk(x1d + 1)r1⋯(xkd + 1)rk = ∑
p1 , . . . ,pk

C
(d ,d ,n)
p1 , . . . ,pk

(x1
p1
)⋯(xk

pk
),

exactly the expression (4.3) we found for the right-hand side. Since the two sides are
equal for nonnegative integers x i , their equality is valid as a polynomial identity, as
well. �is completes the proof.

4.2 Nontransitive factorizations

In the case of nontransitive factorizations of theCoxeter element c(d ,d ,n) inG(d , d , n),
we are again able to give a combinatorial formula for the number of colored factoriza-
tions, and thereby produce a generating function for factorization counts. However,
the lemma is more complicated than those in the preceding cases, and does not seem
to yield a “nice” formula in a single basis, as in �eorems 3.1 and 4.1.

We consider cycle-colored factorizations of the kind defined in Definition 3.2.

Given nonnegative integers p1 , . . . , pk , let B
(d ,d ,n)
p1 , . . . ,pk

be the number of nontransitive
factorizations c(d ,d ,n) = u1⋯uk in G(d , d , n) such that, for i = 1, . . . , k, the weight-0
cycles of u i are colored with colors from color set χ i = {0, 1, . . . , p id} so that at least
one color from each d-strip in χ i is actually used to color a cycle.
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Lemma 4.3 For integers n, d ≥ 2, with B
(d ,d ,n)
p1 , . . . ,pk

defined above, we have

B
(d ,d ,n)
p1 , . . . ,pk

= dn(k−1)+1 ∑
S ,T ,U⊆[k]∶
S∩T≠∅
S∩U=∅

d−∣S∪T∣ ⋅∏
i/∈S

p i ⋅ C
⟨n−1⟩
p+eT−eU ,

where eS is the indicator vector for S and C
⟨n−1⟩
p = ((n − 1)!)k−1 ⋅Mn−2

p−1 is the count of
colored factorizations of the (n − 1)-cycle inSn−1 introduced just before Proposition 2.4.

Proof We use the same projection as in the previous two cases. Consider a colored
nontransitive factorization u1⋯uk of the Coxeter element c(d ,d ,n) in G(d , d , n), in
which factor u i uses a color set of size dp i + 1 and every d-strip is used at least once.
Since the factorization is nontransitive, n is a fixed point in each π i , i.e., (n) is a cycle.
Let S be the subset of [k] recording factors in which the cycle (n) has color 0, and let T
be the subset of [k] recording factors in which there is a cycle of color 0 that is not the
cycle (n). �en the image under projection is a colored nontransitive factorization of
ς(n−1,1) inSn using p + eS∪T colors.

We have two calculations to make: computing the number of preimages of each
of these Sn-factorizations under projection, and counting the total number of Sn-
factorizations in the image. We begin with some basic observations about the possi-
bilities for S and T.

First, Smust be nonempty: the standard basis vector en is an eigenvector for all of
u1 , . . . , uk and c(d ,d ,n), and its eigenvalue for c(d ,d ,n) is not 1; therefore its eigenvalue
cannot be 1 for all of the u i . �us there must be at least one i for which the singleton
cycle (n) has nonzero weight in u i , and consequently has color 0. �us for this i we
have i ∈ S. In fact, we can say more: since u i ∈ G(d , d , n), the remaining cycles of
u i have weights that sum to something nonzero, so at least one of them must have
nonzero weight and hence color 0, as well, and thus i ∈ S ∩ T .

Now suppose that S , T are subsets of [k]with nonempty intersection and π1⋯πk is
a colored factorization of the form just described. �at is, it is a colored nontransitive
factorization of the (n − 1)-cycle ς(n−1,1) in which the cycles of factor π i are colored
with color set {1, . . . , p i} if i /∈ S ∪ T or with color set {0, 1, . . . , p i} if i ∈ S ∪ T , every
color being used at least once, and moreover in the latter case the cycle (n) is colored
with color 0 if and only if i ∈ S, and some other cycle is colored with color 0 if and
only if i ∈ T .

We proceed as in the previous arguments, aiming first to give a factorization of any
element c∗ that is a conjugate of c(d ,d ,n) by a diagonal matrix. Choose a fixed index
i in S ∩ T . Order the nk weights to be assigned as follows: first the weights for every
u j with j /∈ S ∪ T ; then the weights for every u j with j ∈ (S ∪ T)/{i}; then the weights
for u i , arranged so that the last weight is in a cycle of color 0 that is not the fixed point.
(Such a choice is possible by the definition of S and T.) In this order, every weight can
be chosen freely in Z/dZ (giving d choices), with the following exceptions:

(1) if j /∈ S ∪ T , every cycle is colored with a nonzero color, so has weight 0; so the last
element (in the total order) in each cycle is chosen with the unique weight that
works;
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(2) if j ∈ (S ∪ T)/{i} and the weight being chosen is the last element (in the total
order) in a cycle of nonzero color, it is assigned the unique value that gives its
cycle weight 0;

(3) if j ∈ (S ∪ T)/{i} and the weight being chosen is the last element (in the total
order) among those that appear in cycles of color 0, it is assigned the unique value
so that the weight of u j is 0;

(4) if j = i and the weight being chosen is the weight of the fixed point, it is assigned
the unique value so that the weight of the fixed point in the product u1⋯uk is −1;

(5) if j = i and the weight being chosen is the last element (in the total order) in a
cycle of nonzero color, it is assigned the unique value that gives its cycle weight 0;
and

(6) if j = i and the weight being chosen is the very last element in the total order, it is
assigned the unique value that gives u j weight 0.

�e number of values in (1), (2), and (5) together is exactly the number of
cycles with nonzero color, while the number of values in (3), (4), and (6)
together is exactly ∣S ∪ T ∣ + 1. �erefore, the total contribution from the weight-
ing is dnk−#nonzero colored cycles−∣S∪T∣−1. In addition, each cycle with nonzero color
gets assigned one of d colors from its strip, and hence we must multiply by
d#nonzero colored cycles . Finally, the number of conjugates of c(d ,d ,n) by diagonal matri-
ces is dn−2.�us, the number of preimages of a factorizationwith the given pair (S , T)
is exactly

dnk−#nonzero colored cycles−∣S∪T∣−1 ⋅ d#nonzero colored cycles ⋅ d2−n = dn(k−1)−∣S∪T∣+1 .

Now we must compute the actual size of the image, that is, how many Sn-
factorizations are in the projection of G(d , d , n)-factorizations (with the sets S , T
fixed). To do this, we further project factorizations of ς(n−1,1) inSn to factorizations
of the (n − 1)-cycle ςn−1 inSn−1, by removing the fixed point. In this projection, there
will be some subsetU ⊆ [k]/S of indices in which the (necessarily nonzero) color used
to color the fixed point (n) is the unique appearance of that color; thus, the image

of this projection belongs to C
⟨n−1⟩
p+eT−eU . Moreover, the number of preimages of each

factorization is easily seen to be∏i∈[k]/S p i , sincewemust choosewhich of the original
nonzero colors was attached to the fixed point (whether that involves choosing an
existing color or adding a new color and possibly relabeling).

Combining these two projections, we have that for fixed S , T , the number of
nontransitive colored factorizations in G(d , d , n) is

dn(k−1)+1 ∑
S ,T ,U⊆[k]∶
S∩T≠∅
S∩U=∅

d−∣S∪T∣ ⋅∏
i/∈S

p i ⋅ C
⟨n−1⟩
p+eT−eU ,

as claimed.

Remark 4.4 As in Section 3, we have that Lemma 4.3 gives the coefficient for
the polynomial counting nontransitive factorizations of the Coxeter element when

expressed in the basis
(x−1)(d)p

d p p! . Obviously, though, these coefficients are muchmessier

(involving a triple sum over subsets) than those of earlier sections. In principle, it is
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possible to express this polynomial in other bases; however, all expressions we have
produced in a single basis seem inherently complicated. Using the algebraic approach
(with Lemma 2.8, building on the arguments in [CS14, §5]), we have been able to
produce the expression

∣G∣k−1
nk−1 ∑

p1 , . . . ,pk≥1

Mn−2
p1−1,. . . ,pk−1

⎛
⎝ ∑S⊆[k] ((d − 1)

k−∣S∣ − (−1)k−∣S∣)∏
i∈S

x iP
(d)
p i
(x i)

d p i p i !
∏
i∈S

(x i − 1)(d)p i−1

d p i (p i − 1)!
⎞
⎠

for the generating function for all nontransitive factorizations.�is expression can be
rewritten in many ways, for instance as

∣G∣k−1
nk−1 ∑

p1 , . . . ,pk≥1

Mn−2
p1−1,. . . ,pk−1 (

k

∏
i=1

Qp i
(x i) − k

∏
i=1

Q′p i
(x i)) ,(4.4)

where Qp(x) ∶= (x2 − (d − 1)(p − 1)x + p(d − 1)) (x−1)(d)p−1

d p p! and Q′p(x) ∶=
(x2 − (d − 1)(p − 1)x − p) (x−1)(d)p−1

d p p! . Frustratingly, however, we have not been

able to derive this formula directly from Lemma 4.3.

5 Exceptional complex reflection groups

In this section, we record some tantalizing data that suggests that �eorems 3.1 and
4.1 could be particular cases of a more general, uniform statement, along the lines of
the Chapuy–Stump result (�eorem 1.1).

In all sections below, we use the following fixed notations: G represents an irre-
ducible well-generated complex reflection group; k represents a positive integer; r =(r1 , . . . , rk) and p = (p1 , . . . , pk) represent tuples in {0, 1, . . . , n}k , where n is the rank
of G; ar represents the number of factorizations of a fixed Coxeter element c in G as a
product u1⋯uk = c where dimfixu i = r i ; and

FG(x1 , . . . , xk) ∶= ∑
r

ar ⋅ x
r1
1 ⋯x

rk
k
.

5.1 Rank two

�ere are two infinite families of irreducible rank-2 well-generated complex reflection
groups, the wreath products (Z/dZ) ≀S2 (of typeG(d , 1, 2)) and the dihedral groups
(of type G(d , d , 2)), as well as twelve exceptional groups (Shephard–Todd classes G4,
G5, G6, G8, G9, G10, G14, G16, G17, G18, G20, and G21). For each such group, define the
polynomials

P2(x) = (x − e∗1 )(x − e∗2 )∣G∣ , P1(x) = x − 1

d1
, P0(x) = 1.

In this basis, we have the following result, which should be compared with
�eorem 3.1.
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�eorem 5.1 Let G be an irreducible well-generated complex reflection group of rank
2, and let ar, FG , and Pi be defined as above. �en one has

FG(x1 , . . . , xk) = ∣G∣k−1∑
p

M2
p ⋅ Pp1(x1)⋯Ppk

(xk).
In the case k = 2, this may be written in the form

FG(x , y) = (x − 1)(x − e∗2 ) + N(x − 1)(y − 1) + (y − 1)(y − e∗2 )
+ 2h(x − 1) + 2h(y − 1) + ∣G∣

where h = d2 is the Coxeter number of G and N = 2h
d1

is the number of reflections that
can appear in a shortest reflection factorization of c.

Proof We handle the two infinite families and the exceptional cases separately:
�e infinite family G(d , 1, 2). For this group this is exactly the statement of

�eorem 3.1.
�e infinite family G(d , d , 2). ForG(d , d , 2), the basis {P2(x), P1(x), P0(x)} here

is related to the basis {P(d)2 (x), P(d)1 (x), P(d)0 (x)} of �eorem 4.1 by the equations
P
(d)
2 (x)

d 1 ⋅1! = 2 ⋅ P2(x), P(d)1 (x) = 2P1(x) + P0(x), and P
(d)
0 (x) = P0(x). So from �eo-

rem 4.1, the contribution to FG of the transitive factorizations is

∣G∣k−1
2k

∑
p∶p i≥1

M2
p ∏
i∶p i=2

2P2(x i) ∏
i∶p i=1

(2P1(x i) + P0(x i)).
If r is a permutation of the multiset {2a , 1b , 0c}, then the coefficient of∏i Pr i (x i) in
this polynomial is

∣G∣k−1

2k ⋅ 2
a ⋅ 2b ⋅ 1cM2

2a ,1b+c = ∣G∣
k−1

2c M2
2a ,1b+c .

For the contribution to FG from the nontransitive factorizations, we use the
expression in (4.4).�e only contribution we get is for the tuple p = 1, whereM0

0 = 1.
We obtain

∣G∣k−1
2k−1

( k

∏
i=1

Q1(x i) − k

∏
i=1

Q′1(x i)) ,
where Q1(x) = x2

+d−1
d
= 2P2(x) + 2P1(x) + 1 and Q′1(x) = x2

−1
d
= 2P2(x) + 2P1(x). If

r is a permutation of the multiset {2a , 1b , 0c}, then the coefficient of∏i Pr i (x i) in this
polynomial is dk−12a+b = 2 ⋅ ∣G∣k−12c if c > 0 and 0 otherwise.

Finally, we sum these two contributions: when c = 0, the transitive case contributes
exactly the desired ∣G∣k−1M2

r while the nontransitive case contributes 0. From the
explicit formula (2.1) forMn

p we can see that when c > 0,M2
2a ,1b+c = 2b+c − 2 = 2cM2

r −

2, so in this case the transitive case contributes ∣G∣k−1M2
r − 2

∣G∣k−1

2c while the nontran-

sitive case contributes the missing 2 ⋅ ∣G∣
k−1

2c .
Exceptional rank 2 cases. In each of the exceptional cases, we use the algebraic

technique outlined in Section 2.3 together with character tables for the exceptional
groups available in Sage [Sag19] via its interface with the GAP [GAP19] package
Chevie, as follows: for each group G and each irreducible character χ for G such that
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dim(χ) χ(c−1) fχ(x)

1 1 x2 + 14x + 33 = 48P2 + 96P1 + 48
1 −ζ3 x2 − 10x + 9 = 48P2
1 1 + ζ3

1 −1

1 ζ3

1 −1 − ζ3

2 ζ12 x2 + 2x − 3 = 48P2 + 48P1
2 ζ512

2 ζ712

2 ζ 1112

2 i x2 − 4x + 3 = 48P2 + 24P1
2 −i

Table 1: Character polynomials for G6: (e
∗
1 , e
∗
2 ) = (1, 9), (d1 , d2) = (4, 12). Here

ζk ∶= exp(2πi/k) is a primitive kth root of 1.

χ(c−1) ≠ 0, we compute the character polynomial

fχ(x) ∶= ∑
g∈G

χ̃(g) ⋅ xdim fix(g) ,

where χ̃ = χ/χ(1) is the normalized character. (Tables of these polynomials are col-
lected in the appendix of the arXiv version of this paper [LM19b].) �en by Lemma
2.8 we have that

FG(x1 , . . . , xk) = ∑
r

1

∣G∣ ∑λ∈Irr(G)

dim(λ)χλ(c−1) k

∏
i=1

⎛
⎝x r ii ∑

g∶dim fix(g)=r i

χ̃λ(g)⎞⎠
= 1

∣G∣ ∑λ∈Irr(G)

dim(λ)χλ(c−1) k

∏
i=1

fχλ(x i).(5.1)

Next we express each character polynomial in the Pis and extract the coefficient.
For example, in the groupG6, with coexponents 1, 9, degrees 4, 12, and order ∣G6∣ =

4 ⋅ 12 = 48, there are 12 characters χ for which χ(c−1) ≠ 0 (see Table 1), but only four
different character polynomials:

x2 + 14x + 33 (associated only to the trivial representation),

x2 − 10x + 9 (associated to two 1-dimensional representations),
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x2 − 4x + 3 (associated to two 2-dimensional representations), and

x2 + 2x − 3 (associated to three 1-dimensional and four

2-dimensional representations).

In terms of the basis P2(x) = (x−1)(x−9)4⋅12 , P1(x) = x−1
4 , P0(x) = 1, these can be rewritten

respectively as

48(P2 + 2P1 + P0), 48P2 , 24(2P2 + P1), and 48(P2 + P1).
�e respective character values χ(c−1) that appear with these polynomials are{1}; {exp(2πi/6), exp(5πi/3)}; {±i}; and {−1, exp(2πi/3), exp(2πi ⋅ 2/3)} (for
the 1-dimensional representations) and {exp(2πi/12), exp(2πi ⋅ 5/12), exp(2πi ⋅
7/12), exp(2πi ⋅ 11/12)} (for the 2-dimensional representations). Plugging these into
(5.1) yields

FG6
(x1 , . . . , xk) = 1

∣G6∣ (1 ⋅ 1 ⋅
k

∏
i=1

48(P2(x i) + 2P1(x i) + P0(x i)) + 1 ⋅ 1 ⋅ k

∏
i=1

48P2(x i)
+ 2 ⋅ 0 ⋅

k

∏
i=1

24(2P2(x i) + P1(x i)) + (1 ⋅ (−2) + 2 ⋅ 0)⋅
k

∏
i=1

48(P2(x i) + P1(x i)))
= ∣G6∣k−1 ( k

∏
i=1

(P2(x i) + 2P1(x i) + P0(x i))(5.2)

−2
k

∏
i=1

(P2(x i) + P1(x i)) + k

∏
i=1

P2(x i)) .
Finally, the coefficient of∏k

i=1 Pr i (x i) in the expansion of this expression is (up to the

power of ∣G6∣) the same as the coefficient of∏k
i=1 x

r i
i in the polynomial

k

∏
i=1

(x2i + 2x i + 1) − 2
k

∏
i=1

(x2i + x i) +
k

∏
i=1

x2i = (
k

∏
i=1

(x i + 1) − k

∏
x=1

x i)
2

,

and comparing the last expression with the definition of Mn
p in (2.1) gives the result.

�e calculations in the other eleven cases are analogous.

5.2 Rank three

�ere are two infinite families of well-generated irreducible complex reflection groups
of rank 3 (the wreath product (Z/dZ) ≀S3 of type G(d , 1, 3) and its weight-zero
subgroup G(d , d , 3)) and five exceptional groups (Shephard–Todd classes G23 (also
the Coxeter group of type H3), G24, G25, G26, and G27). Our next result covers all
of these groups except G25. �e choice of polynomial basis assigned to each group is
discussed further in Remark 5.4.
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Definition 5.2 For G of type G(d , 1, 3) or G23 or G26, define for i = 0, 1, 2, 3 the
polynomials

PG
i (x) =

i

∏
j=1

x − e∗j

d j

.

For G of type G(d , d , 3), define
P
G(d ,d ,3)
0 (x) = 1, P

G(d ,d ,3)
1 (x) = (d + 1)(x − 1)

3d
(= d + 1

d
⋅
x − 1

d1
for d ≥ 3) ,

P
G(d ,d ,3)
2 (x) = (x − 1)(x − d)

3d
, and

P
G(d ,d ,3)
3 (x) = (x − 1)(x − d − 1)(x − 2d + 2)

6d2
= 3

∏
i=1

x − e∗i
d i

.

For G of type G24, define

PG24

0 (x) = 1, PG24

1 (x) = x − 1

3
= 4

3
⋅
x − 1

d1
,

PG24

2 (x) = (x − 1)(x − 7)24
= (x − 1)(x − 7)

d1d2
,

and PG24

3 (x) = (x − 1)(x − 9)(x − 11)336
= 3

∏
i=1

x − e∗i
d i

.

For G of type G27, define

PG27

0 (x) = 1, PG27

1 (x) = 2(x − 1)
9

= 4

3
⋅
x − 1

d1
,

PG27

2 (x) = (x − 1)(x − 15)72
= (x − 1)(x − 15)

d1d2
,

and PG27

3 (x) = (x − 1)(x − 19)(x − 25)2160
= 3

∏
i=1

x − e∗i
d i

.

Proposition 5.3 If G is of type G(d , 1, 3), G(d , d , 3), G23, G24 , G26 or G27, then

FG(x1 , . . . , xk) = ∣G∣k−1∑
p

M3
p ⋅ P

G
p1
(x1)⋯PG

pk
(xk).

Proof We again proceed case by case.
�e infinite family G(d , 1, 3). For this group this is exactly the statement of

�eorem 3.1.
�e infinite family G(d , d , 3). Write Pi for the polynomial P

G(d ,d ,3)
i of Definition

5.2. We begin with the contribution from the transitive factorizations. �e formu-

las
P
(d)
3 (x)

2d2 = 3P3(x), P
(d)
2 (x)

d
= 3P2(x) + 3

d+1P1(x), and P
(d)
1 (x) = 3d

d+1P1(x) + P0(x)
express the basis of �eorem 4.1 in terms of this basis. �us, for a sequence r
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that is a rearrangement of {3a , 2b , 1c , 0e} with a + b + c + e = k, the coefficient of

∏i Pr i (x i) in
∣G∣k−1
3k

∑
p1 , . . . ,pk≥1

M3
p1 , . . . ,pk

P
(d)
p1 (x1)

d p1−1(p1 − 1)!⋯
P
(d)
pk
(xk)

d pk−1(pk − 1)!
is

T(r) ∶= ∣G∣k−1
3k
⋅ 3a ⋅ 3b ⋅ ∑

S⊆[c]

M3
(1c ,3a ,2b ,1e)+eS

( 3

d + 1
)∣S∣ ( 3d

d + 1
)c−∣S∣

= ∣G∣k−1
3k
⋅
3a+b+c

(d + 1)c ∑S⊂[c]M
3
(1c ,3a ,2b ,1e)+eS

d c−∣S∣ .(5.3)

Next, we simplify using the formula

M3
3a ,2b ,1c ,0e =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

3b+c if e > 0
3b+c − 3 ⋅ 2b if e = 0, c > 0
3b − 3 ⋅ 2b + 3 if c = e = 0, b > 0
0 if b = c = e = 0

for M3
p derived from the explicit definition (2.1) to obtain

T(r) = ∣G∣k−1 ⋅
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

3b+c − 31−e ⋅ 2b ⋅ ( d+2
d+1 )c if e > 0

3b+c − 3 ⋅ 2b ⋅ ( d+2
d+1 )c + 3

(d+1)c if e = 0, c > 0
3b − 3 ⋅ 2b + 3 if c = e = 0, b > 0
0 if b = c = e = 0.

(5.4)

Now we calculate the nontransitive contribution using the expression in (4.4).
From this expression we get a contribution for the tuples p ∈ {1, 2}k other than 2 =(2, . . . , 2), and for each such tuple we have M1

p−1 = 1. �us we obtain the generating
function

∣G∣k−1
3k−1

∑
p≠ 2,p i∈{1,2}

( k

∏
i=1

Qp i
(x i) − k

∏
i=1

Q′p i
(x i)) .(5.5)

We have the change of basis formulas

Q1(x) = 3P2(x) + 3P1(x) + 1, Q′1(x) = x2 − 1

d
= 3P2(x) + 3P1(x),

Q2(x) = (x2 − dx + x + 2 d − 2)(x − 1)/(2d2) Q′2(x) = (x2−dx + x−2)(x−1)/(2d2)
= 3P3(x) + 3P2(x) + 3

d + 1
P1(x), = 3P3(x) + 3P2(x).

For a sequence r that is a rearrangement of {3a , 2b , 1c , 0e} with a + b + c + e = k, let
N(r) denote the coefficient of∏i Pr i (x i) in (5.5). Using the change of basis formulas
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above, a�er some calculations we obtain the following formula for N(r):

N(r) = ∣G∣k−1 ⋅
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

2b ⋅ 31−e ⋅ ( d+2
d+1 )c if e > 0,

3 ⋅ 2b ( d+2
d+1 )c − 3 ⋅ 2b + 3

(d+1)c if e = 0, c > 0,
0 otherwise.

Combining this with (5.4), it is easy to see that T(r) + N(r) equals ∣G∣k−1M3
r in each

of the cases.
Exceptional rank 3 cases. In the four exceptional cases, we use exactly the same

approach as in the proof of�eorem 5.1. In place of (5.2), one ends up in all four cases
with the expression

∣G∣k−1(∏
i

(P3(x i) + 3P2(x i) + 3P1(x i) + 1) − 3∏
i

(P3(x i) + 2P2(x i) + P1(x i))
+ 3∏

i

(P3(x i) + P2(x i)) −∏
i

P3(x i)),
from which the result follows.

Remark 5.4 �e choice of basis polynomials Pi , especially for G24 and G27, appears
somewhatmysterious, and indeed theywere initially discovered experimentally. How-
ever, the roots that appear are not arbitrary. Given a complex reflection groupG acting
on a space V, consider the intersection lattice L of the reflecting hyperplanes of G,
ordered by reverse-inclusion. Let χ(L, x) ∶= ∑X∈L µ(V , X)xdim X be the characteristic
polynomial of L (where µ is the poset-theoretic Möbius function). In [OS82, OS83],
Orlik and Solomon show that χ(L, x) factors as ∏i(x − e∗i ). But, in fact, they show
more: if X ∈ L is any particular intersection of reflecting hyperplanes, then the upper
interval LX ∶= [X , {0}] in L (which is isomorphic to the lattice of the arrangement
of intersections of the reflecting hyperplanes with X) satisfies χ(LX , x) = ∏dim X

i=1 (x −
bXi ) for some positive integers bXi . (Tables of these Orlik–Solomon coexponents are
collected in [OT92, App. C].) For the group G(d , 1, n), when X is a subspace of
dimension m, Orlik and Solomon show that (bXi )1≤i≤m = (1, 1 + d , . . . , 1 + (m − 1)d)
depends only on the dimension of X. Similarly, in the other irreducible groups of rank
2 and 3 (both exceptional and G(d , d , n)), the tuple of integers (bXi ) depends only
on dim X. In fact, in all of these groups except G(d , d , 3), G24, and G27, these Orlik–
Solomon coexponents are a prefix of the sequence (e∗i ) of coexponents. In G24, the
coexponents are (1, 9, 11) and the Orlik–Solomon coexponents in dimension 2 are(1, 7); in G27, the coexponents are (1, 19, 25) and the Orlik–Solomon coexponents in
dimension 2 are (1, 15); and in G(d , d , n), the coexponents are (1, d + 1, 2d − 2) and
theOrlik–Solomon coexponents in dimension 2 are (1, d). One immediately notes the
relationship to the polynomials in Definition 5.2. (We do not have an explanation (or
even an “explanation”) for the factors 4

3 and
d+1
d

that appear there.)

Remark 5.5 For the group G25, one can show that there are no polynomials Pi of
degree i for i = 0, 1, 2, 3 such that

FG25
(x1 , . . . , xk) = ∣G∣k−1∑

p

M3
p ⋅ Pp1(x1)⋯Ppk

(xk).
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Nevertheless, one can use the character tables to compute a formula for FG25
: the group

has coexponents (e∗1 , e∗2 , e∗3 ) = (1, 4, 7) and degrees (d1 , d2 , d3) = (6, 9, 12). Taking
Pi(x) = ∏i

j=1
x−e∗i
d i

, one has

F25(x1 ,⋯, xk)∣G25∣k−1 = k

∏
i=1

(P3(x i) + 3P2(x i) + 3P1(x i) + 1)
− 3 ⋅

k

∏
i=1

(P3(x i) + 2P2(x i) + P1(x i)) − 3 ⋅ k

∏
i=1

(P3(x i) + P2(x i)) − k

∏
i=1

P3(x i)
− 3 ⋅

k

∏
i=1

(P3(x i) + P2(x i) + P1(x i)/3) + 9 ⋅ k

∏
i=1

(P3(x i) + P2(x i) + P1(x i)/9),

and so the coefficients that appear in this expansion in place of the M3
p are the same

as the coefficients in the expansion of the polynomial

k

∏
i=1

(x i + 1)3 − 3 ⋅ k

∏
i=1

x i(x i + 1)2 − 3 ⋅ k

∏
i=1

x2i (x i + 1) −
k

∏
i=1

x3i

− 3 ⋅
k

∏
i=1

(x3i + x2i + x i/3) + 9 ⋅
k

∏
i=1

(x3i + x2i + x i/9).

5.3 Higher ranks

�ere are ten exceptional complex reflection groups of rank 4 or larger, of which all
but one (the rank- 4 groupG31) are well-generated. Of these, onlyG32 has the property
that the sequence ofOrlik–Solomon coexponents (bXi )i is a function of the dimension
of X alone [OT92, App. C]. For this group, the terms that one would predict (based
on�eorems 3.1 and 5.1 and Proposition 5.3) survive, but that other terms are present
as well (as for G25 above). Moreover, for the eight other relevant groups, one sees in
each case that there is not enough cancellation to give a result in the form of those just
mentioned. Section 8.1 offers some open questions in this direction.

6 Applications

In this section, we discuss a number of corollaries of our results. First, we show how
to derive the result of Chapuy and Stump (�eorem 1.1) for the groups G(d , 1, n)
and G(d , d , n) from �eorems 3.1 and 4.1. In the case of G(d , 1, n), this makes the
proof fully elementary (that is, with no use of representation theory); in the case of
G(d , d , n), it reduces this question to an elementary proof of a result in the symmetric
group: �eorem 2.9 (see Question 8.4).

Second, we use our results to extract highest-degree coefficients. �ese count the
so-called genus-0 factorizations, or equivalently they count chains in the lattice of G-
noncrossing partitions. For the group G(d , d , n), this includes a new result, extending
work of Athanasiadis–Reiner and Bessis–Corran [AR04, BC06]. As a corollary, we
give a variant characterization of theG-noncrossing partition lattice that seems not to
have appeared in the literature.
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6.1 Rederiving the Chapuy–Stump formula

Suppose that, for a well-generated complex reflection group G, one has computed (in
some form) the generating functions FG(x1 , . . . , xℓ) = ∑r ar ⋅ x

r1
1 ⋯x

rℓ
ℓ
for the number

of factorizations of a Coxeter element in G by fixed space dimension r i for each of
the factors. From this series, it is straightforward to extract the number of length-
ℓ reflection factorizations of a Coxeter element in G: it is exactly the coefficient[xn−11 ⋯x

n−1
ℓ
]FG . In particular, suppose that the expression for FG is in terms of a basis

P0 , . . . , Pn of polynomials with deg(Pi) = i, so that
FG(x1 , . . . , xℓ) = ∑

p

Ap ⋅ Pp1(x1)⋯Ppℓ(xℓ),
and suppose that the degree- (n − 1) coefficients of Pn and Pn−1 are a and b, respec-
tively. From general considerations (either the algebraic formula, or, that theHurwitz
action of the braid group provides explicit bijections), one has that the coefficient Ap

depends only on the multiset of values of the p i , not on their order. �erefore, the
number Nℓ of length- ℓ reflection factorizations of c is

Nℓ = [xn−11 ⋯x
n−1
ℓ ]FG =

ℓ

∑
k=0

(ℓ
k
)An−1,. . . ,n−1
´ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

k

, n , . . . ,n
´ ¹¹¹¹¸ ¹¹¹¹¶
ℓ − k

aℓ−kbk .

From this general framework, we now derive the main theorem of Chapuy and Stump
in many cases.

Remark 6.1 Suppose that G is G(d , 1, n) or is one of the irreducible well-generated
groups of rank 2 or 3, other than G25; then by �eorem 3.1, �eorem 5.1, and
Proposition 5.3 we have that

Ap = ∣G∣ℓ−1Mn
p , a = − 1

∣G∣∑ e∗i = − ∣R
∗∣
∣G∣ , and b = 1

d1⋯dn−1
= h

∣G∣ .
Moreover, from (2.1) we have Mn

n , . . . ,n = 0 and Mn
n−1,. . . ,n−1,n , . . . ,n = ∑n−1

j=0(−1) j(nj)(n −
j)k , and so for these groups

∞

∑
ℓ=0

Nℓ

tℓ

ℓ!
= 1

∣G∣
n−1

∑
j=0

(−1) j(n
j
) ∞∑
ℓ=0

tℓ

ℓ!

ℓ

∑
k=1

(ℓ
k
)(n − j)k (−∣R∗∣)ℓ−k hk

= 1

∣G∣
n−1

∑
j=0

(−1) j(n
j
) ∞∑
ℓ=0

tℓ

ℓ!
(((n − j)h − ∣R∗∣)ℓ − (−∣R∗∣)ℓ)

= 1

∣G∣
n−1

∑
j=0

(−1) j(n
j
)(exp (((n − j)h − ∣R∗∣)t) − exp (−∣R∗∣t))

= 1

∣G∣ (exp((nh − ∣R∗∣)t/n) − exp(−∣R∗∣t/n))n .
Finally, using the general fact that ∣R∗∣ + ∣R∣ = nh, we recover �eorem 1.1 for these
groups. In particular, in the case of G(d , 1, n), this gives a fully elementary proof of
the theorem.
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Remark 6.2 In the case of G(d , d , n) for n > 3, the calculation in the preceding
remark does not apply. Nevertheless, since every reflection factorization of a Coxeter
element inG(d , d , n) is transitive, it is possible to recover the Chapuy–Stump formula
for this group from �eorem 4.1. Following the notation above, we have for this

polynomial that Ap = ∣G∣k−1nk Mn
p , a = − 1

dn−1(n−1)! ∑ e∗i = − n∣R∗∣
∣G∣

, and b = 1
dn−2(n−2)! =

n(n−1)d
∣G∣

= nh
∣G∣

, and so the calculation goes through in the same way a�er the cancella-

tion of the ns.�e resulting argument is elementary except for the proof of�eorem
2.9 (see Question 8.4).

6.2 Genus-0 factorizations: chains in the poset of noncrossing partitions

For any two linear transformations U , T on a finite-dimensional vector space V, one
has codimfix(UT) ≤ codimfix(U) + codimfix(T). If G is a well-generated complex
reflection group of rank n and c is a Coxeter element in G, it follows that in order
for there to be a factorization c = u1⋯uk of c where u i has fixed space dimension
rk , one must have (n − r1) + . . . + (n − rk) ≥ n, or equivalently r1 + . . . + rk ≤ n(k −
1). Consequently, the polynomial FG(x1 , . . . , xk) counting factorizations of c is of
degree n(k − 1), with top-degree coefficients counting factorizations u1⋯uk = c such
that codimfix(u1) + . . . + codimfix(uk) = codimfix(c)(= n). Such factorizations are
o�en said to have genus 0 – see Section 8.2 for a discussion of this topological
terminology.�ey also arise in the context of theG-noncrossing partition lattice, which
is the subject of the rest of this section.

A subadditive function on a group G such as2 codimfix(−) gives rise to a par-
tial order ≤ on G, as follows: one defines x ≤ y if codimfix(x) + codimfix(x−1 y) =
codimfix(y). With this definition, one has that for each fixed g ∈ G, genus-0 fac-
torizations u1⋯uk of g are in bijection with (multi)chains 1 ≤ g1 ≤ . . . ≤ gk = g in
the interval [1, g]≤ via the map g i ∶= u1⋯u i . �us, the top-degree coefficient ar1 , . . . ,rk
in FG(x1 , . . . , xk) also counts multichains in the interval [1, c]≤ whose successive
rank-jumps are n − r1 , . . . , n − rk . We now compute these numbers for G(d , 1, n) and
G(d , d , n), as well as the zeta polynomial Z([1, c]≤ , k) that counts all multichains in[1, c]≤k of length k. �e result for G(d , 1, n) is known.
Corollary 6.3 ([Rei97, Prop. 7 and remark on p. 199]) For d > 1, let G = G(d , 1, n),
and let c be a Coxeter element in G. Given nonnegative integers s1 , . . . , sk with sum n,
the number of chains in [1, c]≤ having rank-jumps s1 , . . . , sk is

a
(d)
n−s1 , . . . ,n−sk = (ns1)⋯(

n

sk
),

with zeta polynomial

Z([1, c]≤ , k) = (nk
n
).

2In particular, one needs that the function takes nonnegative values and that f (x) = 0 if and only if
x is the identity.
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Proof Set r i ∶= n − s i for i = 1, . . . , k. Since Mn
p1 , . . . ,pk

= 0 if p1 + . . . + pk > n(k −
1) and the change of basis in �eorem 3.1 is triangular, the equation a

(d)
r =

[x r11 ⋯x rkk ]FG = [x r11 ⋯x rkk ] (∣G∣k−1∑p M
n
p ∏i

(x−1)(d)ri

d ri r i !
) simplifies to

a
(d)
r = ∣G∣k−1Mn

r

k

∏
i=1

1

d r i r i !
.

By Proposition 2.2, we have in this case that Mn
r = n!

(n−r1)!⋯(n−rk)!
, and consequently

a
(d)
r = (n

r1
)⋯( n

rk
) = (n

s1
)⋯( n

sk
), as claimed. Summing a

(d)
r over all nonnegative integer

solutions to s1 + . . . + sk = n gives the zeta polynomial.

�e second result, for G(d , d , n), is new when d > 2 (but see Remark 6.5); when
d = 2 (type Dn), it is [AR04, �m. 1.2(ii)].

Corollary 6.4 For d > 1, let G = G(d , d , n), and let c(d ,d ,n) be a Coxeter element in G.
Given nonnegative integers s1 , . . . , sk with sum n, the number of chains in [1, c(d ,d ,n)]≤
having rank-jumps s1 , . . . , sk is

(n − 1
s1
)⋯(n − 1

sk
)⎛⎝d +

k

∑
i=1

(n−2
s i−2
)

(n−1
s i
)
⎞
⎠ ,

with zeta polynomial

Z([1, c(d ,d ,n)]≤ , k) = d((n − 1)k
n
) + k((n − 1)k − 1

n − 2
) = n + d(n − 1)(k − 1)

n
((n − 1)k

n − 1
).

Proof Let r i = n − s i . Since Mn
p1 , . . . ,pk

= 0 if p1 + ⋅ ⋅ ⋅ + pk > n(k − 1) and the change

of basis is triangular, when we extract the coefficient of x r11 ⋯x
rk
k
from�eorem 4.1 and

Proposition 2.2 we get

b(d)r1 , . . . ,rk = ∣G∣
k−1

nk
Mn

r1 , . . . ,rk

1

d r1−1(r1 − 1)!⋯
1

d rk−1(rk − 1)!
= d(n−1)(k−1)(n!)k−1

nk
⋅

n!

(n − r1)!⋯(n − rk)! ⋅
1

dn(k−1)−k ⋅ (r1 − 1)!⋯(rk − 1)!
= d ⋅ (n − 1

r1 − 1
)⋯( n − 1

rk − 1
).

�e analysis of the nontransitive case is slightly more delicate: by Lemma 4.3, we
have that the desired coefficient is

dn(k−1)+1 ∑
S ,T ,U⊆[k]∶
S∩T≠∅
S∩U=∅

d−∣S∪T∣ ⋅∏
i/∈S

r i ⋅ C
⟨n−1⟩
r+eT−eU ⋅

1

d r1 r1!⋯d rk rk !

= d

r1!⋯rk !
∑

S ,T ,U⊆[k]∶
S∩T≠∅
S∩U=∅

d−∣S∪T∣ ⋅∏
i/∈S

r i ⋅ ((n − 1)!)k−1 ⋅Mn−2
r+eT−eU−1

.
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�e coefficientMn−2
r+eT−eU−1

is equal to 0 whenever the sum of the lower indices is larger
than (n − 2)(k − 1).�is sum is

(∑ r i) + ∣T ∣ − ∣U ∣ − k = n(k − 1) + ∣T ∣ − ∣U ∣ − k ≥ n(k − 1) + 1 − (n − 1) − k
= (n − 2)(k − 1),

with equality if and only if S = T = {i} andU = [k]/{i} for some i ∈ [k]. In this case,

by Proposition 2.2 we have that the coefficient isMn−2
r+eT−eU−1

= (n−2)!⋅(n−r i)!
(n−r1)!⋯(n−rk)!⋅(n−r i−2)!

,

and so the number of nontransitive genus-0 factorizations is

d

r1!⋯rk !

k

∑
i=1

d−1 ⋅∏
j≠i

r j ⋅ ((n − 1)!)k−1 ⋅ (n − 2)! ⋅ (n − r i)!(n − r1)!⋯(n − rk)! ⋅ (n − r i − 2)!
= ((n − 1)!)k
(r1 − 1)!⋯(rk − 1)! ⋅ (n − r1)!⋯(n − rk)!

k

∑
i=1

(r i − 1)! ⋅ (n − 2)! ⋅ (n − r i)!(n − 1)! ⋅ r i ! ⋅ (n − r i − 2)!
= (n − 1

r1 − 1
)⋯( n − 1

rm − 1
) k

∑
i=1

(n−2
r i
)

(n−1
r i−1
) .

Substituting r i = n − s i gives the first result, and summing over all (s i) of sum n gives
the zeta polynomial.

Remark 6.5 In the literature on the poset of noncrossing partitions, they are typically
introduced in the following way (e.g., see [Arm09, §2.4] or [BR11, §2.3]): in place
of the function codimfix(−), one defines the reflection length ℓR(−) by ℓR(g) =
min{k∶ ∃(t1 , . . . , tk) ∈ Rk , t1⋯tk = g}. Reflection length is clearly subadditive, and
one defines a partial order ≤R on G by x ≤R y if ℓR(x) + ℓR(x−1 y) = ℓR(y). �en
the lattice NC(G , c) of G-noncrossing partitions is defined to be the interval [1, c]≤R .
(All such intervals are isomorphic, for the same sort of reasons as discussed in
Remark 2.7.)

For any element g of any subgroup G of GL(V) generated by reflections (not
necessarily finite; over an arbitrary field), it is easy to see that codimfix(g) ≤ ℓR(g).
If G is a finite real reflection group, Carter proved [Car72, Lem. 2] that in fact
codimfix(g) = ℓR(g), and consequently the two orders ≤ and ≤R coincide in this
case. �e same is true in the wreath product G(d , 1, n) [Shi07, Rem. 2.3], and in a
variety of other settings [BW02, HLR17]. However, equality does not hold in any other
irreducible complex reflection group [FG14].

In several places in the literature (e.g., in [BC06, Lem. 4.1(ii)]), one finds versions
of the following deduction: from the inequality ℓR(g) ≥ codimfix(g) for all g ∈ G,
the equality ℓR(c) = codimfix(c), and the subadditivity of codimfix(−), it follows
that if g ∈ NC(G , c) then ℓR(g) = codimfix(g) and so g ∈ [1, c]≤, with the same rank.
However, we were unable to find the following question addressed in the literature:
is there a complex reflection group G and an element g of G such that g ∈ [1, c]≤ but
g /∈ NC(G , c)?

In [BC06, �m. 8.1], Bessis and Corran prove that the zeta polynomial for

the lattice NC(G(d , d , n), c(d ,d ,n)) is equal to
n+d(n−1)(k−1)

n ∏n−1
i=1

i+(n−1)(k−1)
i

=
n+d(n−1)(k−1)

n
((n−1)k

n−1 ); that is, it agrees with the zeta polynomial for the interval
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[1, c(d ,d ,n)]≤ from Corollary 6.4. In particular, taking k = 2, the two intervals have
the same size, and so in fact they must have the same set of elements.

�is coincidence holds in a strong form for all well-generated complex reflection
groups.

Corollary 6.6 If G is an irreducible well-generated complex reflection group and c is a
Coxeter element, then the interval [1, c]≤ in the codimfix(−)-order ≤ is identical to the
G-noncrossing partition lattice NC(G , c).
Proof �e situation in the case that G is real or is in the infinite families G(d , 1, n),
G(d , d , n) for d > 1 is described inRemark 6.5. ForGof rank 2, the conditions 1 < g < c
and 1 <R g <R c are both equivalent to the statement that g and g−1c are reflections.
For the remaining exceptional groups (G24, G25, G26, G27, G29, G32, G33, G34), we
checked by a brute-force calculation in Sage [Sag19] that the number of elements
in [1, c]≤ is the same as the G-Catalan number3 ∣NC(G , c)∣ = ∏i

h+d i

d i
. (In the very

large group G34, our computation makes use of the fact that the interval [1, c]≤ has
symmetric rank sizes: the map g ↦ g−1c is easily seen to be a rank-reversing bijection
from [1, c]≤ to itself.) �us the underlying sets of the two intervals are equal. Since
ℓR(w) = codimfix(w) and ℓR(w−1c) = codimfix(w−1c) for everyw ∈ NC(W , c), the
two intervals are equal as posets.

�ere does not seem to be an obvious reason for the inclusion [1, c]≤ ⊆ NC(G , c) to
hold. Nevertheless, we are very surprised not to find it remarked upon in the literature!
For open questions along these lines, see Section 8.6.

7 More refined counting: cycle type for G(d , 1, n)

In [dHR18], the Chapuy–Stump result (�eorem 1.1) was refined as follows: rather
than lumping all reflections together, they were divided into classes according to the
orbit of their fixed space under the action of the group. For example, in G(d , 1, n),
this separates the reflections into two classes: the transposition-like reflections (which
form a conjugacy class) and the diagonal reflections (which are not all conjugate if
d > 2, but whose fixed spaces {(x1 , . . . , xn)∶ x i = 0} form one orbit under the action of
the group).�is refinement makes perfect sense in our setting: one could ask to count
arbitrary factorizations of a Coxeter element, tracking the orbit of the fixed space of
each factor. In this section, we consider this question for the groupG(d , 1, n), refining
our main theorem (�eorem 3.1) in this case.

In the case of the symmetric group, fixed-space orbits correspond exactly to
cycle types (i.e., conjugacy classes). Beginning with the work [GJ92] of Goulden–
Jackson for the genus-0 case, numerous authors have tackled this problem, using a
mix of algebraic and combinatorial techniques, counting the factorizations directly

3�e precise attribution of this equality is complicated. Already in the real case, it was first handled
independently in several cases – see [Cha05, §3] for a summary.�e proofs forG(d , 1, n) andG(d , d , n)
may be found in [Rei97] and [BC06], and the proof for exceptional groups follows from [Bes15,�m. 2.2
and Cor. 13.2].
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[GS98, PS02, CFF13] or counting colored factorizations [MV13, Ber12] (as in our
approach). �ese works culminated in the following theorem of Bernardi–Morales,
where the generating polynomial is written in terms of the power sum pλ and

monomial symmetric functionsmµ in k distinct sets of variables yi = (y(i)1 , y
(i)
2 , . . .).

�eorem 7.1 ([BM13, Cor. 1.4]) For λ(1) , . . . , λ(k) partitions of n, let aλ(1) , . . . ,λ(k) be the

number of k-tuples (π1 , . . . , πk) of elements in Sn such that π i has cycle type λ
(i) for

i = 1, . . . , k, and π1⋯πk = ς. We have

∑
λ(1) , . . . ,λ(k)

aλ(1) , . . . ,λ(k) pλ(1)(y1)⋯pλ(k)(yk) = (n!)k−1

∑
µ(1) , . . . ,µ(k)

Mn−1
ℓ(µ(1))−1,. . . ,ℓ(µ(k))−1

( n−1
ℓ(µ(i)−1)⋯( n−1

ℓ(µ(k)−1)mµ(1)(y1)⋯mµ(k)(yk),(7.1)

where both sums are over partitions of n.

In G = G(d , 1, n) for d > 1, two elements u and w have fixed spaces in the same G-
orbit if and only if they have the same number of k-cycles of weight 0 for each k.�us,
orbits of fixed spaces are indexed by the partition λ0 of Proposition 2.6. In this section,
we refine�eorem 3.1 by keeping track of this partition λ0 for each of the factors in a
factorization of a Coxeter element.

�eorem 7.2 For d > 1, let G = G(d , 1, n), let c be a fixed Coxeter element in G, and

let a
(d)

λ(1) , . . . ,λ(k)
be the number of factorizations of c as a product of k elements of G with

weight-0 cycle type λ(1) , . . . , λ(k), respectively. �en

∑
λ(1) , . . . ,λ(k)

a
(d)

λ(1) , . . . ,λ(k)

k

∏
i=1

pλ(i)(1, y(i)1 , . . . , y
(i)
1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

d

, y
(i)
2 , . . . , y

(i)
2´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

d

, . . .)

= ∣G∣k−1 ∑
µ(1) , . . . ,µ(k)

Mn−1
q1−1,. . . ,qk−1

∏k
i=1 ( n−1q i−1

) mµ(1)(y1)⋯mµ(k)(yk),(7.2)

where the sum on the right-hand side is over partitions µ(i) of size at most n such that

not all are of size n, and q j ∶=
⎧⎪⎪⎨⎪⎪⎩
ℓ(µ( j)) if ∣µ( j)∣ = n
ℓ(µ( j)) + 1 otherwise

.

�e rest of this section is devoted to the proof of this result.

Definition 7.3 Given compositions α(1) , . . . , α(k) of n, let C
⟨n⟩

α(1) , . . . ,α(k)
be the set of

factorizations inSn of the fixed n-cycle ς as a product π1⋯πk such that for each i, the
cycles of π i are colored with ℓ(α(i)) colors and for j = 1, . . . , ℓ(α(i)) the sum of the

lengths of the cycles colored with the jth color is α
(i)
j . We say that such factorizations

have type α(1) , . . . , α(k). Let C
⟨n⟩

α(1) , . . . ,α(k)
∶= ∣C⟨n⟩

α(1) , . . . ,α(k)
∣ be the number of colored

factorizations of type α(1) , . . . , α(k).
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By relabelling colors, one hasC
⟨n⟩

α(1) , . . . ,α(k)
= C⟨n⟩

µ(1) , . . . ,µ(k)
where µ(i) is the underlying

partition of α(i) for i = 1, . . . , k. Furthermore, one has C
⟨n⟩
p1 , . . . ,pk

= ∑α(i) C
⟨n⟩

α(1) , . . . ,α(k)

where the sum is over compositions α(i) of nwith p i parts for i = 1, . . . , k (see Remark
2.3 about the independence of choice of sets of colors). As in Proposition 2.4, a change
of basis in the generating polynomial for aλ(1) , . . . ,λ(k) may be interpreted in terms of the
enumeration of colored factorizations.

Proposition 7.4 ([Mor12, (2.2.15)]) With aλ(1) , . . . ,λ(k) and C
⟨n⟩

µ(1) , . . . ,µ(k)
as defined above,

one has

∑
λ(1) , . . . ,λ(k)

aλ(1) , . . . ,λ(k) pλ(1)(y1)⋯pλ(k)(yk)
= ∑

µ(1) , . . . ,µ(k)
C
⟨n⟩

µ(1) , . . . ,µ(k)
mµ(1)(y1)⋯mµ(k)(yk),(7.3)

where the sums on both sides are over partitions of n.

�e following corollary is an immediate consequence of�eorem 7.1 and Proposi-
tion 7.4.

Corollary 7.5 Given compositions α(1) , . . . , α(k) of n, with p i = ℓ(α(i)) for i =
1, . . . , k, the number of colored factorizations of type α(1) , . . . , α(k) of an n-cycle in
Sn is

C
⟨n⟩

α(1) , . . . ,α(k)
= (n!)k−1 Mn−1

p1−1,. . . ,pk−1( n−1
p1−1
)⋯( n−1

pk−1
) .

In order to prove�eorem 7.2, we follow the same approach involving projections
of cycle-colorings as in�eorem 3.1. Given compositions α(1) , . . . , α(k) of size at most

n with p i ∶= ℓ(α(i)), let C(d ,1,n)α(1) , . . . ,α(k)
be the set of colored factorizations in C

(d ,1,n)
p1 , . . . ,pk

such that for i = 1, . . . , k and j = 1, . . . , p i , α(i)j is the sum of the lengths of the cycles

colored with colors in the strip {( j − 1)d + 1, . . . , jd}. Let C(d ,1,n)
α(1) , . . . ,α(k)

= ∣C(d ,1,n)
α(1) , . . . ,α(k)

∣.
By permuting the colors we have that

C
(d ,1,n)
α(1) , . . . ,α(k)

= C(d ,1,n)
µ(1) , . . . ,µ(k)

,(7.4)

where µ(i) is the underlying partition of the composition α(i) for i = 1, . . . , k.
�e first part of the proof of the theorem is a formula for C

(d ,1,n)
α in terms of the

counts C
⟨n⟩
γ of colored factorizations of the n-cycle inSn reviewed above.

Lemma 7.6 Fix compositions α(1) , . . . , α(k) of size at most n. If ∣α(i)∣ = n for all i =
1, . . . , k then C

(d ,1,n)
α(1) , . . . ,α(k)

= 0. Otherwise, we have
C
(d ,1,n)
α(1) , . . . ,α(k)

= d(k−1)n ⋅ C⟨n⟩
γ(1) , . . . ,γ(k)

,
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where γ(i) ∶=
⎧⎪⎪⎨⎪⎪⎩
α(i) if ∣α(i)∣ = n
(n − ∣α(i)∣)⊕ α(i) otherwise

, and ⊕ denotes concatenation.

Proof Since c has nonzero weight, in any colored factorization c = u1⋯uk there is
some factor u i of nonzero weight, and this factor has a cycle of nonzero weight.
Consequently, the composition α(i) associated to this factor has size strictly less
than n. �erefore, given compositions α(1) , . . . , α(k) with ∣α(i)∣ = n for all i, the set

C
(d ,1,n)
α(1) , . . . ,α(k)

is empty.�is completes the first part of the lemma.

Now suppose ∣α(i)∣ < n for some i. Given a colored factorization c = u1⋯uk in

C
(d ,1,n)
α(1) , . . . ,α(k)

of the Coxeter element c for G(d , 1, n), we associate to it a colored

factorization ς = π1⋯πk of the n-cycle ς in Sn with the same projection as in the
proof of Lemma 3.4. �us, in the resulting colored factorization of ς, the ith factor
π i is colored in either ℓ(α(i)) or ℓ(α(i)) + 1 colors depending on whether or not π i

has a cycle colored 0, with every color appearing. Moreover, for t = 1, . . . , ℓ(α(i)), the
sum of the lengths of the cycles colored t is α

(i)
t , and the sum of the lengths of the

cycles colored 0 is n − ∣α(i)∣. �erefore, the resulting colored factorization ς = π1⋯πk

is in C
⟨n⟩

γ(1) , . . . ,γ(k)
where γ(i) is as defined in the statement of the lemma.

Second, we must consider how many preimages each factorization in C
⟨n⟩

γ(1) , . . . ,γ(k)

has under this projection map. By the same argument as in Lemma 3.4 the number of
preimages is dn(k−1).

Proof of �eorem 7.2 Let u be an element of G(d , 1, n) and consider a cycle of u of
sizem. �e symmetric function

pm(1, y1 , . . . , y1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
d

, y2 , . . . , y2´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
d

, . . .) = d ⋅ pm(y1 , y2 , . . .) + 1

is the generating function for coloring such a cycle with color set Z≥0, where the
exponent of the variable y j records how many elements of [n] belong to a cycle that
is colored from the jth d-strip {( j − 1)d + 1, . . . , jd}. �us the le�-hand side of (7.2) is
the generating function of colored factorizations c = u1⋯uk of the Coxeter element c
in which the cycles of factor u i are colored with the color set Z≥0, where the elements

colored in the d-strip {( j − 1)d + 1, . . . , jd} are encoded with the variable y
(i)
j . To

count these factorizations by the total number of elements in the cycles colored in

each d-strip, we change basis to monomials (y(i))α(i) , yielding
∑

λ(1) , . . . ,λ(k)
a
(d)

λ(1) , . . . ,λ(k)

k

∏
i=1

pλ(i)(1, y(i)1 , . . . , y
(i)
1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

d

, y
(i)
2 , . . . , y

(i)
2´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

d

, . . .)

= ∑
α(1) , . . . ,α(k)

C
(d ,1,n)
α(1) , . . . ,α(k)

(y(1))α(1)⋯(y(k))α(k) ,

where the sum on the right is over weak compositions α(i) of numbers no larger than
n. By Lemma 7.6 and Corollary 7.5 we have that

https://doi.org/10.4153/S0008414X2000022X Published online by Cambridge University Press

https://doi.org/10.4153/S0008414X2000022X


Factorization problems in complex reflection groups 937

C
(d ,1,n)
α(1) , . . . ,α(k)

= d(k−1)n(n!)k−1 Mn−1
q1−1,. . . ,qk−1

∏k
i=1 ( n−1q i−1

) ,

where q i =
⎧⎪⎪⎨⎪⎪⎩
ℓ(α(i)) if ∣α(i)∣ = n
ℓ(α(i)) + 1 otherwise

for i = 1, . . . , k. Finally, by (7.4)we can combine

monomials (y(i))α(i) with the same underlying partition µ(i) to rewrite the right-
hand side in the basis mµ(i) , as desired.

Remark 7.7 �eorem 3.1 can be recovered from �eorem 7.2 as follows. We do a
stable principal specialization yi = 1x i for i = 1, . . . , k (see (2.4)) in (7.2). One has

pλ(1, y1 , . . . , y1´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
d

, y2 , . . . , y2´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
d

, . . .) RRRRRRRRRRRy=1x
= (xd + 1)ℓ(λ).

�is gives

∑
r1 , . . . ,rk

⎛
⎝ ∑
λ(i)∶ℓ(λ(i))=r i

a
(d)

λ(1) , . . . ,λ(k)

⎞
⎠(x1d + 1)r1⋯(xkd + 1)rk

= ∣G∣k−1 ∑
p1 , . . . ,pk

(x1
p1
)⋯(xk

pk
) ∑

α(i)∶ℓ(α(i))=p i

Mn−1
q1−1,. . . ,qk−1( n−1

q1−1
)⋯( n−1

qk−1
) ,(7.5)

where the sum on the right-hand side is over compositions α(i) of size at most n
with p i parts, with not all compositions of size n. Grouping tuples of compositions
according to the subset of indices i with ∣α(i)∣ < n, one counts the compositions in
each case to cancel the binomials, applies Proposition 2.1, and does a substitution(x id + 1)↦ x i to finish.

7.1 The genus-0 case

�e leading terms in the le�-hand side of the equation in �eorem 7.1, of degree

∑i ℓ(λ(i)) = n(k − 1) + 1, count genus-0 factorizations for Sn by the cycle type of
the factors. Goulden and Jackson [GJ92, �m. 3.2] used Lagrange inversion to give
a formula for such factorizations, called the cactus formula:

aµ(1) , . . . ,µ(k) = nk−1 ⋅
k

∏
i=1

(ℓ(µ(i)) − 1)!
Aut(µ(i)) .

Krattenthaler and Müller [KM10] gave formulas counting genus-0 factorizations by
cycle type for signed permutations (type Bn) and even-signed permutations (typeDn),
also using Lagrange inversion. As an application of �eorem 7.2, we obtain a formula
for the genus-0 factorizations for G = G(d , 1, n) by their weight-0 cycle type that is
independent of d and coincides with the type Bn formulas in [KM10,�m. 7(i)]. Since

ℓ(λ0(w)) = dimfix(w), the genus-0 factorizations are those counted by a
(d)

λ(1) , . . . ,λ(k)

such that∑i ℓ(λ(i)) = n(k − 1).
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Corollary 7.8 For d > 1, let G = G(d , 1, n), and let c be a Coxeter element in G. Given

partitions λ(1) , . . . , λ(k) of size at most n with ∑k
i=1 ℓ(λ(i)) = n(k − 1), we have that

a
(d)
λ

is nonzero if and only if there is a unique j such that ∣λ( j)∣ < n, and in this case

a
(d)

λ(1) , . . . ,λ(k)
= nk−1 ⋅ ℓ(λ( j)) ⋅ k

∏
i=1

(ℓ(λ(i)) − 1)!
Aut(λ(i)) .

Proof Let F denote the generating function in (7.2) and let ⟨⋅, ⋅⟩ denote the usual
Hall inner product of symmetric functions, for which ⟨pλ , pµ⟩ = δλµzλ . Fix a tuple of
partitions (λ(i)) with ∑k

i=1 ℓ(λ(i)) = n(k − 1). On one hand, thinking about the le�-
hand side formula for F in (7.2), we have

a
(d)

λ(1) , . . . ,λ(k)
= ⟨∏

i

pλ(i)(yi)
dℓ(λ(i))zλ(i)

, F⟩ ,
since the top-degree term of pλ(1, y1 , . . . , y1 , y2 , . . . , y2 , . . .) is dℓ(λ)pλ(yi). On the
other hand, thinking about the right-hand side formula for F in (7.2), we have that

⟨∏
i

pλ(i)(yi), F⟩ = ∣G∣k−1 ∑
µ(1) , . . . ,µ(k)

Mn−1
q1−1,. . . ,qk−1

∏k
i=1 ( n−1q i−1

) ∏⟨pλ(i)(yi),mµ(i)(yi)⟩.

In order for ⟨pλ(i) ,mµ(i)⟩ not to be zero, wemust have that µ(i) is a refinement of λ(i),

and so in particular ℓ(µ(i)) ≥ ℓ(λ(i)) for each i. It follows that, in order for a term to
contribute, it must be the case that

∑
i

(q i − 1) = ∑
i

ℓ(µ(i)) − #{i∶ ∣µ(i)∣ = n}
≥ ∑

i

ℓ(λ(i)) − #{i∶ ∣µ(i)∣ = n}
= n(k − 1) − #{i∶ ∣µ(i)∣ = n}
≥ (n − 1)(k − 1),

where in the penultimate step we use the fact that no terms appear on the right-hand
side with all µs of size n. On the other hand, in order for Mn−1

q1−1,. . . ,qk−1
to be nonzero,

it must be the case that∑(q i − 1) ≤ (n − 1)(k − 1).�us, the (µ(i)) term on the right
contributes if and only if µ(i) = λ(i) for all i and also exactly k − 1 of the λ(i) have size
n. �at is, if there is any nonzero contribution at all, it comes from the single term
when µ(i) = λ(i) for all i, and in this case we have

⟨∏
i

pλ(i)(yi), F⟩ = ∣G∣k−1 M
n−1
q1−1,. . . ,qk−1

∏k
i=1 ( n−1q i−1

)
k

∏
i=1

⟨pλ(i) ,mλ(i)⟩

= ∣G∣k−1 (
n−1

n−q1 ;. . .;n−qk
)

∏k
i=1 ( n−1q i−1

)
k

∏
i=1

zλ(i)

Aut(λ(i))
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and therefore

a
(d)

λ(1) , . . . ,λ(k)
= ∣G∣k−1
d∑ ℓ(λ(i))

( n−1
n−q1 ;. . .;n−qk

)
∏k

i=1 ( n−1q i−1
)

k

∏
i=1

1

Aut(λ(i)) = nk−1
k

∏
i=1

(q i − 1)!
Aut(λ(i)) ,

and the result follows immediately.

8 Remarks and open problems

8.1 A uniform formula?

In light of the beautiful Chapuy–Stump formula (�eorem 1.1), the main question
raised by our work is the following one.

Question 8.1 Is there a uniform answer that incorporates the various formulas that
appear in�eorems 3.1 and 5.1 and Proposition 5.3?

As mentioned in Remark 5.4 and Section 5.3, one obstruction is that for the cases
not covered by these theorems (and in particular, for G(d , d , n) when n > 3), there is
more than one set of Orlik–Solomon coexponents, and so there is no obvious choice
of basis in which to write the factorization polynomial.

Our work on G(d , d , n) suggests another approach towards a uniform statement,
namely studying factorizations with a transitivity condition. �is leads to the next
question.

Question 8.2 Can one give a definition of transitive factorization, valid for all well-
generated complex reflection groups, generalizing the definition for G(d , d , n) of
Section 4?

One would hope that such a definition would yield a uniform generalization of
�eorem 4.1 and the aforementioned results.

Another approach might start with the work of Douvropoulos [Dou18]. He uses a
natural grouping on the irreducible characters of an arbitrary well-generated complex
reflection group to give an elegant, uniform proof of the Chapuy–Stump formula, as
well as a weighted generalization. �e grouping exhibits cancellation similar to what
we observe in the proof of�eorem 5.1.

8.2 Maps and constellations

In the symmetric group, combinatorial proofs of the formulas counting factorizations
of the long cycle into two or more factors are phrased in terms of maps or constella-
tions, that is, certain graphs embedded in surfaces (e.g., see [LZ04, JV00, Sch15]). We
briefly discuss two possible variants of maps for encoding factorizations of a Coxeter
element into two factors of the complex reflection group G(d , 1, n).

�e first version ofmaps is to encode the underlying factorization in the symmetric
group with the usual rooted unicellular bipartite map [LZ04, §1.3.3, 1.5.1] [JV00, §3.1.2]
[SV08, Ex. 2.1] and add the cyclic group weights on the edges, as follows. Given a
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1

22

4

5

1

12

2

2

2

0

0

1

32

B2
D2

A2

C2

B1

D1

C1

B0

D0

A0
C0

A1

(a) (b)

Figure 4 : (a) �e genus-1 map of the factorization c = [(1532)(4); (1, 2, 2, 0, 1)]⋅ [(134)(25);
(1, 2, 0, 2, 2)] in Example 8.3. (b) An “unfolding” of the map on the le�, using the (blue) v-

weights to determine which copies of the vertices to connect with each edge.

factorization u ⋅ v of the Coxeter element c inG(d , 1, n), we assign to this factorization
a map, with the following conventions (see Figure 4):

• the map has n edges labelled 1, 2, . . . , n;
• each cycle of u corresponds to a black vertex and each cycle of v corresponds to a
white vertex;

• the labels of the edges incident to a black vertex are the entries in the corresponding
cycle of u, and appear in clockwise order around the vertex; and similarly for white
vertices and v; and

• the edge labelled i has additional labels corresponding to the weight of the ith
column of u and ith row of v.

�e fact that u ⋅ v = c means that if we start at the rooted black vertex and traverse the
map, recording the labels on the edges when we go from a black to a white vertex, then
we see the edges in the order 1, 2, . . . , n given by the long cycle ς.

Example 8.3 Let u = [(1532)(4); (1, 2, 2, 0, 1)] and v = [(134)(25); (1, 2, 0, 2, 2)] be
the following elements in G(3, 1, 5):

u =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

z2

z2

z
1

z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

z2

z2

z
1

z2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u ⋅ v =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

z
1

1
1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= c.
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1
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ω1
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2
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1

ω2

ω1

ω2
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1
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ω2
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ω1

1

ω2

ω1
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(c)

Figure 5: (a)�e C2 = 2 set partitions on n = 2 points are both noncrossing. (b, c)�e (2⋅22 ) = 6
noncrossing set partitions on 2d points with d-fold rotational symmetry, for d = 2 and d = 3.

�e corresponding weighted map is shown in Figure 4.

In the case of genus-0 factorizations with two factors, there are known combina-
torial objects that correspond to the factors: in Sn , the number of elements that can
appear in a genus-0 factorization of the long cycle ς is theCatalan numberCn , and they
are in natural correspondence with noncrossing partitions on n points. In G(d , 1, n)
for d > 1, there are (2n

n
) (the type B Catalan number) elements that can appear in a

genus-0 factorization of the Coxeter element c, and they are in natural correspondence
with noncrossing partitions on dn points having d-fold rotational symmetry [Rei97]
– see Figure 5. �us, one might hope that the map objects corresponding to factor-
izations in G(d , 1, n) should also have a d-fold symmetry. �is gives rise to a second
version ofmaps on surfaces, inwhich one “unfolds” aweightedmap into an objectwith
d copies of each vertex and edge, where an edge of weight m that connected vertices
A and B unfolds to edges connecting copies A i and B i+m (with indices in Z/dZ) – see
Figure 4.

Unfortunately, neither map correspondence seems completely satisfactory: the
topological genus of the map is controlled by the total number of cycles in the factors,
rather than the number of weight-0 cycles. (For example, in the first variant, the genus
of the map is exactly the genus of the underlying factorization inSn .) Is there a better
correspondence between factorizations in G(d , 1, n) and some kind of maps?

8.3 Better combinatorial proofs in the symmetric group?

Our work suggests (at least) two natural questions purely in the context of the
symmetric group. �e first concerns the (n − 1)-cycle.
Question 8.4 Can one give a combinatorial proof of�eorem2.9, counting transitive
factorizations of an (n − 1)-cycle inSn into k factors?

For example, one might try to explain why nk−1(n − 1)kC⟨n−1,1⟩p = p1⋯pkC⟨n⟩p+1. We
are able to give a combinatorial proof for the case of k = 2 factors. However, it does
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4

Figure 6: �e transitive factorization (1234)(5) = (135)(2)(4) ⋅ (12)(345) of a 4-cycle in S5

is one of four that correspond to the factorization (1234) = (13)(2)(4) ⋅ (12)(34) of a 4-cycle
inS4 .

not seem to extend easily to general k. We state this proof in terms of permutations
but it could equivalently be phrased in terms of maps using a contraction of a digon.

Proof of �eorem 2.9 for k = 2 factors We give an (n −1)-to-1 map from transitive
factorizations of a fixed (n −1)-cycle inSn to factorizations of a fixed (n −1)-cycle in
Sn−1.

Without loss of generality, let ς(n−1,1) = (1⋯(n − 1))(n).�us for any factorization
u ⋅ v = ς(n−1,1) inSn , we have v(n) = u−1(n) =∶ t.�is factorization is transitive if and
only if the common value t belongs to [n − 1], and equivalently the value n belongs to
a cycle of length longer than 1 in both u and v.�en u′ ∶= u ⋅ (t n) and v′ ∶= (t n) ⋅ v
are the permutations that result from deleting n from its cycle in u and v, respectively;
we view them as permutations inSn−1 (rather than as permutations inSn that fix n).
Moreover, u′ and v′ have the same number of cycles as u and v, respectively.

On the other hand, for any factorization u′ ⋅ v′ = (1⋯(n − 1)) in Sn−1 and any t ∈[n − 1], we may think of u′ and v′ as elements of Sn that fix n; then u ∶= u′ ⋅ (t n)
and v ∶= (t n) ⋅ v′ are two permutations in Sn such that u ⋅ v = ς(n−1,1) is a transitive
factorization, and u and v have the same number of cycles as u′ and v′, respectively.

It follows that the number br ,s of transitive factorizations of ς(n−1,1) using factors

with r and s cycles is equal to n − 1 times the number a
(n−1)
r ,s of factorizations of an(n − 1)-cycle inSn−1 using factors with r and s cycles. By�eorem 1.2, one has

∑
r ,s

br ,sx
r ys = (n − 1) ⋅∑

r ,s
a(n−1)r ,s x r ys

= (n − 1) ⋅ (n − 1)! ⋅∑
p,q
( n − 2

p − 1; q − 1; n − p − q
)(x)p

p!

(y)q
q!

= n!

n2
⋅∑
p,q
( n

p; q; n − p − q
) (x)p(p − 1)!

(y)q
(q − 1)! .

When k = 2, Mn
p,q = ( n

p;q;n−p−q), and so this completes the proof.

�e correspondence used in the proof also behaves well with colored factorizations
with k = 2 factors.

�e existing combinatorial proofs of �eorem 1.2 in the case of k factors use
involved arguments withmaps or constellations (as in Section 8.2), the BEST theorem,
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the matrix-tree theorem, and sign-reversing involutions; see [BM13, BM16]. �e
second question concerns the possibility of “nicer” combinatorial proofs for the n-
cycle.

Question 8.5 Proposition 2.1 and Corollary 2.5 imply the recurrence relation

C
⟨n⟩
p1 , . . . ,pk

= nk−1 ∑
S⊊[k]

C
⟨n−1⟩
p−eS

for counts of colored factorizations of long cycles. Is there a direct combinatorial proof
of this relation, perhaps in terms of Bernardi’s tree-rooted maps (see [Ber12, BM13])?

8.4 More refined counting: tracking cycles by weights

While tracking the number of cycles of weight 0 is natural from the geometric
perspective, from the combinatorial point of view itmakes just asmuch sense to ask for
the full distribution of cycle weights. Building on the work of Chapuy–Stump [CS14,
§5.3], we were able to prove the following result using the character-theory approach.
In contrast to the rest of the paper, the statement of this result does depends on the
weight of the Coxeter element chosen.

�eorem 8.6 For d > 1, let G = G(d , 1, n) and let c be a Coxeter element in G of weight
1. For i = 1, . . . , k, let ri = (r i ,0 , . . . , r i ,d−1) be a tuple of nonnegative integers, and let

a
(d)
r1 , . . . ,rk be the number of factorizations c = u1⋯uk of c as a product of k factors such that

u i has exactly r i , j cycles of weight j for each j = 0, . . . , d − 1. Let xi denote the variable
set {x i ,0 , . . . , x i ,d−1}. �en

∑
r1 , . . . ,rk

a
(d)
r1 , . . . ,rkx

r1
1 ⋯x

rk
k

= ∣G∣k−1 ∑
td=1

∑
p

Mn−1
p1−1,. . . ,pk−1∏

i

((x i ,0 + tx i ,1 + ⋅ ⋅ ⋅ + td−1x i ,d−1) /d
p i

).

By setting x i ,0 = x i and x i , j = 1 for j = 1, . . . , d − 1, one immediately recovers on
the le�-hand side the polynomial of �eorem 3.1; to make the right-hand side match
requires a computation using Proposition 2.1.

Remark 8.7 �e right-hand side in �eorem 8.6 is, up to the power of d, the
result of substituting x i ↦ (x i ,0 + tx i ,1 + ⋅ ⋅ ⋅ + td−1x i ,d−1)/d into the right-hand side
of (1.2), then extracting powers of tmodulo td − 1.�is raises the question of whether
the same substitution has combinatorial meaning when factoring other elements.
Unfortunately, the answer seems to be negative: the factorization polynomial for the
identity into two factors in S2 is x2 y2 + xy, and substituting x = (x0 + tx1)/2 and
y = (y0 + ty1)/2 and summing over t = ±1 yields

x20 y
2
0 + x

2
1 y

2
0 + x

2
0 y

2
1 + x

2
1 y

2
1 + 4x0x1 y0 y1 + 4x0 y0 + 4x1 y1
8

,
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with fractional coefficients. For comparison, the polynomials counting two-factor
factorizations of diagonal matrices in the signed permutation group G(2, 1, 2) are

x20 y
2
0 + 2x0x1 y0 y1 + x

2
1 y

2
1 + 2x0 y0 + 2x1 y1 (the identity),

x20 y0 y1 + x0x1 y
2
0 + x0x1 y

2
1 + x

2
1 y0 y1 + 2x0 y1 + 2x1 y0 (the two reflections), and

x20 y
2
1 + 2x0x1 y0 y1 + x

2
1 y

2
0 + 2x0 y0 + 2x1 y1 (the negative of the identity).

Question 8.8 Is there a better expression for the polynomial that appears in�eorem
8.6, for example, in terms of a natural basis of polynomials? Does it have a combina-
torial proof?

8.5 Refinement by fixed space orbit

As discussed in Section 7, the cycle type result there makes sense for any complex
reflection group G, where one refines by the G-orbit of fixed space of the factors.

Question 8.9 Does�eorem 7.2 generalize? What about its genus-0 special case?

A natural test-case would be transitive factorizations of a Coxeter element in
G(d , d , n), refining�eorem 4.1.�e first obvious obstruction to be overcome is the
choice of a “good” basis of polynomials in which to express the generating function.

8.6 Intervals in two posets

It would be desirable to have a uniform proof of Corollary 6.6, that theG-noncrossing
partition lattice may be equivalently defined as an interval when G is ordered by the
reflection-length order ≤R or the codim-fix order ≤, even though the larger posets are
not the same.

In light of Corollary 6.6, it is natural to ask under what conditions the interval[1,w]≤ in the codim-fix order is equal to the interval [1,w]≤R in the reflection-length
order; for example, does equality always hold when codimfix(w) = ℓR(w)?�e next
example shows that the answer to this question is negative.

Example 8.10 In G(7, 7, 6), consider the elements w = [123456; (1, 2, 3, 4, 5, 6)], u =[123456; (1, 2, 0, 4, 0, 0)] and v = [123456; (0, 0, 3, 0, 5, 6)]. It is easy to check that
w = u ⋅ v, ℓR(w) = codimfix(w) = 6, codimfix(u) = codimfix(v) = 3, and ℓR(u) =
ℓR(v) = 4. �us u, v belong to the interval [1,w]≤ but not to the interval [1,w]≤R .
Question 8.11 Can one characterize the elements w for which [1,w]≤ = [1,w]≤R ? In
particular, does equality hold for all regular elements w?

8.7 Generating function by reflection length?

One possibility, suggested by Remark 6.5, is that instead of writing a generating
function for factorizations using fixed space dimension, one should write a generating
function that records the reflection length ℓR(g) of the factors. However, there is again
an obstruction in terms of choosing a basis: typically in these groups there are elements
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of reflection length > n, so basis polynomials of degree > n would be required, and it
is not clear what would be a good choice of such polynomials.

Acknowledgment We are indebted to Drew Armstrong, Olivier Bernardi, �eo
Douvropoulos, John Irving, Vic Reiner, Gilles Schaeffer, Christian Stump, and the
anonymous referees whose comments, questions, and suggestions led to significant
improvements in the paper. JBL was partially supported by a grant from the Simons
Foundation (634530) and by an ORAU Powe award. AHMwas partially supported by
the NSF grant DMS-1855536.

References

[AR04] C. A. Athanasiadis and V. Reiner, Noncrossing partitions for the group Dn . SIAM J. Discrete
Math. 18(2004), 397–417.

[Arm09] D. Armstrong, Generalized noncrossing partitions and combinatorics of Coxeter groups.
Mem. Amer. Math. Soc. 202(2009), x+159.

[BC06] D. Bessis and R. Corran, Non-crossing partitions of type(e, e, r). Adv. Math. 202(2006), 1–49.
[Ber12] O. Bernardi, An analogue of the Harer–Zagier formula for unicellular maps on general

surfaces. Adv. Appl. Math. 48(2012), 164–180.
[Bes15] D. Bessis, Finite complex reflection arrangements areK (π, 1). Ann. Math. (2) 181(2015),

809–904.
[BM13] O. Bernardi and A. H. Morales, Bijections and symmetries for the factorizations of the long

cycle. Adv. Appl. Math. 50(2013), 702–722.
[BM16] O. Bernardi and A. H. Morales, Some probabilistic trees with algebraic roots. Electron. J.

Combin. 23(2016), P2.36.
[BR11] D. Bessis and V. Reiner, Cyclic sieving of noncrossing partitions for complex reflection groups.

Ann. Comb. 15(2011), 197–222.
[BW02] T. Brady and C. Watt, A partial order on the orthogonal group. Comm. Algebra 30(2002),

3749–3754.
[Car72] R. W. Carter, Conjugacy classes in the Weyl group. Compositio Math. 25(1972), 1–59.
[CFF13] G. Chapuy, V. Féray, and É. Fusy, A simple model of trees for unicellular maps. J. Combin.

�eory Ser. A 120(2013), 2064–2092.
[Cha05] F. Chapoton, Enumerative properties of generalized associahedra. Sém. Lothar. Combin.

51(2004/05), B51b.
[CS14] G. Chapuy and C. Stump, Counting factorizations of Coxeter elements into products of

reflections. J. Lond. Math. Soc. (2) 90(2014), 919–939.
[dHR18] E. G. delMas, T. Hameister, and V. Reiner, A refined count of coxeter element reflection

factorizations. Electron. J. Combin. 25(2018), 28.
[Dou18] T. Douvropoulos, On enumerating factorizations in reflection groups. Preprint, 2018.

https://arxiv.org/abs/1811.06566.
[FG14] B. Foster-Greenwood, Comparing codimension and absolute length in complex reflection

groups. Comm. Algebra 42(2014), 4350–4365.
[Fro68] F. G. Frobenius, Uber Gruppencharacktere (1896). In: Gesammelte Abhandlungen, Bände

III, Herausgegeben von J.-P. Serre, Springer-Verlag, Berlin-New York, 1968.
[GAP19] GAP Group, GAP – Groups, Algorithms, and Programming, Version 4.10.1, 2019.
[GJ92] I. P. Goulden and D. M. Jackson,�e combinatorial relationship between trees, cacti and

certain connection coefficients for the symmetric group. Euro. J. Combin. 13(1992), 357–365.
[GJ16] I. Goulden and D. Jackson, Transitive factorizations of permutations and geometry. In: P. H.

T. Lam, P. Pylyavskyy, and V. Reiner (eds.), �e mathematical legacy of Richard P. Stanley.
Amer. Math. Soc., Canada, 2016, pp. 189–201.

[GS98] A. Goupil and G. Schaeffer, Factoring n-cycles and counting maps of given genus. Euro. J.
Combin. 19(1998), 819–834.

[HLR17] J. Huang, J. B. Lewis, and V. Reiner, Absolute order in general linear groups. J. Lond. Math.
Soc. 95(2017), 223–247.

[Hur91] A. Hurwitz, Ueber riemann’sche flächen mit gegebenen verzweigungspunkten. Math. Ann.
39(1891), 1–60.

[Jac88] D. M. Jackson, Some combinatorial problems associated with products of conjugacy classes of
the symmetric group. J. Combin. �eory Ser. A 49(1988), 363–369.

https://doi.org/10.4153/S0008414X2000022X Published online by Cambridge University Press

https://arxiv.org/abs/1811.06566
https://doi.org/10.4153/S0008414X2000022X


946 J. B. Lewis and A.H. Morales

[JV00] D. M. Jackson and T. L. Visentin, An atlas of the smaller maps in orientable and
nonorientable surfaces. Chapman and Hall/CRC, UK, 2000.

[KM10] C. Krattenthaler and T. Müller, Decomposition numbers for finite coxeter groups and
generalised non-crossing partitions. Trans. Amer. Math. Soc. 362(2010), 2723–2787.

[LM19a] J. B. Lewis and A. H. Morales, Factorization problems in complex reflection groups. In:
Proceedings of the 31st Conference on Formal Power Series and Algebraic Combinatorics
(Ljubljana), vol. 82B, Sém. Lothar. Combin., 2019, p. 57.

[LM19b] J. B. Lewis and A. H. Morales, Factorization problems in complex reflection groups. Preprint,
2019. https://arxiv.org/abs/1906.11961

[LT09] G. L. Lehrer and D. E. Taylor, Unitary reflection groups. Aus. Math. Soc. Lecture Series, 20,
Cambridge University Press, Cambridge, 2009.

[LZ04] S. K. Lando and A. K. Zvonkin, Graphs on surfaces and their applications. Encyclopaedia of
Math. Sci., 141, Springer-Verlag, Berlin, 2004. With an appendix by Don B. Zagier.

[MM10] I. Marin and J. Michel, Automorphisms of complex reflection groups. Represent.�eory
14(2010), 747–788.

[Mor12] A. H. Morales, Combinatorics of colored factorizations, flow polytopes and of matrices over
finite fields. Ph.D. thesis, MIT, 2012. https://dspace.mit.edu/handle/1721.1/73176.

[MV13] A. H. Morales and E. A. Vassilieva, Direct bijective computation of the generating series for 2
and 3-connection coefficients of the symmetric group. Electron. J. Combin. 20(2013), P6.

[OS80] P. Orlik and L. Solomon, Unitary reflection groups and cohomology. Invent. Math. 59(1980),
77–94.

[OS82] P. Orlik and L. Solomon, Arrangements defined by unitary reflection groups. Math. Ann.
261(1982), 339–357.

[OS83] P. Orlik and L. Solomon, Coxeter arrangements. In: Singularities, Part 2 (Arcata, Calif.,
1981), Proc. Sympos. Pure Math., 40, Amer. Math. Soc., Providence, RI, 1983, pp. 269–291.

[OT92] P. Orlik and H. Terao, Arrangements of hyperplanes. Grundlehren der Mathematischen
Wissenscha�en [Fundamental Principles of Mathematical Sciences], 300, Springer-Verlag,
Berlin, 1992.

[PS02] D. Poulalhon and G. Schaeffer, Factorizations of large cycles in the symmetric group. Discrete
Math. 254(2002), 433–458.

[Rei97] V. Reiner, Non-crossing partitions for classical reflection groups. Discrete Math. 177(1997),
195–222.

[RRS17] V. Reiner, V. Ripoll, and C. Stump, On non-conjugate Coxeter elements in well-generated
reflection groups. Math. Z. 285(2017), 1041–1062.

[Sag19] �e Sage Developers, SageMath, the Sage Mathematics So�ware System, 2019.
http://www.sagemath.org.

[Sch15] G. Schaeffer, Planar maps. In: M. Bona (ed.), Handbook of enumerative combinatorics,
CRC Press, Boca Raton, FL, 2015, pp. 336–395.

[Shi07] J.-Y. Shi, Formula for the reflection length of elements in the groupG (m, p, n). J. Algebra
316(2007), 284–296.

[ST54] G. C. Shephard and J. A. Todd, Finite unitary reflection groups. Canadian J. Math. 6(1954),
274–304.

[Sta99] R. P. Stanley, Enumerative combinatorics. Vol. 2. Cambridge University Press, Cambridge,
1999.

[SV08] G. Schaeffer and E. Vassilieva, A bijective proof of Jackson’s formula for the number of
factorizations of a cycle. J. Combin.�eory Ser. A 115(2008), 903–924.

Department of Mathematics and Statistics, University of Massachusetts, Amherst, MA

e-mail: ahmorales@math.umass.edu

Department of Mathematics, George Washington University, Washington, DC

e-mail: jblewis@gwu.edu

https://doi.org/10.4153/S0008414X2000022X Published online by Cambridge University Press

https://arxiv.org/abs/1906.11961
https://dspace.mit.edu/handle/1721.1/73176
http://www.sagemath.org
mailto:ahmorales@math.umass.edu
mailto:jblewis@gwu.edu
https://doi.org/10.4153/S0008414X2000022X

	1 Introduction
	2 Background
	2.1 Known factorization results in Sn
	2.2 Complex reflection groups
	2.2.1 Basic definitions
	2.2.2 Key examples
	2.2.3 Fixed space dimension
	2.2.4 Coxeter elements
	2.2.5 Degrees and coexponents

	2.3 Counting factorizations with representation theory
	2.4 Factoring an (n - 1)-cycle in Sn

	3 Factorization results for the group G(d,1,n)
	4 Factorization results for the subgroup G(d,d,n)
	4.1 Transitive factorizations
	4.2 Nontransitive factorizations

	5 Exceptional complex reflection groups
	5.1 Rank two
	5.2 Rank three
	5.3 Higher ranks

	6 Applications
	6.1 Rederiving the Chapuy–Stump formula
	6.2 Genus-0 factorizations: chains in the poset of noncrossing partitions

	7 More refined counting: cycle type for G(d, 1, n)
	7.1 The genus-0 case

	8 Remarks and open problems
	8.1 A uniform formula?
	8.2 Maps and constellations
	8.3 Better combinatorial proofs in the symmetric group?
	8.4 More refined counting: tracking cycles by weights
	8.5 Refinement by fixed space orbit
	8.6 Intervals in two posets
	8.7 Generating function by reflection length?


