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ESTIMATION OF INTEGRATED
COVARIANCES IN THE
SIMULTANEOUS PRESENCE OF
NONSYNCHRONICITY,
MICROSTRUCTURE NOISE AND
JUMPS

YuTA KOIKE
The Institute of Statistical Mathematics

We propose a new estimator for the integrated covariance of two Itd semimartin-
gales observed at a high frequency. This new estimator, which we call the pre-
averaged truncated Hayashi—Yoshida estimator, enables us to separate the sum of
the co-jumps from the total quadratic covariation even in the case that the sampling
schemes of two processes are nonsynchronous and the observation data are polluted
by some noise. We also show the asymptotic mixed normality of this estimator under
some mild conditions allowing infinite activity jump processes with finite variations,
some dependency between the sampling times and the observed processes as well as
a kind of endogenous observation error. We examine the finite sample performance
of this estimator using a Monte Carlo study and we apply our estimators to empiri-
cal data, highlighting the importance of accounting for jumps even in an ultra-high
frequency framework.

1. INTRODUCTION

In the past years there has been a considerable development in statistical in-
ferences for the quadratic covariations of semimartingales observed at a high
frequency. This was mainly motivated by financial application because price
processes need to follow a semimartingale under the no-arbitrage assumption (see
Delbaen and Schachermayer,1994 for instance) and technological developments
made high frequency data commonly available. In general the quadratic covari-
ation of two semimartingales consists of two sources; the continuous martingale
parts and the co-jumps of the semimartingales. Recently many authors have indi-
cated that separating these two sources benefits various areas of finance such as
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volatility forecasting (Andersen, Bollerslev, and Diebold, 2007), credit risk man-
agement (Cont and Kan, 2011), the construction of a hedging portfolio (Todorov
and Bollerslev, 2010), and so on. Motivated by these reasons, this paper will fo-
cus on disentangling these two components of the quadratic covariations of two
semimartingales by using high-frequency observation data.

Let Z! and Z2 be two Itd semimartingales and let (Si)iez . be a sequence of
stopping times that is increasing a.s., S 1 0o, and S = 0. Then it is well known
in the classic stochastic calculus that

> (zh-zin) (2h-2) v [21.27] &

iSi<t

for any ¢ > 0, provided sup; . (S* At — Si=1 A1) =7 0. Therefore, if we observe
71 and Z? at the time S’ for every i, we can use the statistic on the left side of the
equation (1) (which is called the realized covariance) as a consistent estimator of
the quadratic covariation [Z 1721, of Z! and Z2. Given that

[zl,zz]tz(zlﬂzz’f)t+ > azlazl, @)

0<s<t

our aim will be achieved by constructing an estimator for the quantity
(zh¢, 7%y, which we call the integrated covariance of Z' and Z2. In the present
situation we have the observation data (Z, + Z;i)ieZ . and (Z}, — Zéi)ieZJr, SO
that the problem results in the univariate case due to the polarization identity
(Zbe, 726y = ((Z1C + Z%¢) — (21 — Z%€)) /4. As a consequence, we can ben-
efit from vast numbers of studies on jump detection in financial high-frequency
data for a single asset. For example, Barndorff-Nielsen and Shephard (2004a)
used such a method based on the bipower technique introduced in Barndorff-
Nielsen and Shephard (2004b) and proposed an estimator called the realized
bipower covariation. On the other hand, there are several approaches which di-
rectly treat the multivariate data; see Mancini and Gobbi (2012) and Boudt, Croux,
and Laurent (2011) for examples.

In real financial markets, however, some difficulties caused by the so-called
market microstructure confront us. In the present context there are two major
topics related to them: one is the nonsynchronicity of observation times and the
other is a kind of observation error called microstructure noise. In recent years the
simultaneous treatment of these two problems, which is based on the combination
of methods for dealing with each individual one, has been established by many
authors in the case that jumps are absent. See Ait-Sahalia, Fan, and Xiu (2010),
Barndorff-Nielsen, Hansen, Lunde, and Shephard (2011), Bibinger (2011),
Christensen, Kinnebrock, and Podolskij (2010), Shephard and Xiu (2012), and
Zhang (2011) for examples.

Since the main concern of the present article is estimating integrated co-
variances separately from jumps under the influence of the market microstruc-
ture, it is necessary to focus on the simultaneous treatments of jumps and the
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market microstructure problems. Regarding this issue, there are two important
contributions which we will benefit from. First, in the case that observation
times are nonsynchronous and observed processes are not contaminated with mi-
crostructure noise, but may contain jumps. Mancini and Gobbi (2012) combined
the Hayashi—Yoshida method proposed in Hayashi and Yoshida (2005) (to deal
with nonsynchonicity) with the thresholding jump-detection technique (proposed
independently in Mancini, 2001 and Shimizu, 2003) to construct a consistent
estimator for the integrated covariance. Second, in the univariate case Podolskij
and Vetter (2009b) proposed a new method for dealing with microstructure noise
called the pre—averaging method. Combining this method with the bipower tech-
nique, they introduced a class of consistent estimators for the integrated volatil-
ity which can withstand both jumps and microstructure noise (their method has
been further investigated in Jacod, Li, Mykland, Podolskij, and Vetter, 2009 and
Podolskij and Vetter, 2009 for example).

In the present article we investigate the methodology accommodated to a sit-
uation where all of the above problems are present simultaneously. That is, we
consider two Itd semimartingales which are observed at stopping times in a non-
synchronous manner and contaminated by noise. Then we develop a method for
estimating their integrated covariance separately from the sum of their co-jumps.
For this purpose, we combine the Hayashi—Yoshida method (to deal with the non-
synchronicity of the observation times) and the preaveraging method (to remove
the noise) with the thresholding technique (to separate the jumps) and consider
a class of statistics called the preaveraged truncated Hayashi—Yoshida estimator.
We prove the consistency and the asymptotic mixed normality of the preaveraged
truncated Hayashi—Yoshida estimator under a very general situation allowing the
presence of infinite activity jumps, some dependency between the observation
times and the observed processes as well as a kind of endogenous noise.

Our new estimator is closely related to the one proposed in Wang, Liu, and
Liu (2013) recently. In fact, based on the above idea, they constructed a consis-
tent estimator for the integrated covariance in the simultaneous presence of the
above three elements. The difference between their estimator and ours is that we
use an additional synchronization step based on refresh times for the construc-
tion of the estimator. This type of synchronization is often used in the literature,
e.g. Ait-Sahalia et al. (2010), Barndorff-Nielsen et al. (2011), Bibinger (2011),
and Zhang (2011). This additional step enables us to develop fully an asymptotic
theory for the estimator in a general setting, which is the main contribution of the
present article. In particular, in contrast to Wang et al. (2013), we have a feasible
central limit theorem for the estimator, which enables us to construct confidence
intervals of the estimator.

Recent empirical studies suggest that most jumps at a relatively low frequency
(e.g., 5S-minute) consist of consecutive small returns if sampled at an ultra high fre-
quency (see Christensen, Oomen, and Podolskij, 2011a for instance). However,
such consecutive small returns still involve relatively large ones in some cases.
We cannot capture such large returns precisely at relatively low frequencies
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because they are “contaminated” by many small returns. This suggests the poten-
tial usefulness of our estimator. We will give a simple empirical study to reinforce
this conjecture.

This paper is organized as follows: In Section 2 we briefly review on the results
about the asymptotic properties of the preaveraged Hayashi—Yoshida estimator in
the continuous It6 semimartingale setting. In Section 3 we present the construc-
tion of our estimator and the main results in this paper. We discuss some topics for
the statistical application to finance of our estimator in Section 4, while Section 5
provides some numerical experiments to illustrate the finite sample properties of
our estimator. Section 6 presents an empirical application to high frequency stock
returns data. The Appendix contains the remaining proofs of the results as well as
the list of the assumptions introduced in this paper.

2. A BRIEF REVIEW OF THE CONTINUOUS CASE

We start by introducing an appropriate stochastic basis on which our observation
data are defined. Let BO = (Q©, 7O FO = FO),r +» P©) be a stochas-
tic basis. Namely, (2, F, P) denotes a probability space and F denotes a filtra-
tion of F. For any t € R4 we have a transition probability Q,(a)(o), dz) from

(Q(O),f,(o)) into R?, which satisfies f 20/(0®,dz) = 0. We endow the space
QM = (R%)[0-%9) with the product Borel o-field F) and with the probability
0(0?, dwV) which is the product ®;cr, O/ (@), ). We also call (;);er, the
“canonical process” on (Q), F() and the filtaration .7-',(1) =0 (s <t). Then
we consider the stochastic basis B = (Q, F,F = (F;)ser, , P) defined as follows:

Q=00xQ0,  F=rOerV,  F=n.FOFD,
P (dw(o), da)(l)) =pO (dw(o)) 0 (cu(o), dw(l)) .

Any variable or process which is defined on either Q@ or Q) can be considered
in the usual way as a variable or a process on . In terms of financial applications,
the space Q(© stands for latent log-price processes, while the space Q) stands
for microstructure noise. In particular, the process ({;);cr, corresponds to the
microstructure noise which is centered and mutually independent conditionally
on the latent processes.

Next we introduce our observation data. There are two continuous semimartin-

gales X' = (X}) rer, and X 2= (x?) on B with canonical decompositions

teRy

x = Al + M, 1=1,2, 3)

where A' and A2 are continuous F(©)-adapted processes with locally finite varia-
tions, while M and M? are continuous F©)-local martingales. In financial appli-
cations X! and X represent latent log-price processes of two assets. Furthermore,
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observation times are modeled as two sequences of F(O)-stopping times (S%);ez "
and (T/)jez, that are increasing a.s.,

S' 1 oo and T/ 1 . (C))

As a matter of convenience we set S~! = T~ = 0. These stopping times implic-
itly depend on a parameter n € N, which represents the observation frequency. Let
¢’ be a constant satisfying 0 < &’ < 1. In this paper, we will always assume that
(@) = sup [(S' A1) = (ST AV sup [(T/ At) = (TI7 AN

i€Zy JjE€Zy
=op (n—g”) (5)

as n — oo for any t € R4. Note that r,(¢) represents the maximum duration of
the sampling times up to the time 7. The condition (5) is equivalent to assuming

that
sup (Si —Si_l)v sup (Tj—Tj_l) zop(n_‘-'ﬂ)
i>0:8i <t j>0:Ti<t

asn — oo forany r € Ry.

Remark 2.1. Condition (5) implies that r,, (¢) tends to zero. In real applications,
this corresponds to the situation that r, (¢) is sufficiently small i.e., data frequently
observed in the fixed interval [0, #]. Such situations appear in the analysis of high
frequency financial data. More concretely, let us consider a data set of intraday
transactions for some stocks traded on the New York Stock Exchange (NYSE).
Such stocks are often traded in seconds. We model this data as discrete observa-
tions of continuous-time stochastic processes in a fixed interval, say, [0, 1]. Since
the NYSE is open for 6.5 hours, in this situation 1 second corresponds to 1/23400
of a trading day. 1/23400 seems to be sufficiently small, so we can make it valid
to assume that r, () tends to zero. In fact, it is standard in the literature to as-
sume that r,, (¢) tends to zero; see Barndorff-Nielsen et al. (2011) and Christensen,
Kinnebrock, and Podolskij (2010).

In order to derive central limit theorems for the estimators introduced in the
following, we will impose the following additional assumption regarding the de-
pendency between the sampling times and the observed processes, which is an
analog to the condition [A2] in Hayashi and Yoshida (2011) (known as the strong
predictability condition). Let ¢ be a positive constant satisfying % <¢ <1

[A1] For any n,i € N, §' and T’ are G")-stopping times, where G =

( ,("))[ cr, 18 the filtration given by gl(”) = f((tozn’f+ iy, fort e Ry.

Remark 2.2. When S’ and 7' are independent of X 1 x2 X 1 and X 2 we
may assume S’ and 7' are fo(o)—measurable without loss of generality. This is

https://doi.org/10.1017/50266466614000954 Published online by Cambridge University Press


https://doi.org/10.1017/S0266466614000954

538 YUTA KOIKE

because X!, X2, X I and X 2 are still continuous semimartingales with the canon-
ical decompositions (3) and (8) with respect to the filtration generated by F© and
§O. 79,81, 71 ... (for all n). Note that the condition [A2], which is a regularity
condition on the sampling times introduced below, uses the filtration H" different
from F(©, so that expansions of the filtration F©©) causes no problem on [A2].
This implies that we can always assume that sampling times independent of X!,
X2, X I and X 2 satisfy the condition [A1].

Another example of sampling times satisfying [A1] (and [A2]) is given as fol-
lows. Let (S7) and (7/) be arbitrary sequences of F(O)-stopping times satisfying
[A2]. Then the sequences (S” +n~<*1/2) and (T/ +n~<*1/2) obviously satisfy
[Al] and [A2]. This example implies that [A1] intuitively means that sampling
times are determined the short time ( =n"<T1/2) later than changes of latent pro-
cesses. In application, this type of delay will occur while a trader is asking the
broker to trade in a financial market.

On the other hand, [A1] rules out the presence of the instantaneous causality be-
tween the latent process and the durations of the observation times. For example,
if X! is a martingale, then [A1] implies that the covariance between the simultane-
ous latent return and duration is zero, i.e. E[(S' —S~") (X}, — X{,_,)] =0. The
recent work of Li, Mykland, Renault, Zhang, and Zheng (2013) pointed out that
the non—zero relation of this covariance plays an important role in the volatility
inference as well as provided evidence that such a relation exists in financial data.
Renault and Werker (2011) also discussed the effect of the instantaneous causality
between the volatility and the durations on the volatility inference. See also Fuka-
sawa (2010), Fukasawa and Rosenbaum (2012), Li, Zhang, and Zheng (2013),
and Robert and Rosenbaum (2012) for other related works. In view of these
works, the condition [A1] is still restrictive in practice and needs to be weakened.
This topic, however, exceeds the scope of this paper and is left to future research.

The processes X' and X? are observed at the sampling times (S?) and (77)
with observation errors (.U Sli)iez ., and (U% ez +.respectively. Ip this paper, we
assume that the observation errors have the following representations:

U = (X —X4 ) +ch, UL =va(X3-X3 )+ ©

Here, (tk denotes the k-th component of the noise process ¢; introduced in the
above, while X I and X 2 are two continuous semimartingales on BO | After all,

we have the observation data X! = (Xéi)ieZJr and X* = (X2, )jeZ+ of the form

1 _ yl 1 ) 2
Xsi —Xsi‘l'USi’ XT_i _XT./+UT./‘

Remark 2.3. Model (6) contains the usual additive noise model of the white
noise type. In fact, such a model can be realized by taking X' = X*> =0and Q; =
Q for all 7, where Q is the distribution of the noise i.e, a probability distribution
on R? satisfying Jz0Q(dz) = 0. Unlike this type of model, our model allows the

https://doi.org/10.1017/50266466614000954 Published online by Cambridge University Press


https://doi.org/10.1017/S0266466614000954

ESTIMATION OF INTEGRATED COVARIANCES 539

noise to depend on both time and latent processes, which is empirically important;
see Hansen and Lunde (2006) and Kalnina and Linton (2008). In fact, model
(6) has a structure similar to that of the noise model proposed by Kalnina and
Linton (2008). However, there are some differences between them, as explained
in the following.

First, Kalnina and Linton (2008) allow the noise (,’ to have a nonzero mean
m! (1), where m! is a differentiable deterministic function. However, this differ-
ence is mathematically nonsense because we can always assume m'(r) = 0 by
replacing X! with X’ 4+ m! as long as m is of finite variation (this is always true if
m 1is absolutely continuous).

Second, they also allow the variance of the noise to shrink to zero as the obser-
vation frequency n increases. Although it seems not to be difficult to incorporate
such a situation into our model, we omit it for simplicity. It is worth mentioning
that Jacod and Protter (2012) consider such a situation for preaveraging estima-
tors in the synchronous and equidistant sampling setting (see Chapter 16 of that
book for details).

Third, they (only) allow the variance of the noise (,l to depend on the
time ¢, so the noise (tl is a special case of the locally stationary processes of
Dahlhaus (1997) in their model. In our model the distribution of d can depend
on ¢, so it is not encompassed with the locally stationary processes. In fact, our
model even allows the noise (tl to depend on the whole past of X up to the time ¢
(aslongas E [Ct[ | X'1=0). Especially, this allows us to incorporate noise involving
some rounding into the model; see Example 2 of Jacod et al. (2009) or Model 2
simulated in Section 5 for such ones.

Fourth, they only allow (possibly nonstandard) Wiener processes as the pro-
cess X'. This induces a limitation of the range of the correlation between the la-
tent returns and the noise (it must be in the interval [—1/ «/5, 1/ \/5]). Our model
does not induce such a restriction because we can take e.g., X! = y X! for any
constant . Note that the noise (ll cannot produce the correlation between the
latent returns and the microstructure noise, although the noise C,l can depend on
X!; this is due to the restriction of E [d|X ] = 0. For this reason we sometimes
refer to ﬁ(&;i —K;i_l) and \/ﬁ(zzﬂ —XZTJ-_I) as the endogenous noise, al-
though gtl could be endogenous. The importance of modeling this type of endo-
geneity is discussed by several authors; see e.g. Hansen and Lunde (2006) and
Diebold (2006).

Remark 2.4. The reader might be afraid that the variance of the noise
Jn (K lsi -X ;i_l) would blow up because we only assume that (5) is satisfied for
some ¢’ < 1. However, this is not problematic due to the following reason. First,
we need to note that n~¢ is an upper bound of the maximum duration r,(¢). In
fact, since we will assume that the order of the number of observations is at most n
(see the condition [C1] below) and there is a restriction of Si<; (Si — St _1) <t,
there are few durations attaining the upper bound n~<" and most durations would
have the same magnitude as 1/n. See also Remark 2.6 for further discussion.
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Our aim is to estimate the integrated covariance [ X 1 X2], of X! and X? at any
time ¢ € R, from the observation data (X;i)l.:sfg and (X7, )j:T.igt' It is necessary
to deal with both observation noise and nonsynchronicity of the observation times
simultaneously. As is mentioned in Section 1, we use the preaveraging technique
to remove the noise, while use the Hayashi—Yoshida method to deal with the non-
synchronicity. For the preaveraging technique we introduce some notation. We

choose a sequence k,, of integers and a number 6 € (0, 0o0) satisfying
ky =9ﬁ+0(n1/4) 7

(for example k,, = [6/n]). We also choose a continuous function g : [0,1] = R
which is piecewise C! with a piecewise Lipschitz derivative g’ and satisfies
g(0)=g(1)=0and yyy := fol g(x)dx # 0 (for example g(x) = x A (1 —x)).
We associate the random intervals [! = [S'~1, Si) and J/ = [T/71, TA/') with the
sampling scheme (S’) and (7/) and refer to Z = (I');cy and J = (Jj)jeN as the
sampling designs for X' and X2. We introduce the preaveraged observation data
of X! and X? based on the sampling designs Z and 7 respectively as follows:

ky—1

XD =S g (_) (Xhie =Xhiopm).
p=1 n
ky—1

2 . q .o
R =6 (1) (G =) =01
=1 "
The following quantity was introduced in Christensen et al. (2010) :
DEFINITION 2.1 (Preaveraged Hayashi—Yoshida estimator). The preaveraged

Hayashi-Yoshida estimator, or preaveraged HY estimator of X' and X* associ-
ated with sampling designs T and [J is the process

I
PHYX!, X T, ) = ———
' (wrykn)?
> 1 2
2 XOX D s swmprrsrisinsmy 1€ Ry

i,j=0
Sitkn T J+kn <t
Remark 2.5. It is worth mentioning that even in the univariate case the above
estimator is different from the preaveraging version of the realized volatility pro-
posed in Jacod et al. (2009). In particular, we need no bias-correction term which
is related to noise. To see why this difference occurs, we focus on the univariate
case. Therefore, the above estimator can be rewritten as

1 m—ky, . . ‘

PHYX XLLD = —— 3 X @'X @/,
(V/HYkn) i i =0
ALY
[i=jl<kn
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where m = max{i : S’ < t}. Since it holds that

i+ky,—1 . i+k,—1 ky,—1 » p+1
U / 1
S o= 3y [g(k—)—g(k—)]zjw
Jj=i—k,+1 j=i—k,+1 p=0 n n
i+2k,—1 P . )
_ l pP—J p—j+1 I
= 2 PIRNT o )¢ P Ugp
p=i—ky+1j=p—kn+1 n n
i+2k,—1

= > {g0)—g1)}Us =0

p:’_kn+1

if k, —1 <i < m —2k, + 1, the noise has no contribution to the estimator in
asymptotics. See also Remark 3.2 of Christensen, Podolskij, and Vetter (2011b).

Remark 2.6. Regarding the issue discussed in Remark 2.4, the things become
more clear when we focus on the preaveraged data. For simplicity we assume that
both X! and X' are standard Brownian motions. Then we have

r 2
_ 12 kn =]
E [\xl(z)l ] =E||> ¢ (kﬁ) (Xap = Xyt )
p=lI
:k,,—l p 2
=F 8 (—) SH_p - Si+'n_l
() )
and
—1 .12 kn=1 ?
EUU @ ]=E S AU,
p=0
k,,—l 2 . . kn_l 2 2
=nE {Z ’A(g)'; (Sl+P_Sl+p—l):|+E [Z ‘A(g);', (g‘slp) }
p=0 p=0

where A(g)}, = g((p+1)/kn) — 8(p/kn). Since A(g)j, = O(1/4/n) due to (7),
' (Z)' has the same magnitude as that of X' (7).

The main subject of the present article is to develop fully an asymptotic theory
for the method in a general setting, which involves the asymptotic mixed normal-
ity of the estimator. The above estimator is, however, not proper to this purpose. In
fact, the associated central limit theorem for the above estimator has been shown
in Christensen et al. (2011b), but it is restricted to the case when observation times
are deterministic (or random but independent of the observed processes) and some
important sampling schemes in practice, like the Poisson sampling schemes, are
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excluded. Moreover, the asymptotic variance given in their theorem has a quite
complex form which depends on the special forms of the sampling times consid-
ered in that paper, so that it seems to be impossible that one extends their result
to more general sampling schemes involving the Poisson sampling schemes. For
this reason, we modify the above estimator as follows. The following notion was
introduced to this area in Barndorff-Nielsen et al. (2011):

DEFINITION 2.2 (Refresh time). The first refresh time of sampling designs T
and J is defined as R® = SOV T°, and then subsequent refresh times as
RF:=min{§'|S" > R*"} vmin{T/|T/ > R*1},  k=1,2,....

We introduce new sampling schemes by a kind of the next-tick interpolations
to the refresh times. That is, we define 0= SO 70— 79 and
SK = min{S'|S' > R¥1), T :=min(T/|T/ > R},  k=1,2,....
Then, we create new sampling designs as follows:

F=sL8Y, T=rL T, T=0iew, Ji=0)jen

For the sampling designs 7 and J obtained in such a manner, we will consider
the preaveraged HY estimator P/H\Y(Xl X" = PHY (X!, X2 7, ff)"

Now we review the results related to the consistency and the asymptotic mixed
normality of the estimator m(xl, XZ)". We write the canonical decomposi-
tions of X' and X? as follows:

X' =Al+M, 1=102. 8)

Here, A' and A? are continuous F(®-adapted processes with locally finite vari-
ations, while M and M? are continuous F©-local martingales. Next, let N/' =
pIap! (Rk<yy for each 7 € R4, and we introduce the following regularity condi-
tions:

[C1] n_lN,” = 0,(1) asn — oo for every ¢.

[C2] A', A% A!, A%, and [V, W] for V,W = X', X2, X!, X are absolutely con-
tinuous with locally bounded derivatives.

Furthermore, for every r € [2, 0c0) we introduce the following regularity condition
for the noise process:

[N)] (f 1zI" Q/(dz))ser, is a locally bounded process.

A sequence (X") of stochastic processes is said to converge to a process X
uniformly on compacts in probability (abbreviated ucp) if, for each t > 0,
SUPg<s<; | X¥ — Xs| =P 0 as n — oco. We then write X" X, X. We have the
following result about the consistency of the preaveraged HY estimator (shown in
Appendix A.1):
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THEOREM 2.1. Suppose (5), [C1]-[C2] and [NZ] are satisfied. Then
Flﬁ(x‘,xz)” XPorx! X2
as n — oo, provided that &' > 1/2.

The consistency of the preaveraged HY estimator was first shown in
Christensen et al. (2010) in a simpler situation.

Next we review the results related to the asymptotic mixed normality of the
preaveraged HY estimator. As noted in the above, this result was first proven
in Christensen et al. (2011b) for the original one from Definition 2.1 when the
sampling times are deterministic transformation of equidistant ones.

Let N =% 151,y and N =3 17,y foreach 7 e Ry and

rk=[RF-1 RN, [F=[858%,  JR.=[TK T

for each k € N. Here, for each t € Ry we write Sk = SUpgi Sk St and Tx =

SUp7j _Fk TJ. Note that $¥ and T* may not be stopping times.
Let H" = (H});cr, be a sequence of filtrations of F to which N", N1 and

N2 are adapted, and for each n and each p > 0 we define the processes y”,
G(p)", F(p)™', F(p)™?, and F(1)"'** by

Rk—1
Fort=e[(m*) e, Fo = E[(n14)” e ]

FOYPI2 = nE (|74 074 4 P 0 10 7

p=pPE =T, G =E[(nr") [P ]

when s € T,

In addition to the crucial measurability condition [A1], we need a number of
regularity conditions on the model, which are more or less commonly used in the
literature. We detailed such conditions used in this paper in the following.

The following condition is necessary to compute the asymptotic variance of
the estimation error of our estimator explicitly. In fact, this condition ensures that
quantities appearing in the asymptotic variance indeed converge. For a sequence

Sk.p.
(X™) of cadlag processes and a cadlag process X, we write X" 2P x it X™
converges to X in probability for the Skorokhod topology.

[A2] (i) For each n, we have a cadlag H"-adapted process G" and a random
subset A’V of N such that (#NV),cn is tight, G(1) ) = G-y for
any k e N —N,?, and there exists a cadlag F(©-adapted process G sat-

Sk.p.
isfying that G and G _ do not vanish and that G" 2P Gasn — oo.
(ii) There exists a constant p > 1/&’ such that (supy<,-, G(p))
tight for all # > 0.

neN 18
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(iii) For each n, we have a cadlag H"-adapted process " and a random
subset \V;, of N such that (#\;)nen is tight, 5. = )i for any
k € N—N, and there exists a cadlag F©-adapted process y such

Sk.p.
that y” =P X asn — oo.

(iv) For each n and [ = 1,2,1 %2, we have a cadlag H"-adapted pro-
cess F”! and a random subset N of N such that (#NV!),cy is tight,

F(1)"! Fz,’{l_l for any k € N— AN/, and there exists a cadlag F(©-

Rk—1 =
Sk.p.
adapted processes F! satisfying F"! 2P Flasn — oo.
(v) There exists a constant p’ > 1/&’ such that (sup0<s<, F(p’)?’l) N
- ne
istight forallr > Oand/ =1, 2.

The following condition is a sufficient one for the condition [A2]:

[A2%] (i) For every p € [0, 1/£] there exists a cadlag F(O)-adapted process

Sk.p.
G (p) such that G(p)" =P G(p) as n = oo. Furthermore, G and
G _ do not vanish, where G = G(1).

Sk.p.
(ii) There exists a cadlag F(©-adapted process y such that " =P X
asn — 00.

(iii) Forevery!=1,2andevery p’ € [0, 1/&'], there exists a cadlag F(0)-
Sk.p.
adapted process F(p)! such that F(p)™! AN F(p)l asn — oo.
(iv) There exists a cadlag F(©-adapted process F(1)'*2 such that

Sk.p.
F(y»'*2 25 F(1)!*2 as n — oo
Remark 2.7.
(i) Under [A2](i)—(ii) it can be shown that

t

1
—ds 9)
0 Gs

(I
n

as n — oo for any ¢ € R, in a similar manner to the proof of Lemma 2.2
of Hayashi, Jacod, and Yoshida (2011). In particular, [A2] implies that
the parameter n corresponds to the magnitude of the number N;* of the
(synchronized) observation times.

(ii) An [A2%] type condition appears in Barndorff-Nielsen et al. (2011) and
Hayashi et al. (2011), for example. The reason why we introduce a kind
of exceptional sets ./\/,i (1=0,1,2,1%2,") is that the condition [A2] with-
out them is too local. To explain this, we focus on the univariate case.
Note that in this case we have R¥ = Sk (k=0,1,2,...). Let 7 be a posi-
tive number and suppose that (S') be a sequence of Poisson arrival times
whose intensity is A before the time 7 and 2 after 7. Then the structure of
the process G(1)" becomes very complex around the time 7 (of course if
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_ Sk.p.
A # 1), so that it will be difficult to verify the convergence G (1)" =G
because it requires a kind of uniformity.

Since we consider sampling times which are possibly nonequidistant and non-
synchronous, it is necessary to impose a kind of continuity condition on the
density processes of Al [X1], etc., as Hayashi and Yoshida (2011) did. Accord-
ingly, we introduce the following conditions, which are analogs to the conditions
[A3] and [A4] in Hayashi and Yoshida (2011):

[A3] For each V,W = x!, Xz,gl,gz, [V, W] is absolutely continuous with
a cadlag derivative, and for the density process f = [V, W]  there is a
sequence (oy) of F-stopping times such that o} T 0o as k — oo and for
every k and any 4 > 0, we have a positive constant Cy , satisfying

E[If5 = F2P | Fane | = CaE[ 1= 2 ™ Fons 10)

for any bounded F©-stopping times 7; and 7, and f is adapted to H".
[Ad] &V % < ¢ and (5) holds forevery r € R

Due to the same reason as stated in the above, conditions analogous to [AS5]
and [A6] in Hayashi and Yoshida (2011) are necessary to deal with the drift parts.
For a (random) interval I and a time ¢, we write I (1) = I N[0, ¢).

[AS] Al A2 A I and 42 are absolutely continuous with cadlag derivatives, and
there is a sequence (ox) of F©-stopping times such that o 7 00 as k — oo
and for every k we have a positive constant C;0 and 1; € (0, 3/4) satisfying

E[If = SO P Fon ] < GE e = 214 Fop ] an
for every ¢ > 0 and any bounded F(©-stopping time , for the density pro-
cesses f = (A'Y, (A%), (A!Y, and (A?).

[A6] For each t € Ry, nH,(t) = O,(1) as n — oo, where H,(t) =
S k@2

Let r € [2, 00). The following condition is a regularity condition for the noise
process:

[N,] ( f |z|” O (dz)) reR, is a locally bounded process, and the covariance matrix
process

Y, () = / 225040, dz). (12)

is cadlag, quasi-left continuous and adapted to H" for every n. Here, an
asterisk denotes the transpose of a matrix. Furthermore, there is a sequence
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(c%) of FO_stopping times such that ¥ T oo as k — oo and for every k
and any A > 0, we have a positive constant Cy ; satisfying

E[W,, v

okt ok A(t—h)4

|-, ] = Coan'™ a3)

forany i, j € {1,2} and any ¢, > 0.

[N, ] is obviously satisfied if the noise is i.i.d. and independent of the latent pro-
cesses with the moment of the r-th order i.e., Q; = Q for all ¢, where Q is a
probability distribution on R? satisfying [zQ(dz) =0 and [|z]" Q(dz) < co. We
need to assume that [Ng] holds true for verifying a Lindeberg-type condition.

Remark 2.8. Inequalities (10), (11), and (13) are satisfied when w(f;h,t) =

0Op (h%_’l) as h — oo for every t € (0, 00) and for every 4 € (0, 00), for example.
Here, for a real-valued function x on R, the modulus of continuity on [0, T] is
denoted by w(x;d, T) = sup{|x () —x(s)|;s,t €[0,T],|s —t| <} for T,d > 0.
This is the original condition in Hayashi and Yoshida (2011). Another example
where (10), (11), and (13) are satisfied is the case that there exists an F(O)-adapted
process B with a locally integrable variation and a locally square-integrable mar-
tingale L such that f = B + L and both of the predictable compensator of the
variation process of B and the predictable quadratic variation of L are absolutely
continuous with locally bounded derivatives. This type of condition is familiar in
the context of the estimation of volatility-type quantities; see Hayashi et al. (2011)
and Jacod, Podolskij, and Vetter (2010) for example. Furthermore, in both cases
f is cadlag and quasi-left continuous.

Remark 2.9. Conditions [A1], [A2], [A4], and [A6] are satisfied by sampling
schemes that arise as realizations of two homogeneous Poisson processes which
are mutually independent and independent of the processes X', X2, X! and X°.
In fact, suppose that (S') and (7/) are the arrival times of two mutually inde-
pendent Poisson processes with intensities np' and np? (p!, p?> > 0) which are
independent of X I ¢ X 1 and X 2 respectively. Then, [A1] is satisfied due to
the reason stated in Remark 2.2, while [A4] and [A6] can easily be verified by
using the fact that the durations are exponentially distributed. Finally, a simple
computation yields [A2] holds true with

1 1 1 o, Fl 1 72 1 ple2 2

— T T T 1 . 9o X =Y, K = 7> K = 5> K = 7T _5-
Pl p2 plyp? s Y s T2 s Pt p?
This type of sampling scheme is one of the most popular model for observation
times in the literature; see e.g. Bibinger (2012), Hayashi and Yoshida (2005), and

Zhang (2011).

G =

We extend the functions g and g’ to the whole real line by setting g(x) =
g'(x) =0 for x ¢ [0, 1]. Then we put

2 2 2
K :=/21//g,g(x)2dx, ﬁ::/zt//g/,g/(x)zdx, E::/Zt//g,g/(x)zdx.
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Here, for each f1, f> € {g., g’} we define the function vy, s, on R by wy, 1, (x) =

Jo 05 A@) f20)dodu.

We denote by D(R.) the space of cadlag functions on R4 equipped with the
Skorokhod topology. A sequence of random elements X" defined on a probability
space (Q, F, P) is said to converge stably in law to a random element X defined
on an appropriate extension (Q, F, P) of (Q, F, P) if E[Yg(X")] —» E[Yg(X)]
for any F-measurable and bounded random variable Y and any bounded and con-
tinuous function g. We then write X —% X.

Now we are ready to state the result related to the asymptotic mixed normality
of the preaveraged HY estimator.

THEOREM 2.2.

(a) Suppose [Al], [A2](1)—(iii), [A3]-[A6] and [Ng] are satisfied. Suppose
also X' = X*> =0. Then

n1/4{P/I-ﬁ(X1,X2)"—[Xl,Xz]}—>df/ wsdW,  inD(R,) (14)
0

as n — oo, where W is a one-dimensional standard Wiener process (de-
fined on an extension of B) independent of F and w is given by

w? = vih [oe [N 1]+ (%", x2))%)
+0~ —3~ [‘1’11‘1’22+(‘1‘_§2){‘V)Z]G{1
+oT R [X R[] X X2 ) (15)

(b) Suppo:ve [A1]-[A6] and [Ng] are satisfied. Then (14) holds true as n — oo
with W as above and w is given by

ot =vigh o [ LT+ (7)) 6

+0~ R [ +(‘I’12) Iy

0 R [N O] +2lx, X2

2
- (XL )R - XL X1 F) G } } (16)
where By =W+ [X'].Fl (1 =1,2) and ¥, = W[2 3, +[X', X*]. F}2.

The proof is given in Appendix A.2.

Remark 2.10. Our situation contains the following specification as a special
case: X! and X 2 are two correlated standard Wiener processes with constant cor-
relation p, (Ug), and (UZ,) are mutually independent i.i.d. centered Gaussian
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random variables independent of X land X2, and S' =T' =i /n. In this case it
is known that an upper bound of the convergence rate to estimate the parameter
p from the observation data (X}?i)izsigl and (XZT./)i:ngl is given by n~1/* (see
Proposition 6 of Bibinger, 2011), so the estimator P H Y(Xl, X2)” achieves the
optimal rate of convergence.

3. MAIN RESULTS

In this section we investigate the case that the latent processes possibly have
jumps. Let Z! = (Z,l)lelR+ and Z%2 = (Z,z)lelR+ be two stochastic processes on

(Q(o), FO p (0)). From now on Z! and Z? will correspond the latent log-price

processes, while X! and X? will correspond the continuous components of them.
We have the observation data Z' = (Z;) and Z* = (Z2)) of Z! and Z?

i€Zy JE€Ly
contaminated by noise:

1 _ 71 1 2 72 2
ZSi_ZSi+USi5 ZTj_ZT.f+UT.f'

Here, the observation noise (U ;i)ieZJr and (U% j)jeZ+ are given by (6).

The idea for the construction of our estimator is as follows. The preaveraging
procedure smooths the noise and thus we can expect the preaveraged data Z! (f)i
and Z2 (j )/ are small enough if they contain no jumps. This idea has already ap-
peared in Ait-Sahalia, Jacod, and Li (2012) and Podolskij and Ziggel (2010) in the
univariate case and Jing, Li, and Liu (2011) in the synchronous case. Following

this idea, we introduce the following quantity:

DEFINITION 3.1 (Preaveraged truncated Hayashi—Yoshida estimator). The
preaveraged truncated Hayashi—Yoshida estimator, or PTHY estimator of two ob-
servation data Z' and 7% is the process

1
(WHykn)z
x > Z@TJYEI

i, j:Sithn T itkn <t

PTHY(Z", 2! =

(1Z @ p<al GG @y R

where
| kp—1 »
Z (I)l = Z g (k_) (ZJgi+]7 - Z'l§i+p—l) )
n
p=1
) kp—1 g
Z(J) = Z g (k_) (szjw _ngj+q—1> , L,j=0,1,...,
g=1 "

K = 1{[§",§i+kn)m[fff.f+kn);eﬂ} and (Qil(l‘))neN, [ = 1,2, are two sequences of
positive-valued stochastic processes.
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Remark 3.1. Wang et al. (2013) proposed a truncated version of PHY (X!,
X% I, T
1
(ywHykn)?
TSN

x Z Z @'z (j)/1{[Si’si+k”)m[Tf~Tj+kn);&g"zl(I)i|2§Q’ll(si),Izz(J)jlziglzl(Tj)}. a7)

i,j:Sitkn v Titkn <t
They proved the consistency of this estimator under the conditions [K»](i)—(iv)
(see Section 3.2 about this condition) when (Ug) and (UZ)) are centered
iid. random variables independent of Z' and Z2. As noted in the previous
section, in order to derive the asymptotic mixed normality in a general sampling
setting, we use the additional synchronization procedure for constructing the
estimator in addition to the approach of Wang et al. (2013). Moreover, there is
another advantage in using the synchronization procedure for the construction:
Suppose that (S7) is sampled more frequently than (7/), e.g. S’ = i/n and
TJ = jm/n for some large integer m. Then, even if [S, STk ) [T/, T7+Hkn) £
the nonoverlap part between [S, ST%) and N[T/, T/*%) is large. For example,
in the case that S = i/n and T/ = jm/n, [SI™, Simtkey O [TT, Tithn) £ g
but the nonoverlap part [(jm + k,)/n, (jm +k,)/n+ (m — 1)k, /n) is large if
m is large. As a consequence, the product ZI(I)iZ (j)j1{[Si’SiJrkn)ﬁ[Tj,TjJrkn)}
involves many cross-products of the latent returns over nonoverlap intervals
such as (Z;,, - Z;p,l)(Z%,, - Z%p,l)1{[Sp_1’Sp)ﬂ[Tq_l,Tq#g}. This will boost
the root mean squared error of the estimator given by (17). Our synchronization
procedure enables us to avoid this problem. We will check this advantage by a
Monte Carlo experiment in Section 5.

We will write ! [i]:= o) (gi) and p2[j] := o2 (?j) for short.

3.1. Finite Activity Jump Case
First we consider the case that the observed processes have at most finite jumps.

We assume the following structural assumption:

1
[F] For each [ = 1,2 we have Z! = X! + ZIIL] yl, where X! is a continuous
semimartingale on B) given by (3), N' is a (simple) point process adopted
to FO and (y ,f )keN 1s a sequence of nonzero random variables.

Moreover, we impose the following condition on the threshold processes:

[T] ¢’ > 1/2, and for each [ = 1,2 we have sz ()= af1 (t) pn, where

(i) (pn)nen is a sequence of (deterministic) positive numbers satisfying
pn — 0and

n=<'+t120gp

Pn
asn — oQ.

(18)
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(i) (ocfz (t))nen is a sequence of (not necessarily adapted) positive-valued
stochastic processes. Moreover, there exists a sequence (R,l() of stop-

ping times (with respect to F) such that R,lc T oo and both of the
sequences (Sup0§t<R,l{ ozfl(t))nEN and (Sup0§t<Ri[l/afl(t)])neN are
tight for all .

Remark 3.2. Condition [T](ii) implies that the processes a,ll (t) and a,% (1) have
no impact on the convergence rates of the threshold estimators, so that they are
controlled by the sequence p,. Condition [T](i) says that p, converges to zero
slower than n=<'+1/2 logn, which dominates the modulus of continuity of X' (f)i
and Yz(j )/ (see Lemma A.3.2). Therefore, [T](i) can be regarded as a counter-
part of Assumption 3 from Mancini and Gobbi (2012). [T](ii) allows the threshold
processes to depend on both time and observation data, which is important for ap-
plications because it is natural to select the threshold processes dependently on
the data; see Section 5.1.

Now we obtain the following theorem.

THEOREM 3.1. Suppose [F], [T], [C1]-[C2] and [Nﬁ] hold for some r €
(2, 00). Then we have

d
sup |PTHY(Z', 22" = PHY (X!, X" = 0,(n"5) + 0, ((n—%p,,—l) ’ )
0<s<t

asn — oo foranyt > 0.

The proof of this theorem is given in Appendix A.3. Combining this result with
Theorem 2.1 or Theorem 2.2, we obtain the following results:

THEOREM 3.2 (Consistency of the PTHY estimator in finite activity
case). Suppose [F], [T], [C1]-[C2] and [Ng] hold for some r € (2,00). Then we

have
PTHY(Z', 75" XL [x!, X% (19)
asn — oQ.

THEOREM 3.3 (Asymptotic mixed normality of the PTHY estimator in finite
activity case).

(a) Suppose [Al], [A2](1)-(iii), [A3]-[A6] and [F] are satisfied. Suppose
also Xl = XZ = 0, [N,] holds for some r € [8,00) and [T] holds with
n=3/Re=2}, 5 50 as n — oo. Then
n1/4{P/TH\Y(Zl,Zz)" _ [XI,XZ]} —>dx/ wedW,  inDRL)  (20)

0

as n — oo, where W is the same one as in Theorem 2.2 and w is given by
(15).
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(b) Suppose [A11-[A6] and [F] are satisfied. Suppose also [N, ] holds for some
r € [8,00) and [T] holds with n(r_3)/{2(r_2)}pn — ooasn—> 0. Then (20)
holds with that W is as in the above and w is given by (16).

3.2. Infinite Activity Jump Case

Next we consider the case that the observed processes are two general semimartin-
gales contaminated by noise. We need the following structural assumption. Let
S €10,2].

[Kg] Foreachl=1,2, we have
Zh= X" 4w () % (1 =v') 5 () x4
where

(i) X! is a continuous semimartingale given by (3).

(ii) u! is a Poisson random measure on Ry x E! with intensity measure
vl(dt,dx) = dt F!(dx), where (E!, ') is a Polish space and F' is a
o-finite measure on (E’, 7).

(iil) x(x) =x1l{x<1y and k" (x) = x —x(x) for each x € R.

(iv) ¢ is a predictable map from Q© x R, x E’ into R. Moreover, there
are a sequence (R,lc) of stopping times increasing to co and a sequence
(l//,l() of nonnegative measurable functions on E! such that

sup 16! (0, 1,%)] < i (x) and/ LAyl ()P Fl(dx) < o0.
0®eQO 1 <Rl () E!

(v) If p < 1, for the process f; = fE,x((Sl(t,x))Fl (dx), there is a se-
quence (oy) of F(O)-stopping times such that for every k we have a
positive constant Cy and A € (0, 3/4) satisfying (11) for every t > 0
and any bounded F(©)-stopping time 7.

Here and below x denotes the integral (either stochastic or ordinary) with re-
spect to some (integer-valued) random measure; see Chapter II of Jacod and
Shiryaev (2003) for details. Except for the condition (v), the above type of as-
sumption appears in many articles, for example Jacod (2008). Condition [Kz](v)
is necessary because sampling times are possibly nonequidistant and nonsyn-
chronous in our situation. In fact, this condition can be seen as a jump-component
counterpart of [A5] because using the notation in [Kg](v) f(; fsds is the drift part
of the jump-component. We also note that [Kz] implies that for each [ = 1, 2 the
generalized Blumenthal-Getoor index of Z' is less or equal than /3.

THEOREM 3.4. Suppose [Kz] and [N?] hold for some p € [0,2] and r € (2,
o). Suppose also [C1]-[C2], [A1], [A4], [A6], and [T] are satisfied. Then we have
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r=2
sup |PTHY(zl,z2)fj—PHY(xl,xz)f|:op(n—%HOp ((n—%pn—l) 2 )+0P(p;_/;/z)

O<s<t

asn — oo foranyt > 0.

The proof of this theorem is given in Appendix A.4. Combining this result with
Theorem 2.1 or Theorem 2.2, we obtain the following results:

THEOREM 3.5 (Consistency of the PTHY estimator in infinite activ-
ity case). Suppose [Kz] and N/ hold for some r € (2,00). Suppose also [C1]-
[C2], [A1], [A4], [A6] and [T] are satisfied. Then we have (19) as n — oo.

THEOREM 3.6 (Asymptotic mixed normality of the PTHY estimator in infinite
activity case).

(a) Suppose [Al], [A2](1)—(iii) and [A3]-[A6] are satisfied. Suppose also [N, ]
holds for some r € [8, 00), [Kg] holds for some p € [0,2 — %1) and [T]

287
holds with nC=3)/20=2} 5 o0 and p, = O(n_l/{z(z_ﬁ)}) asn — oo.
Moreover, suppose X! = X?=0. Then (20) holds true as n — oo with that

W is the same one as in Theorem 2.2 and w is given by (15).

(b) Suppose [A1]-[A6] are satisfied. Suppose also [N,] holds for some
r € [8,00), [Kg] holds for some B € [0,2 — ﬁ) and [T] holds with
n=3I/R0=D}, 5 50 and Pn = O(n~YV2C=PYy as n — co. Then (20)

holds true as n — oo with that W is as in the above and w is given by (16).

Note that the assumptions of Theorem 3.6 require at least § < 1.

Remark 3.3 (Rate of convergence). We shall briefly discuss the best rate of
convergence of our estimator available from Theorem 3.6. For simplicity we as-
sume that the noise processes have moments of all orders i.e., [N&] holds true
for all r > 0. We also assume that 7, (f) = 0, (n™<') for any ¢ € (0, 1) and any
t > 0. In this case, under the assumptions in Theorem 3.6, the best rate of conver-
gence for our estimator is n~'/4 if # < 1. Since the optimal rate of convergence is
given by n~!/4 in the continuous case according to Bibinger (2011), our estimator
achieves the optimal rate if § < 1. On the other hand, if f > 1 the theorem does
not tell us what the best rate is. However, it tells us that the rate of convergence
can be faster than n~1=#/27 for any w e (0, 1). This result can be seen as an
analog of the one given by Jacod (2008) in the absence of noise. In fact, in the
absence of noise Jacod (2008) showed that the convergence rate of the truncated
realized volatility can be faster than n~ =A@ for any w € (0, 1). In the continu-
ous case the optimal rate changes from n~!/2 in the absence of noise to n~!/% in
the presence of noise, so that the above result seems to be natural.

Remark 3.4 (Positivity). In the present article we focus on estimating the com-
ponents of the integrated covariance matrix rather than the matrix itself. When the
estimation of the matrix itself is the main interest, it is another important issue for
applications whether the estimator guarantees positivity in finite samples. Indeed,
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as far as the author knows, no existing rate-optimal estimators guarantee positivity
in the current setup without jumps, except for the realized quasi-maximum like-
lihood estimator proposed by Shephard and Xiu (2012) recently. Hence we shall
give a brief discussion on this issue here.
Let us consider the (noncomponent-wise) estimator for the integrated covari-
ance matrix:
1 71. n 1 72.
PTHY[Z] := |:PTHY(Z1 22 .z, I)n PTHY(Z2 22 7, j) ]
PTHY(Z',Z Ij) PTHY(Z",Z jj)t

Then, we can show that PT HY[Z]} is not always positive-semidefinite in the fol-
lowing way. To simplify the problem, we focus on the synchronous case ' =T
for every i. Note that in this case we have S' = K =S§' =T’ Then, in view
of the fact that K%/ £ 0 s equivalent to |i — j| < k (because of the synchronicity),
we can rewrite our estimator as

1 PN ~ .
PTHY[Z]';zm D fo( - J)zi Z)"
n i =0 n

Here, we define the random vector "z',- = (”z'},if)* by Zl = Zl(f)i

L2 @ypegyey ™ 4 = Z(y (1Z°(D)iP<a3 (@)
denotes the transpose of a matrix) and the function fp on R by fo(x) = 1(—1,1)(x).
Since fj is not a positive-definite function, PT HY[Z]} does not guarantee posi-
tivity. Here, a function f on R is said to be positive-definite if Z;’jizl aja;j f(x; —
xj) > 0 for any (finite) sequence ay, ..., ap, X1, ..., X, of real numbers.

(recall that an asterisk

4. SOME RELATED TOPICS FOR STATISTICAL APPLICATION TO
FINANCE

4.1. Estimation of the Quadratic Covariation of Jump Parts

As stated in Section 1, we are interested in the estimation of the quadratic covari-
ation of the jump parts of two semimartingales Z' and Z2. This is achieved by
estimating the quadratic variation [Z 1. 721 due to the formula (2) because we can
estimate the integrated covariance (Z1¢, Z>), by the PTHY estimator as inves-
tigated in the previous section. In the literature such estimators are usually given
by consistent estimators for the integrate covariance in the absence of jumps. See
Mancini and Gobbi (2012) and Podolskij and Vetter (2009a) for example. Follow-
ing this approach, we consider the preaveraged HY estimator and we obtain the
following result.

PROPOSITION 4.1. Suppose [C1]-[C2], [A1], [A4], [A6], [K;] and [N;] are
satisfied. Then

PHY (2. 2); =[2". 2], + 0, (n~Y)

asn — oo foranyt € Ry.
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See Appendix A.5 for a proof. Consequently, we obtain the following result on
the issue of the estimation of the quadratic covariation of the jump parts:

COROLLARY 4.1. Suppose [C1]-[C2], [A1], [A4], [A6], [K2], and [N?]for
some r € (2,00) are satisfied. Suppose also that [T] holds. Then

PHY(Z2'.2%)! - PTHY(Z",2%)! -7 > AZIAZ?

0<s<t

asn — oo forany t € Ry. Furthermore, if [Kg] holds for some f € [0, 2— 25%1),
then

PHY(Z',22) — PTHY(Z',2%)! = > AZ!AZ+0,(n™%)

0<s<t

as n — oo for any t € Ry, provided that n"=3/20=2}y 5 o0 and p, =
0 (n=1/2C=B)),

4.2. Autocorrelated Noise

We have so far assumed that the observation noise is not autocorrelated asymptot-
ically, i.e. the sample autocorrelations of the noise at nonzero lags tend to zero as
n — oo. In empirical studies of financial high-frequency data, however, there is
evidence that microstructure noise is autocorrelated (see Hansen and Lunde, 2006
and Ubukata and Oya, 2009 for instance). In this section we briefly discuss the
case that the observation noise is (asymptotically) autocorrelated as Christensen
et al. (2011b) did in the continuous case.

We focus on the synchronous case. That is, we assume that St =T for all i.

Note that in this case it holds that S¥ = T% = RF = §* for all k. Let (%)uem and
!

(/“u)uez+ (I =1,2) be four sequences of real numbers such that

(o] (o]
Dulil] <oco and D ulul| < oo. (21)
u=1 u=1

We assume that the observation data (Z}qi) and (Z% j) are of the form

i i
1 1 1.1 1 1 1
Zsi = ZSi +ZAM§S"—“ +\/;Z,uu(zs[—u _Xsi—u—l)ﬂ
u=0 u=0 (22)

1 l
2 2 2.2 2 y2 2
ZTj = ZT_/' +z’1u(7~j—u +\/Ezluu(zrj—u _XTj—u—l)'
u=0 u=0

In other words, the observation noise follows a kind of linear process. Under such
a situation the consistency of our estimators is still valid:
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PROPOSITION 4.2. Suppose (21) and (22) are satisfied. Suppose also [C1]—
[C2], [Al], [A4], [A6], [Ky], and [N}] are satisfied. Then PHY (2", Z2)" —?
[ZY, 7%, as n > oo for any t € Ry. Furthermore, if [T] and [NE]for some r €
(2, 00) hold, then P/TFY(ZI, Zz)’t1 —P X! X?); asn — oo foranyt € R,.

We give a proof of Proposition 4.2 in Appendix A.6. The proof is based on a
Beveridge—Nelson type decomposition for the noise.

4.3. Estimation of Asymptotic Variance

In this section we shall briefly discuss the estimation of the asymptotic variance of
the PTHY estimator. This is necessary to construct feasible confidence intervals
of this estimator, for example. We focus on the simple case that the endogenous
terms of the microstructure noise are absent, i.e. X' = X? =0. In this case our aim
can be achieved by a kernel-based approach as in Hayashi and Yoshida (2011) and
Koike (2013).

More precisely, let (h,) be a sequence of positive numbers tending to O as
n — oo. For any s € R, put

XL XY, =y (PTHY @, 2y = PTHY (@2, ), ),

X7, =X XY, LI'=12

. 1
Miem 2 (7)) (3 -%),

iws—h, <Sitl<s

— 1
2 2 2 2
Foeoihs X (05 @)
Jis—h, <TI+1<s
\{112%&_:_

2h,k2
x 3 Zh - 2h ) @ - 2+ (Zh - 2h) (2 - B 1.

kis—h, <RF1<s

Then, noting that n “INt P f 1/Gsds as n — oo for any t € Ry (see
equation (9) in the Appendlx) unc(l)er the assumptions of Theorem 3.6(a) we can

easily show that [X!]/; —7 [X!],— and @X —P ‘PﬁZ_/HZGS_ for each [ = 1,2
and that [X!, X2)y =7 [X!, X" ];_ and W12y, -7 W2y, /62G,_ asn — oo
for every s € Ry, provided that han'/* = oo (Recall that G5 and y; are intro-
duced in the condition [A1’]). In the light of these relationships, we set
— 2 - —— \2
J%Mmy[{X”%dxa%r+ﬁxhxﬂ%0}4ﬁﬁwnﬂvnm+(TnXM)}

R XY e P22+ X0 i T g+ 20X, X2) #1210 (23)
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for every k € N and [j w2ds = D kRkH <t U/)\ZRk |T¥| for every t € R,. Then we
obtain the following result:

PROPOSITION 4.3. Under the assumptions of Theorem 3.6(a), we have

—

: wr [
/ w2ds — / w?ds
0 0

as n — oo, provided that h,n'/* — co and SUPg</<T (hyn) (N — Ng_hn)Jr) is
tight as n — oo for any T > 0.

Proof. Since fo u)fds is a continuous nondecreasing process, it is sufficient to
prove the pointwise convergence. First, by [A1’], the Burkholder-Davis—Gundy
inequality and the Lenglart inequality, we have

—

t
/w%ds—@ Z w2 g |T*| =7 0
0

k:Rk1<¢

as n — oo for every ¢, where w2 ¢ is defined by (23) with replacing |T**!| by
Gr;ek' Then, we obtain the desired result by the assumptions and the dominated
convergence theorem. ]

The above approach has the disadvantage that it depends strongly on the par-
ticular form of the asymptotic variance due to the noise. In fact, it is not proper
in the case that the endogenous terms of the noise are present because we have so
far known no estimator for the statistic fé (X! X2, Fl - (X', X, Fsz)2 G;lds
which is the asymptotic variance due to the presence of the endogenous noise.
We will also need to modify it if the noise is autocorrelated since we will need
to replace the covariance matrix ¥ of the noise in the asymptotic variance with
the long-run covariance matrix of the noise (see the proof of Proposition 4.2 in
Appendix A.6). To avoid this problem, we might rely on the approach used in
Section 4 of Christensen et al. (2011b) or the subsampling approach developed
by Kalnina (2011) recently though it remains for further research to verify the
theoretical validity of them.

5. SIMULATION STUDY

In this section, we examine the finite sample performance of our estimators by
using Monte Carlo experiments.

5.1. Choice of the Threshold Processes

As is well known, the thresholding method is often sensitive to the selection of
thresholds in finite samples; see Shimizu (2010) or the Web Appendix of Mancini
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and Gobbi (2012) for instance. Therefore, it is important to determine a reason-
able rule of selecting thresholds. Here we present an easy but effective way to
determine thresholds. Formal study of methods for optimal threshold selection in
a given model is an important issue for the future.

We will determine the thresholds for individual processes so that we focus on
the univariate case. First we compute an auxiliary estimator ff for the spot vari-
ance process X, = Qo[ X' + (%l//l‘l’t“ for each sampling time ¢, where y; =

01 g'(s)%ds and yo = fol g(s)2ds. In this paper we will use a numerical derivative
of the preaveraged bipower variation, i.e.

) i—2ky,
Si=—L S 2@ @, i=KK+1,..,N

K =2k +1 4=

and fgi = ng ifi < K. Here, u1 is the absolute moment of the standard normal

distribution, N is the number of the available preaveraged data (2 ! (i)i ) and K is
a bandwidth parameter such that K = O (n*) as n — oo for some a € (0.5, 1). We
will set K = [N3/4] below. Such a kind of spot variance estimator was studied in
Bos, Janus, and Koopman (2012). Then we choose

0l (8 =2log(N)'**S5,  i=0,1,...,N (24)

for some ¢ > 0. We will set ¢ = 0.2 below.
The heuristic idea behind the above choice of thresholds is as follows. First we
recall the following classic result:

THEOREM 5.1 (Pickands, 1967, Thm. 3.4). Let (X;)ien be a stationary
Gaussian process such that E[X;] =0, E[X,.z] =1and E[X;Xj+x]) =y (k). If
limg—s o0 y (k) =0, then max;<j<, Xi/+/2logn — 1, almost surely, as n — oo.

The most important point of the above theorem is that the random variables X,
i =1,2,..., in the theorem can have a kind of dependence structure. This fact

is crucial for the present situation because the preaveraged data (71 (f)i ) is ky-
dependent. As a result, Theorem 5.1 has the following implication: Suppose that
the observation data is given by a scaled Brownian motion with i.i.d. Gaussian
noise. That is, suppose that Zg =0 Wgi +u;, i =0,1,..., where o > 0, W; isa
standard Wiener process and (u;) is an i.i.d. random variables independent of W
with u; ~ N(0, ®?). Suppose also that (S?) is an equidistant sampling scheme.

Sl . .
Then the preaveraged data (Z (Z)') is a centered stationary Gaussian process
with the autocovariance function vanishing at infinity, so that Theorem 5.1 yields

maxoSiSN_lzl(/I\)"/w/E -2log N — 1 a.s. as n — oo, where X :(9(//202+éa)2

is the variance of 21@)’1 This result suggests that we may use X -2logN as
thresholds. This idea has already been introduced as the universal threshold by
Donoho and Johnstone (1994) in the context of wavelet shrinkage. Donoho and
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Johnstone (1994) estimated the unknown parameter X by the square of the median
absolute deviation (MAD) of (Zl (f)i ) divided by 0.6745, the 0.75-quantile of the

standard normal distribution. In the present situation (71@)") is heteroscedastic
in general, hence we need to replace £ with the spot variance process X, and
estimate X; by /E\t” Consequently, we have arrived at the threshold process given
by (24), where we multiply the usual universal threshold by (log N)? to ensure
the condition (18).

5.2. Simulation Design

We simulate over the interval ¢ € [0, 1]. We normalize one second to be 1,/23400,
so that the interval [0, 1] contains 6.5 hours. In generating the observation data,
we discretize [0, 1] into a number n = 23400 of intervals.

In order to extract irregular, nonsynchronous observation times from n equi-
spaced division points, we generate random observation times (S') and (/)
using two independent Poisson processes with intensity n/4; and n/4,. Here
21 denotes the average waiting time for new data from process Z/, so that
a typical simulation will have n/1; observations of Z!, I = 1,2. Following
Barndorff-Nielsen et al. (2011), we vary 1 := (41, 42) through the following con-
figurations (3,6), (10,20), and (30, 60). In addition, we also consider the case
that A = (3, 30), where (S%) are much more frequently sampled than (7/). This
case will be useful for confirming the advantage of our estimator explained in
Remark 3.1. Note that because we are simulating in discrete time, it is possible to
see common points to the observation times (S’) and (7'7).

We consider two types of bivariate Lévy processes J; with no Brownian compo-
nents to introduce jumps within the considered models. The specifics of the jump
processes are as follows:

SCP1 Let L be a stratified normal inverse Gaussian compound Poisson process
with a single jump per unit time (i.e., the jump time is uniformly dis-
tributed over [0, 1] and the jump size follows a normal inverse Gaussian
distribution). The jump size is drawn from &+/S, where ¢ 1L S, & ~
N(0,1)and S ~ IG(c,c?/y), so that Var[e+/S] = E[S] = ¢ and Var[S] =
c3/(c*/y)=cy.Then,weset J! = J>=L.

VG Let L' and L? be mutually independent variance Gamma processes such
that L' ~ e+/S, where ¢ LL S, e ~ N(0, 1), and S ~ I'(c/y, 1/7), so that
Var[e! /S]= E[S] =c foreach!=1,2and Var[S] = (c/7)/(1/y)*=cy.
Then, we set J! = L' and J? = RL' ++/1 — R2L2.

In the simulation we set ¢ = 0.1 and y = 0.25. The value of R is given for each
model below. Note that each component of the above models coincides with the
model simulated in Veraart (2010).

The observation data (le,.) and (ZZT ;) are generated from the models below.
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Model 1 (Barndorff-Nielsen et al., 2011) — the case of stochastic volatility &
noise. The following bivariate factor stochastic volatility model is used to generate
the continuous semimartingales X ! and X>:

dX] = uldi + plol Bf +\/1 = (o0l Wi, ol =exp(Bh+5l0}),
dol =aloldt +dB!, 1=1,2,
where (Bl, B2, W) is a 3-dimensional standard Wiener processes. The initial

values for the Qﬁ processes at each simulation run are drawn randomly from

their stationary distribution, which is Qi ~ N (0, (— 2al)_1). We carry out our
numerical experiments by using the following parametrization, assumed to be
identical across the two volatility factors: (pcl,,b’(l),ﬁ{,al,pl) = (0.03,-5/16,

1/8,—1/40,-0.3), so that B} = (,B{)Z/Zal. This choice of parameters implies
that integrated volatility has been normalized, in the sense that E| fol (asl )2ds] = 1.
At each simulation run we add noise (U} /n)Z:o simulated as

j.i.d.
Ui i, X, T} N0, 0?),

4
Z(af/n), and Corr(U!,U?) = 0 ift#s
i=1 |

1
n

- R ift=s,

where R = /1 — (p!)2/1 — (p?)? and the noise-to-signal ratio, 72 takes the value

- 1 2 - 1 _ 5l 1 2 _ 2 2
0.001. Finally, Z; and Z7; are givenby Z, = Z, + Ug; and 27, = Z7,, + Uz,
where Z! = X'+ 7!, 1=1,2.

Remark.

(i) The form of w? is realistic in the following sense: it is known in some
empirical studies that the variance of the microstructure noise is propor-
tionate to the volatility; see Ait-Sahalia and Yu (2009) and Bandi and
Russell (2006) for example. The value 0.001 given to the noise-signal ratio
n? reflects the empirical finding of Hansen and Lunde (2006) (they found
that ? is typically smaller than 0.001).

(i) There are two reasons why we gave the correlation between Ull and
Utz. The first one is due to empirical evidence. Namely, some empirical
studies indicate the presence of such a correlation (see e.g. Ubukata and
Oya, 2009 and Voev and Lunde, 2007). The second reason is due to a
mathematical motivation. If U! and U? are uncorrelated, most integrated
covariance estimators are automatically unbiased because the cross prod-
uct of the noise terms has zero mean. For example, the realized covariance
estimator is unbiased in such a situation although it is an inconsistent es-
timator for the integrated covariance in the presence of noise. This fact
might make the simulation results for the sample bias good because of an
unexpected reason. We would like to avoid such a phenomenon.
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(iii) The choice of the value R for the correlation between U, and U? came
from the following consideration. The first Brownian components of X'
and X2 are mutually independent, so the correlation between the second
ones only contributes the correlation between X' and X2. Therefore, the
choice means that the correlation between U, and U? is proportionate
to that between X! and X2. Namely, we mimic the relation between the
variance of the microstructure noise and the volatility of the latent process.
Unfortunately, to the author’s knowledge there is no stylized fact about the
relation between the correlation of microstructure noise and that of latent
processes, so here we assume that a kind of similarity is present between
the variance and the correlation.

Model 2 (Jacod et al., 2009) — the case of constant volatility & rounding plus
error.

zh=x'+olJ!,  X'=x|+o'W,

exp(Z,I< +u§( ) al 1
Zf{/n = log(al L# s uf{/n = nfc/” log

exp(Z,)
ol
e exp (Z},)

where W! and W? are correlated standard Winer processes independent of J with
d[W', W?] = Rdr and (n /n) 15 a sequence of independent Bernoulli variables

(probabilities p,l( /n and 1 — p,’( /n of taking values 1 and 0), with

1
(e | g (e
Pijn =log | —————— log| —%—
J

]
exp z! exp(Zy /)
al | (alk/n) OCZLTMJ

We assume that the sequences (7, /) and (n} /) are mutually independent as well

as independent of W and J. Parameters used: o/ = 0.2/+/252, Xf) =log(8), a' =
0.01, and R =0.5. Figure 1 shows typical observed paths generated by this model.

Model 3 — the case of stochastic volatility & endogenous noise . The model
of the continuous semimartingales X I'and X2 is the same one as in Model 1, but
the noise processes U, and U% ; are given by

Usli = 51\/IW(X§,' _Xéi—l) > Ut/ zézm(x%i _X%J'—l)'

Here we set §' = 92 = —0.01, so that the microstructure noise is negatively cor-
related with the returns of the latent continuous semimartingale processes X ! and
X2, This choice reflects the empirical findings reported in Hansen and
Lunde (2006). The factors /n/A1 and /n/A? are necessary to adjust the effect
of the observation frequency: roughly speaking, the variance of (X }gi -X éi_,) is

proportionate to (A!/n), so it decreases as the observation frequency increases.
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FIGURE 1. Typical observed paths generated by Model 2. The sampling frequency 4 is set
as 4 = (3,30). The jumps of the paths in the left two panels are generated by the SCP1
specification, whereas those in the right two panels are generated by the VG specification.
The paths in the top two panels are for Z!, while those in the bottom two panels are for z2.

However, this is opposite to real data. Note that the magnitude of the noise pro-
cesses in this model is smaller than the one in Model 1. Finally, as in Model 1 we
set Zéi = Zéi + U;i and ZZTJ- = Z%j + U%j, where Z! = X!+ J!, 1 =1,2.

1000 iterations were run for each model. The simulation of the model paths of
X! and X? has been made using the Euler—Maruyama scheme with n equi—spaced
division points.

The tuning parameters for preaveraging are selected as follows. We use 8 =
0.15 and g(x) = x A (1 — x) following Christensen et al. (2011b), and set k, =
[0./m]. Here, m represents the number of refresh times minus 1 i.e., m = N {’

5.3. Simulation Results

Table 1 presents the results of estimating the integrated covariance. We report the
bias and the root mean squared error (rmse) for our PTHY estimator. As a compar-
ison, we also computed the Wang-Liu-Liu (WLL) estimator defined by (17) and
the subsampled realized bipower covariation (BPV) based on 5-minute returns.
The threshold processes and the tuning parameters for the WLL estimator are
the same as those for the PTHY estimator, except for setting k, = [0/n] +n3]
following Wang et al. (2013) as well as Christensen et al. (2011b). Here, n; and
ny represent the numbers of the observed returns for Z! and Z2, respectively.
Note that the reported numbers for Model 2 are divided by (0.2/ \/2'5_2)2 for
normalization.

It is clear from the rmse reported here that the PTHY, the WLL, and the BPV
perform well from the simulation studies. Moreover, the bias is very modest when
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TABLE 1. Simulation results of estimating the integrated covariance

SCP1 VG

Estimator PTHY WLL BPV PTHY WLL BPV
Model 1

A=(3,6) .003 (.104) .003 (.106) .012 (.148) .005 (.103) .004 (.106) .017 (.150)
A =(10,20) —.006 (.137) —.008 (.143) —.028 (.166) —.003 (.137) —.005 (.143) —.022 (.165)
A =(30,60) —.033 (.203) —.029 (.198) —.116 (.236) —.030 (.200) —.024 (.199) —.111(.235)
A=(3,30) —.009 (.150) —.014 (182) —.056 (.175) —.007 (.150) —.012 (.181) —.155(.259)
Model 2

A=(3,6) .011 (.085) .011 (.090) 013 (.122) .002 (.086) .001 (.091) .000 (.118)
A =(10,20) .005 (.115) .008 (.121) —.011(.124) —.003 (.118) —.000 (.122) —.019 (.121)
A= (30, 60) —.025 (.161) —.003 (.171) —.076 (.145) —.038 (.159) —.020 (.168) —.086 (.152)
A=(3,30) —.008 (.127) —.008 (141) —.033 (.128) —.010 (.130) —.012 (.142) —.041 (.127)
Model 3

A=(3,6) .000 (.101) .001 (.105) —.016 (.149) .002 (.100) .003 (.105) .003 (.156)
A =1(10,20) —.014 (.138) —.013 (.144) —.037 (.139) —.013(.139) —.010 (.144) —.031 (.171)
A =(30,60) —.053 (.199) —.039 (.202) —.141 (.253) —.051 (.196) —.036 (.202) —.013 (.247)
A=(3,30) —.020 (.150) —.021 (182) —.066 (.193) —.018 (.148) —.017 (.181) —.155(.259)

Note: We report the bias and rmse of the estimators for the integrated covariance included in the simulation study. The number reported in parenthesis is rmse. The reported numbers for
Model 2 are divided by (0.2/+/252)2.

29S
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the observation frequency is relatively large. When the observation frequency is
small, they are downward biased due to the nonsynchronicity of the observation
times and the loss of summands induced by the pre—averaging (for the PTHY and
the WLL). The PTHY tends to behave better than the WLL as the observation
frequency increases, but the differences seem to be insignificant, except for the
case that 4 = (3,30). In this case the rmse of the PTHY is significantly smaller
than that of the WLL, which is what we would expect due to the argument from
Remark 3.1. Besides, the PTHY is superior to the BPV in most of the scenarios.

Table 2 provides the results of estimating the sum of co—jumps > ., AZSl
A Zf (i.e., the quadratic covariation of the jump processes). We report the bias and
the root mean squared error for the PTHY-based estimator developed in Section
4.1 and compare it to the WLL and BPV-based estimator. The reported numbers
for Model 2 are divided by (0.2/+/252)? for normalization as shown previously.
Similarly to the case that estimating the integrated covariance, the PTHY-based
estimator tends to perform slightly better than the others in the higher frequencies,
while the WLL-based estimator tends to behave the best in the lower frequencies.

Finally, we turn to the finite sample performance of our feasible central limit
theorem. We compute the feasible standardized statistic

: PTHY(Z',Z%" —[x', X,
n

P b
102
o Wyds

where the asymptotic variance estimator fol w?ds is given in Section 4.3. In the
current choice of g, it holds that x = 7585/1161216, k¥ = 151/20160, and k¥ =

1/24. We use h, = 0.4(N!")~02* as a bandwidth parameter to calculate fol w?ds.
Table 3 reports the sample mean, standard deviation (SD), and the 95% coverage
of (25). Generally speaking, the results are in line with the theory developed in the
present article. In terms of the standard deviation, the central limit theorem starts
to work for relatively large sample sizes, i.e. it does not work for 1 = (30, 60).
We also observe that the results for Model 3 are worse than those for Model 1. It
is not surprising because the estimator of the asymptotic variance used in Model
3 is wrong. In the light of the theoretical asymptotic variance given in (16), the
misspecification that (23) does not contain the terms involving the endogenous
error becomes important as the difference between 2! and A2 increases, which is
consistent with the simulation results.

Overall, our new method promises to work well at sufficiently high frequencies
and it provides a useful tool for analyzing high frequency financial data.

(25)

6. EMPIRICAL STUDY

In this section we apply our new method to a set of market data consisting of
high-frequency transactions of 5 assets. The 5 assets we will focus on are Amer-
ican Express Company (AXP), Bank of America Corporation (BAC), JPMorgan
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TABLE 2. Simulation results of estimating the sum of co-jumps

SCP1 VG

Estimator PTHY WLL BPV PTHY WLL BPV
Model 1

A=(3,6) —.003 (.037) —.003 (.041) —.022 (.077) —.007 (.041) —.008 (.044) —.030 (.097)
A =(10,20) .002 (.055) —.000 (.056) —.020 (.130) —.003 (.053) —.005 (.057) —.028 (.100)
A =(30,60) .021 (.089) .012 (.084) —.016 (.096) .014 (.092) .004 (.087) —.026 (.121)
A=(3,30) .005 (.065) .002 (066) —.022 (.084) .001 (.063) —.004 (.069) —.031 (.109)
Model 2

A=(3,6) —.009 (.037) —.009 (.041) —.025 (.082) —.009 (.034) —.008 (.036) —.021 (.071)
A =(10,20) —.005 (.054) .007 (.051) —.024 (.087) —.004 (.046) —.007 (.049) —.021 (.072)
A= (30, 60) .023 (.086) —.001 (.070) —.022 (.104) .024 (.085) .002 (.072) —.013 (.084)
A =(3,30) .001 (.057) —.005 (.055) —.028 (.087) .001 (.060) —.003 (.057) —.020 (.076)
Model 3

A=(3,6) —.001 (.027) —.001 (.041) —.010 (.065) —.004 (.041) —.006 (.045) —.032 (.098)
A =(10,20) .009 (.059) .004 (.059) —.024 (.083) .005 (.058) —.001 (.059) —.033 (.100)
A =(30,60) .038 (.093) .020 (.089) —.005 (.069) .003 (.103) —.014 (.097) —.033 (.118)
A=(3,30) .010 (.069) .002 (.063) —.032 (.104) .010 (.069) —.001 (.069) —.035(.111)

Note: We report the bias and rmse of the estimators for the sum of co-jumps included in the simulation study. The number reported in parenthesis is rmse. The reported numbers for Model
2 are divided by (0.2/+/252)2.
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TABLE 3. Simulation results of the standardized estimates

SCP1 VG
Mean SD Coverage (95%) Mean SD Coverage (95%)

Model 1

A=(3,6) —.063 1.009 95.2% —.015 1.000 95.2%
A=1(10,20) —.174 1.009 93.5% —.124 996 94.6%
A=1(30,60) —.328 936 94.2% —.290 920 95.5%
A=(3,30) —-.225 1.029 93.3% —-.192  1.022 94.4%
Model 2

A=(3,6) —.042 988 96.2% —.055 984 95.7%
A=(10,20) —.109 988 95.6% —.122 983 95.6%
A=1(30,60) —.331 916 94.2% —.327 .902 94.4%
A=(3,30) —.168 977 95.3% —.184 998 94.3%
Model 3

A=(3,6) —.097 1.020 94.6% —.055 1.012 94.8%
A=1(10,20) —.256 1.031 93.3% -217 1.027 93.3%
A=1(30,60) —.489 979 91.7% —.457 968 92.9%
A=(3,30) —-.329 1.067 92.2% —.294  1.067 92.6%

Note: We report the sample mean, standard deviation (SD), and the 95% coverage of the standardized estimates (25)
included in the simulation study.

Chase & Co. (JPM), The Travelers Companies, Inc. (TRV), and S&P 500 Depos-
itory Receipts (SPY). The first four stocks are chosen from the financial sector of
the 30 Dow Jones Industrial Average (DJIA) stocks in April, 2010. We involve
the SPY because it is often used as a benchmark for empirical work in this area.
The sample period runs from 1 April 2010 to 28 February 2011, delivering 230
distinct days. The data is the collection of trades recorded on the New York Stock
Exchange (NYSE), taken from the Trades and Quotes (TAQ) database. Prior to
the analysis, we apply the filters presented in Barndorff-Nielsen, Hansen, Lunde,
and Shephard (2009) to remove the obvious outliers from the data. Table 4 re-
ports the numbers of observations per day for each asset (after the data cleaning),
averaged across the 230 day period. It implies the average waiting times for new
observations are between about 3-seconds and 20-seconds. We also note that all
the computations below are based on log prices multiplied by a factor of 100.
The aim of this empirical study is to compare the proposed method with a tra-
ditional one based on moderate frequency data (here we consider the 5-minute
frequency). In particular, we focus on how nonsynchronicity and jumps play

TABLE 4. Average over daily number of high frequency observations

AXP BAC JPM TRV SPY

2332 1078 2939 1295 6957
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different roles at different frequencies and whether the difference of observation
frequencies delivers different economic results. Specifically, we consider the sub-
sampled realized bipower covariation (BPV) based on 5-minute returns as the
traditional one.

First, we estimate the integrated covariances for every pair of the 5 assets each
day. Table 5 contains the integrated covariance estimates averaged across the 230
trading days. They are computed using the PTHY estimator and the BPV estima-
tor. The threshold processes and the tuning parameters for preaveraging are the
same as in the simulation. In Table 5, the numbers above the leading diagonal
are results for the PTHY estimator, the numbers below are for the BPV estimator.
Asterisks indicate the BPV estimates that are outside the 95% or 99% confidence
intervals for the corresponding PTHY estimates, constructed from the asymptotic
variances in Section 4.3 with the bandwidth parameter 4, selected in a similar
manner to the simulation. As the table reveals, the estimates of the BPV are sig-
nificantly smaller than those of the PTHY, except for the AXP-SPY pair. This is
consistent with the simulation study in the previous section. This result suggests
that the BPV estimator suffers from the Epps effect, and it is not surprising be-
cause even in the 10 minute frequency Epps (1979) found such a phenomenon.

Next, we turn to the question of whether our new method delivers a different
economic result compared with the traditional one. To accomplish this purpose we
compute the average of the sums of co-jumps between the SPY and the other four
stocks each day. This corresponds to estimating the sum of co-jumps between the
S&P500 index and the equal-weighted portfolio of the financial sector of the DJIA
stocks. Figure 2 depicts PTHY (black solid lines) and BPV (gray crosses)-based
estimates for each day. We find a large variation on May 6, which is presumably
due to the Flash Crash (see the left panel of Figure 3). If the Flash Crash caused
this variation, the asset prices supposedly jumped to the same direction on that
day, so that the sum of co-jumps would be positive. The PTHY-based estimate is
consistent with this intuition, while the BPV-based one is not. Our method is based

TABLE 5. Summary statistics for integrated covariance estimates

PTHY
AXP BAC JPM TRV SPY
AXP 1.61 1.50 0.79 0.96
BAC 1.49** 1.93 0.82 1.05
BPV JPM 1.39** 1.74** 0.77 0.95
TRV 0.72** 0.73** 0.70** 0.52
SPY 0.95 0.97** 0.92* 0.49*

Note: We report average integrated covariance estimates. The upper diagonal is based on the PTHY estimator,
whereas the lower diagonal is based on the BPV estimator.

* BPV estimates are outside the 95% confidence intervals for the corresponding PTHY estimates.

** BPV estimates are outside the 99% confidence intervals for the corresponding PTHY estimates.
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FIGURE 2. Daily estimated sum of co-jumps between the S&P500 index and the financial
sector of the DJIA stocks. The black solid lines denote the PTHY-based estimates, whereas
the gray crosses donate the BPV-based estimates. The two vertical dashed lines correspond
to 6 May 2010 and 3 November 2010 respectively.

on the assumption that there is an underlying continuous time stochastic process
driving the dynamics of the data, so the co-jumps are driven by this process and its
sign does not depend on which frequency we observe the data at. To explain this
finding, we zoom in on the relevant sub-period (see the right panel of Figure 3).
Then, we find that the violent fluctuation observed in a relatively large scale turns
out to consist of many consecutive small variations. Indeed, this fact was already
emphasized in Christensen et al. (2011a). Although a few relatively large returns
still seem to remain, the 5-minute frequency is apparently insufficient to cap-
ture them precisely. This might give a reasonable explanation for our finding.

5-minute data Tick data
=5 1.5
2 1.0 1
. 0.5 -
‘ ‘ 0.0 -
04 ||'"| Illl [ iy I||"l|| apy Ly '| | Tt | Il I | ||||| |
| -0.5
_1 -
=1.0
_2 -
-1.5 -
-3 4
T T I T I T
10:00 12:00 14:00 16:00 14:35:00 14:45:00 14:55:00

FIGURE 3. Intraday log transaction price returns of SPY on 6 May 2010 (multiplied by a
factor of 100).
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FIGURE 4. Intraday log transaction price returns of SPY on 3 November 2010 (multiplied
by a factor of 100).

Namely, the BPV estimator identifies the signs of the co-jumps wrong due to its
use of the low resolution data (however, note that practically one can also interpret
this finding as the co-jumps tending to have opposite signs at the 5-minute fre-
quency, especially for a market participant who trades at this frequency). A simi-
lar phenomenon is found on November 3, when the PTHY-based estimate has the
second largest value among the period considered here. In fact, the market fluc-
tuated violently on that day due to the Federal Open Market Committee (FOMC)
statement (see Figure 4). Interestingly, from the right panels of Figures 3—4 the
relative contribution of jumps to the total variation on November 3 looks larger
than that on May 6. In fact, when we compute the relative contribution of the sum
of co-jumps to the entire quadratic covariation i.e., >, -; AZSl AZ?/[Z] .20
using our estimator, we get the values 0.13 on May 6 and 0.19 on November 3,
which supports this observation. We also find some moderate negative co-jumps
in the BPV-based estimates, which are contrary to the economic intuition. These
findings suggest the potential usefulness of our new method for empirical studies.
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APPENDIX

A.1. Proof of Theorem 2.1

First note that for the proof we can use a localization procedure, and which allows us to

systematically replace the conditions [C1], [C2], and [N?] by the following strengthened
version:

[SC1] There is a positive constant K such that n—1 N/" < K forall n and 1.

[SC2] [C2] holds, and (AlY, (A2), (AlY, (A2) and [V, W] for each V,W = X!, X2,
X 1, X 2 are bounded.

[SN&] ([ 1zI" Q¢(dz))ser, is a bounded process.

We need a modification of sampling times as follows. We write 7, = n=<. Next, let
vy, = inf{t|r, (t) > r,}, and define a sequence (§i)ieZ+ sequentially by Si=81if ST < vy,
otherwise S' = $'=! 4 7, Then, (§i) is obviously a sequence of F(O)—stopping times satis-
fying (4) and supiEN(gi —§i=1) < 7,. Furthermore, for any 7 > 0 we have P ( U; N #*
si /\t}) < P(vy <1t) = 0as n — oo by (5). By replacing (S") with (7/), we can con-
struct a sequence (T/) in a similar manner. This argument implies that we may also assume

that
sup (S = s~ vsup (17 = T771) < 7, (A1)
ieN jeN

by an appropriate localization procedure.

Now we start the main body of the proof. Throughout the discussions, for (random)
sequences (x;) and (y,), X, < y, means that there exists a (nonrandom) constant C €
[0, 00) such that x,, < Cy, for large n. At the beginning, we remark some elementary
properties of refresh times.

PROPOSITION A.1.1. The following statements are true.

(a) Skv Tk = gk for every k.
b S <TH=(<j)and S >T)y= (i > j) foralli, ].
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Proof.

(a) Obvious.
(b) Since T/ < R/ < §J+1, (§i < fj) implies S < SJ*! hencei < Jj. Consequently,
we obtain the former statement. By symmetry we also obtain the latter statement.

Set ' = 8%, §i*kny and JJ = [T/, T/ *n). Since (I' N JJ £ @) = (li — j| < kn) by
Proposition A.1.1(b), for any i, j € Z it holds that

OO _ . OO _ .
> KU <2ky+1, > KY <2k, +1 (A.2)
j=0 i=0

Next we introduce some notation. For processes V and W, V e W denotes the integral
(either stochastic or ordinary) of V with respect to W. For any semimartingale V and
any (random) interval /, we define the processes V (I); and I; by V(I); = fot 17(s—)dVy

and Iy =1 1 (1) respectively. Moreover, for u € {g,g’} define the processes V, (f)i and

Vo (J)! by
i kn_l X . k,,—l )
Vu@i =D vy, V(D] =D vty
p=1 qg=1

where u?, =u(p/kn).

Define the processes ¢l and ¢2 by Q%,l = —ki” o‘;lgslpl{gpq} and Cfltz =
—é Z;‘;lg%q l{fq <1 respectively. Then @2 and ¢2 are obviously purely discontinu-
ous locally square-integrable martingales on B if [C2] holds (note that both (§i) and
(fj) are F(O)—stopping times). We also define the processes om!, 92, A!, and A2 by

=~ (00 0) oM M2 = A2 T e M2 Al = — YR (550 D) e !

and 22 = — Y2 (%0 | j) e A%, Then, set ' = &+ +-21 for 1 = 1,2.
For any semimartingales V, W and any u,v € {g, g’}, set

1 P I
W Z V(@) Wy (j){ Ktl/ ,
VHY )™ o1 RV G, )<t

Hu,v(va W);I =

where RV (i, j) = Sitkn v T+kn and IZ,U = l{l_i(t)ﬂ.]_j(t);éﬂ} (recall that 7(¢) denotes
1 N[0, ¢) for arandom interval / and a time 7). Then we can prove the following lemma:

LEMMA A.1.1. Suppose that [SC1]-[SC2], [SNZ] and (A.1) are satisfied. Then we have

sup P/H\Y(XI,X2)"—H[g]n =0p(n~7)

0<s<t

for any t > 0 as n — oo, where H[g]" = Hg,g(Xl,Xz)” —|—Hg,g/(X1,le)” +
Hyr o (U, X2+ Hyr o (U, 84" and y =& —1/2.
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Proof. We decompose the target quantity as

PHY (xl,xz): —Hlg]"

_ 1 <l ig2 J pij
~ (wHYkn)? i:()%:jzox OX ) &
RY(i,j)<s
+ Y X@ X {maey- @) (i) R
i,j>1RY(i,j)<s q=0

kn—1 o
+ > > {knA(g)Z —(g/);}ul (ﬁ'ﬂ?)s X2 (7) kY
i,j>1,RV(i,j)<s L p=0

where A (g)}’, =g - gg. First, Proposition A.1.1, the Schwarz inequality, [SC2], [SN;]

n
p+1
and (A.1) imply that E[supgs<; |Al) <7 = O(n™7). Next, the Lipschitz continuity of
¢/, [SC2], [SN}], and (A.1) yield

fn—1 2

E|| X {kd @l — (&), )2 (749) | 1Fpimin | Ski '
q=0

uniformly in j. On the other hand, [SC2], [SN}], and (A.1) imply that E[|X' @)'|?
| F S"—‘] < kpip uniformly in i. Therefore, by Proposition A.1.1, the Schwarz inequality
and [SC1] we obtain

E| sup
0<s<t

Similarly, it can also be shown that E| supg <, ‘AE H = O(n™7), and thus we complete
the proof. |

AZ

s

B M R B
li—jl<kn

According to the above lemma, we need to analyze the asymptotic property of the quan-
tity H[g]". For this purpose, we define the processes L, (V, W)" and M, , (V, W)"* by

Luo(VoW)T =V (T) o (77) + W0 (37)_eVa(Z').
1 T ..

m Z K,lj Lu,z) v, W);J 5
HY e = LRV )<t

Mu,n(v’ W)? =

and set M(1)" = Mg ¢ (X!, X2)", M(2)" = My o (U1, 42)", M(3)" =M, (X!, 42)",
and M(4)" =M,/ , (111 X 2)". Then we obtain the following result:

https://doi.org/10.1017/50266466614000954 Published online by Cambridge University Press


https://doi.org/10.1017/S0266466614000954

574 YUTA KOIKE

LEMMA A.1.2. Suppose that (A.1) and [SC1]-[SC2], [SN;] are satisfied. Then

(@) sup |Hg (X', X3! —MO)? - [x", X?],|=0p(n"7),
0<s<t
() sup [Hg o (U842 —MQ)! | = 0p(n~7),
0<s<t
© sup |[Hy o (X' 02) —M@)!|=0p(n77),
0<s<t
) sup |Hg o (U, X3! —M@)?2| = 0,(n~7)
0<s<t X

foranyt > 0asn— oo.

Proof. Let (V,u) € {(X', ), ¢!, ")} and (W,v) € {(X?, g), (12, ¢")}. Since integra-
tion by parts yields Vi, (Z)' Wy (7)” = Lu,o (V, W) + [V @)", Wy (T)7 1, we have

Hyo (V, W) =M, (V, W)+ ———— Vi@, Wo (D) 1KY . (A3
2 (V, W), 2V, W), (wﬂykn)?,z V@), Wo ()] (A3)

i,j2 LRV (i, j)<s

Since
. . kn_l . .
W@ Wo (Dl = > upo (TP T ) o v, Wi,
P,q=0

i+ky—1 j+k,—1

= > > b ol (0T e[V, Wi,
p=i  q=i

the second term of the right hand of (A.3) is equal to

oo
1 P q

= gii | (77 7
e > > > vp K| AT e[V, W

P.q=1 i=(p—kn+D)V1j=(g—kn+1)V1
SptlyTat! <s

Since K =1 on {TP(s) N J4(s) # 0}, we have

q

! 4 n n ol 1 1 1
2. 2 2 ks =(/0 ”(x)dX)(/o v(x)dx)+0(kn )

i=(p—kn+1)V1j=(g—kn+1)V1

on {17 (s)N J4(s) # @} uniformly in p,q > k. Since (I 7)o [V, W] = Lo (N T (0)20)
(@]Af) o[V, W]and fol g (x)dx = g(1) — g(0) =0, (A.3) implies that (b)—(d) holds true.

Moreover, by using [C2], (A.1) and the fact that y gy = fol g(x)dx, (a) also follows from
(A.3). n

We also remark the following result:

LEMMA A.1.3. Let V,W be two semimartingales and u,v € {g,g'}. Then, IEff
iu,u(V, W) = KY ol_,u,n(V, W) forany i, j € Z4 and any t € Ry.
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Proof. By integration by parts we have
K;] qu,u(vs W) = [zl_] ° Zu,n(v’ W) +Z4M,1)(Vs W)—e k;] + [kij, Ztu,z)(V, W)lt,

hence it is sufficient to show that Ly, , (V, W)_ e I?tij =[KY,Ly»(V,W)), =0. I?tij isa
step function starting from 0 at # = 0 and jumps to +1 at ¢ ;_Rv(i,j) when I' N JJ £,
where RV (i, j) :;S\i v T, for K,/ can be rewﬁtten as K,/ = kifl(RV(,-)j)’oo) (t). So,
L_‘M,l)(vs W)— b E;j = Zu,v(va W)RV(i,j)/\t—k;] and [kij, Zu,v(vs W)]t = k;lj Aiu,l}
(V. W)Rv(i,jyar- However, Luy(V,W), =0 for t < RV (i, j) by its definition. This
implies that Ly, (V, W) does not jump at RV (i, ). u

Proof of Theorem 2.1. By a localization procedure, we may assume that [SC1]-[SC2],
[SN}] and (A.1) hold true.

According to Lemma A.1.1-A.1.2, it suffices to prove M(k)" 2P0 as n — oo for
k=1,2,3,4. Moreover, in the light of Lemma A.1.3 it suffices to show that

sip | > KL W@ e} | =0p ), )
0<s<t|. . — . . S

i,j>21,RV (i, j)<s
sup > kWL en@] | =0, (A.5)
0<s<t|. . — .. S

i,j>1,RY(i,j)<s

as n — oo for any (V,u) e (M',g). (€', g), (M, ¢). (A1, ). @1, ). (W.0) €
{(M?,9). (€%, 8)), (M2, "), (A%, ). (A%, ¢")} and 1 > 0.

Consider (A.4). First we assume that (W, 0) € {(M2, g), (M2, ¢), (€2, g’)}. We decom-
pose the target quantity as

> R en@Lewn V]

i,j>1,RV(i,j)<s

o
“{I>- > R o[ Vu@L e Wo(J)| =B} +B.
— S
Lj=1 i, j>1,RV(i,j)>s

First we prove supg<<; |IB§;| = op(k,zl). Suppose that W e {(Mz,g),(fmz,g’)}. Then,
W is a locally square-integrable martingale with the predictable quadratic variation [W].
Therefore, B! is also a locally square-integrable martingale and thus it suffices to prove
(B); = 0 (k). Since (W (T)7, Wy (T) Ve = 0if |j = j'| > kn, we have

T
(B'); = > KYRYV@LVu@L o (W (D), Wi (D) s
i1, = |<kn
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Therefore, the Kunita—Watanabe inequality, Proposition A.1.1, [SC1]-[SC2], [SN;], and

(A.1) yield
2
El@y]s > E| s (RGO @)
Joiii=iNske | OS5
_ o2
Skiknin D E|:sup Vu(@): :|,<Vk2~knfn
ivjilimjl<k,  LOSSSE

and thus (Bl )t =o0p (k;‘) because ¢’ > 1/2. On the other hand, if W = ¢2, then for each
0@ e QO W(w(o), -) is a locally square-integrable martingale with respect to the fil-
tration F(!) under the probability measure Q(a)(o), dw(l)) with the predictable quadratic

N 2 0 .
variation k;, Zj:T i (@0 <. Y5 (@) (a)( )). Therefore, we can adopt an argument similar
to the above and prove (IB%1 )t =o0p (kﬁ).

Next we prove supg<s<; |IB%%| =op (k,zl) Since 16;7 =0ifS'vT/ >sor |i — j|>kn, the
Schwarz inequality yields

sup 1B Sk | 30 |RY o 7@ 00TV |

O<s<t i,j

Moreover, an argument similar to the above implies that supy< <, Zi, j K l_’ ° {\_/u (/I\)i_ °
Wv(j)j}s|2 = OP(k,zl - knin), hence we obtain supy,<; |]B%| = Op(k% k) =
op (kﬁ) because ¢/ > 1/2. Consequently, we have shown (A.4) in the case that (W,v) €
(M2, ), M2, &), (€%, ). b

Next we assume that (W, v) € {(A2, g), (%2, g")}. Then, [SC1]-{SC2], [SN;], (A.1), and
the Schwarz inequality yield

E| sup > KL V@Lew, (Y]

<5< = s
=St i>1.RV (i j)<s

1/2 - 271 1/2
_ o2 1 P
Sk yE| D sup V(@) E|D [ D177 )
; 0<s<t I 4=0
Skn -k - k3n = k2 knin,
hence we obtain (A.4) because ¢’ > 1/2.
By symmetry we can also prove (A.5), and thus we complete the proof. n

A.2. Proof of Theorem 2.2

First, we note that the condition [C2] is implied by [A3] and [AS]. Moreover, [C1] holds
true under the assumptions of Theorem 2.2 (see Remark 2.7(i)). In addition, we may as-
sume (A.1) by the same argument as in the previous section. Consequently, the lemmas
proved in the previous section can be used in this section.
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Then, in the light of Lemma A.1.1-A.1.2 we focus on the process My ,(V, W)". We
replace it by a more tractable one. Define the process My , (V, W)" by

| R .
Mu’v(V, W);l = m Z K!_j .Lu,u(va W);j
i,J

=1
LEMMA A.2.1. Under the assumptions of Theorem 2.2, n1/4{Mu’v(V, Wyt —

M, (V, W)"} 2P 0asn — oo for any V € {Xl,ill}, W e {Xz,ilz} and any u,v €
{g.8').

Proof. Fixat > 0. Since K/ =0if S'vT/ > s or |i — j| > kn, Lemma A.1.3 and the
Holder inequality yield

1/4
- 4

sup |Mu,v (V, W)? - ML[,I)(Vs W);l| s kn_2 : k3/2 z sup Lu,n(vs W).lrj

Oss=t ipjili—jl <k, 0S5 =1
_ 4
By [A3], [AS], [Ng], and (A.1) we obtain 3>; ;i i<k, SUPo<s</ |Luw (V. W)Y | =
Op (k3 (kn7n)?), hence
3 (g1

sup |MLI,I)(V> W)_ryl _Mu,z)(V, W)?| = Op((knfn)3/4) = 0[7 (” * (é 2))
0<s<t
Since ¢’ > 1% by [A4], the proof is completed. u

Since My, (V, W)" has a similar structure to the estimation error process of the
Hayashi—Yoshida estimator (see equation (3.2) of Hayashi and Yoshida, 2011), we can
apply arguments mimicking those in Hayashi and Yoshida (2011) for the proof. For exam-
ple, the following result can be obtained in such a manner:

LEMMA A.2.2. Letu,v € {g, g’'}. Under the assumptions of Theorem 2.2, it holds that
@ n'4 M, (A, W) 2D 0asn — oo for A e (AL, A1} and W e (X2, 42},

) nV/4*My, (V, A" 25 0asn — oo for Ve (X1, 41} and A € {A2,%2).

Proof. Since M, (A, W)" and M, ,(V, A)" have similar structures to the estimation

error process of the Hayashi—Yoshida estimator, we can adopt an argument mimicking the
proof of Lemma 13.1-13.2 in Hayashi and Yoshida (2011). This completes the proof. H

The above lemma tells us that we can replace 22=1 M(k)" by M" := 22:1 M(k)",
where M(1)" = Mg (M', M?)", M(2)" = My (¢! + !, €2 + m2)", M(3)" =
M, (M, €2 +9%)", and M(4)" = My (¢! + M1, M?)". Since M" is a locally
square-integrable martingale, it is more tractable. In fact, we can apply a simplified mar-
tingale version of the stable central limit theorem from Jacod (1997) to it as follows:

Proof of Theorem 2.2.

(a) AccoLding to Lemma A.1.1-A.1.2 and A.2.1-A.2.2, it suffices to show that
nl/AMn —ds JowsdWs as n — oo.
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We apply Theorem 2-2 from Jacod (1997). The above stable convergence is implied by
the following three conditions:

- t
<n1/4M");—>p/O w2ds, (A.6)
(n!/4M", N) =7 0, (A7)
> In'/*AMI|* P 0 (A.8)
s:0<s<t

for any + € R4 and any F-square-integrable martingale N.
First we prove (A.6). The bi-linearity of predictable quadratic variations yields

(n'/AM"); = /n Z (M(k)", M()")
k,l=1

Consider (M(1)", M(1)");. Since M(1)" has a similar structure to the estimation error
process of the Hayashi—Yoshida estimator, we can adopt an argument mimicking the proof
of Proposition 5.1 in Hayashi and Yoshida (2011). Consequently, we obtain

<M(1)",M(1)"

> @R (M@ D (U D D)
(‘//HYkn)4ljl g [< >

o e
+ (M@ DTy @D D) +op (1),
t
Moreover, noting that it can be shown that
2 ¢ : a-r 1/2
sup k2 > 2. gy K- Wg’g(T) = 0pn™'%)
PAPAZkn | i (p—ky+ )V j=(g—kn+1)V1 n
due to Proposition A.1.1, a simple computation yields
\ A Y n 1 — q—p 2
M MO = —— 3 vee |
YHY p.g=1 "
x { AP AMP) T+ (i MBIy (M M) (T, )
+op(n172).
Then, by using [A2]-[A4] and (9) it can be shown that

(M(1)", M(l)"

2
Z ng( . ) X n D xt, XAy xt, X2,
‘/’Hqu 1 n

+op(n1?)
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p=2 & N2 )
— 2> Z‘m( o ) {[X Vet XV + (1X 1 X211 }

WHYp 1| ¢
2
% (Ghpt) V1< Fop@™")
! 2
—n—‘/zex/o {[X‘];[XZ];+([X‘,X2]) }Gsds—}—op(n_l/z),

hence we obtain /7 (M(1)", M(1)"); —? 0k fé {[X]]Q[Xz]g + ([X],Xz])z}GSds. Ina

similar manner we can also show that M), M) =P 0 (k=2,3,4), V/n(M(Q2)",
M@)™"y; —P0(=3,4) and

_ ~ ot 2] 1
Vr(M(@2)",MQ2)"), >P 9‘%/0 [\P‘§1\P§2+(\P§2XS) ]G—Sds,
t
MG, MGY" ) P 0~ 1% / X, w! s,
0
t
SR M@, P 0~ 1% / W2(x2Y ds,
0
t
Yn(M@3)", M(4)"); —»P 0—%/ (x!, X2 w12y ds
0

as n — 0o. Consequently, (A.6) holds true.

Next we prove (A.7). Let AV be the set of all F-square-integrable martingales satisfying
(A.7). Then, N is a closed subspace of the Hilbert space M5 of all F-square-integrable
martingales due to (A.6) and the Kunita—Watanabe inequality, hence it suffices to show that
N is total in Ms.

Since (11) is satisfied for f = [X'1,[X2] and [X', X21 by [A3], Lemma A.2.2 yields
M, M? € N. On the other hand, if N is an F(O)-square integrable martingale orthogonal
to (M1, M2), then obviously (M",N); =0,sothat N e " Consequently, N includes the
set N0 of all F(O)-square integrable martingales. Moreover, it can also be shown that A/
includes the set V! of all F(l)-square integrable martingales by an argument similar to the
Step (5) of the proof of Lemma 5.7 in Jacod et al. (2009). Consequently, N is total in M,
because so is NOUNT.

Finally we prove (A.8). Since equation [-4.36 in Jacod and Shiryaev (2003) yields

AM = RYXNDEAE (D] + R XD AEL @)
; (WHYkn)ZZ{ (ANCARH I
where Xl(f)i. = Xé(f)g +éi,/ (f)g and )_(2(:7\){; = )_(z, (f){ +@§, (f)!;, it suffices to prove
that

4
k8 > ZK”X (I)’Ae2 Dl = ro,
n0<s<t|i,j

4

k8 > ZK”XZ(J)M@ @il - 7o (A.9)

n0<s<t|i,j
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as n — oo for any # > 0. Since

el @i AG2 (7
D KIXI @A, (s =1 Zcm {Tq_s}z Z @ RL X\ DL,
ij i=1j=(g—ky,+1)Vv1

we have

4

= DRI @A (D

n0<s<t|i,j

1
5,%'&2( )Z Z @ KL XD, | 1igyay

q=1 i=1j=(g—k,+1)V1
= Op(nky 8 -k - nkS (knn)) = 0p (1)

by [C1], [C2], [Ng], and [A4]. Consequently, we have proved the first equation of (A.9).
By symmetry we also obtain the second equation of (A.9), hence we complete the proof.

(b) Similar to the proof of (a).

A.3. Proof of Theorem 3.1

Exactly as in Section A.1, we may assume that [SC1]-[SC2], [SN;], and (A.1) are satisfied.
Similarly, we may strengthen the condition [F] as follows:

[SF] We have [F] and there is a positive constant B such that

B~L < inf |yl|<sup |yl < B A.10
keNIVkI,keglykl ( )

foreach/ =1, 2.
Next we introduce the following strengthened version of the condition [T]:
[ST] Foreachl=1,2 we have QL )= a,l1 (t)pn, where (p;),en is the same one as in [T]

and (a L (t))neN 1s a sequence of (not necessarily adapted) positive-valued stochastic
processes such that there exists a positive constant K satisfying

1
— < inf ! ()< sup ay, (t)<K(), n=12,....
Ko reRy teRy

LEMMA A.3.1. Let (ci) be a sequence of positive numbers. If we have
ucp

Y PTHY(Z', 25" = PHY (X', X"} 250 as n—> oo (A.11)

under the condition [ST], then we have also (A.11) under the condition [T].
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Proof. Let # > 0 and k € N. Suppose that [T] holds. Then, for an arbitrary ¢ > 0, there
exists a positive number K such that

sup P sup a,ﬁ(s)zK <& and sup P sup [1/a£l(s)]2K <eg, [=1,2.
neN  \o<s<R! neN  \o<s<R!

Hence for any # > 0 we have
P(¥"(1) > 1) < P(R} ARZ <1)

1
+4e+ P \IJ"(I/\R%/\R/%) > 7, max sup af,(s)v sup —— | < K1,
le{l, 05s<R,’€ 0§s<R,]€ oy (s)

where W' (1) := supy<s<; c,TllP/TI?Y(Zl,Zz)? - ﬁ-I\Y(Xl,Xz)?L Therefore, by the
assumption we obtain

limsup P (" (1) > n) < P(R,l A R,% <t)+4e.

n—00

Since ¢ is arbitrary, we can replace ¢ in the above inequality with 0. Finally, with k tending
to 0, we obtain the desired result. |

Now we introduce some notation and prove some lemmas which we will also use later.

Set

. kn—1 . o kn—1 ..

V@D =—n D ApVUI™P)y, V(D] ==V D AV,
p=0 q=0

foreacht € Ry andi, j € Z4. The following lemma is an analog to Lemma 2.1 of Mancini
and Gobbi (2012):

LEMMA A.3.2. Suppose that [SC1]-[SC2] and (A.1) are satisfied. Then there exists a
positive constant L such that

b aliay Palia)
lim sup sup & <L, lim sup sup & <L, (A.12)
n=09 ieN  [2ky iy log & n=09 ieN [k 7y log -

$2(7)i X2(7)i
lim sup sup XTIl _ L limsup sup XTIl L (A.13)

100 ieN | [2kyylog = 00 ieN | [k, log &

a.s. foranyt > 0.

Proof. First, note that by [SC2] there exists a constant ¢y > 0 such that supp <,
X751+ supg<s<; I[X 1] < co. We also remark that (A.1) implies that |I7, |IP| < 27,.
Next, combining a representation of a continuous local martingale with Brownian
motion and Lévy’s theorem on the uniform modulus of continuity of Brownian motion,
we obtain a.s.
M} —m)
limsup sup 1My — M, < sup [[X']],
0—40 s,uel0,f] [25log L  O<s<t
|s—u|<o dlog é
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Ml_Ml
limsup sup MS sup (X1}

0—=40 s,ucl0,t] /2510 1 0<s<t
|s—u|<o 0 €5

. ol _ k=1 neyl _ vl n 1 1 _
since X' @)} =~ 57 aep(xk,, —X5 1A} < ligloo and AL

AlAi Ml < ry, we obtain the first inequality in (A.12). Moreover, by the Freedman inequality
(Thm. 1.6 of Freedman, 1975) we have

P (1X' @)1 > V12eqigllocknFn logn)

< 2exp (_ 12¢0 g looknn logn ) <n_2.

22¢coligllocknin + ~/12kn4collgllooin logn) ) ™

Therefore, [SC1] and the Borel-Cantelli lemma as well as |A 1 (f P)s| < i imply that the
second inequality in (A.12).
By symmetry we also obtain (A.13). u

We can strengthen Lemma A.3.2 by a localization if we assume that (A.1) and [SC2]
hold, so that in the remainder of this section we always assume that we have a positive
constant K and a positive integer ng such that

wp X DI@HIX Di@1 | NPDI @1+ XD @]
ieN 2kninlogn jeN 2kninlogn -

forall > 0 and w € Q if n > ng. Moreover, we only consider sufficiently large n such that

K (A.14)

n=ng.
Next, set
I ) k,,—] 5 . kn_l
D =2 Ay D = 2 AW,
p=0 =0

for each i, j € Z4. We denote by E( a conditional expectation given F O je. Eyol-]:=
E[1FO.

LEMMA A.3.3. Suppose [SN?] hold for some r € [2,00). Then there exists a some
positive constant K, independent of n such that

EoliT @< Kok EQliTHTY 1 < Kok "2 (A.15)

foralli,jeZx.

Proof. The Burkholder-Davis—Gundy inequality, Jensen’s inequality and the Lipschitz
continuity of g yield

k=1 r/2

Elic' @IS Eo | 1 D0 1AG)5ck ., 1P
p=0

kn

2—1 —r/2
<k27 Y Eo[In@ick, 1] Sk
p=0
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hence we obtain the first inequality of (A.15). By symmetry we also obtain the
second one. |
Recall that I' = [S?, Sit+kn), Jj = [TJ,T/+kn) and RV (i, j) = Si+kn v TJ+hkn,

LEMMA A.3.4. Let c be a positive number. Suppose [SC2] and [SF] hold. Suppose also
[SN?] holds for some r € (2,00). Then for all t > 0 we have

(o)

S P(C @ 1 ze N I #£0,5% <1) >0,

i=1

ZP(IZZ(J)JI > ¢, N2(J7); #0, T Fhn sr)—>0 (A.16)
j=1

asn — oQ.

. 1 = -2 .
Proof. Lemma A.3.3 yields Eo[IC' @) 1" 1y 171y, o)) S ka1t 7y, o) umiformly

ini.Since Nl isa point process, we obtain

oo
> P (T @ 1= e N A 20,57 <1 FO)
i=1
—r/2

1 — =1 2 1
< CTZEO[IC (I)l|r1{N1(ii)t¢()}] S kn Nt15
i=1

and thus we obtain the first equation of (A.16) since r > 2 and k; — 0o as n — c0. By
symmetry we also obtain the second equation of (A.16), and thus we complete the proof
of lemma.

Proof of Theorem 3.1. By a localization procedure, we may replace the conditions [F],
[C1]-[C2], and [N?] with [SF], [SC1]-[SC2] and [SN?] respectively. Moreover, we can
also replace the condition [T] with [ST] by Lemma A.3.1, while (5) can be replaced with
(A.1) due to the same argument as in Section A.1.

We decompose the target quantity as

PTHY(Z', 2% - PHY (X!, X?)"
1 P
-—— (- X @)X (T K1
(wHYkn)? ( . —VZ.: . ? )
iL,j:RY (i, j)<t
+ > [P'@XG +X @ DD +D' @D ]

i,j:RY (i, j)<t

1Z' @) 2> o iIIZ () 12> 02111}

x KU1 _y 0~
1Z' @y |25Q,£[i],|22(3)-/|25Q%[j]})
=: T, + 1T, + ITI; + 1V,

I N
where Dy :=3>" 'y foreachl=1,2.
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First consider 1. By the Schwarz inequality and (A.2), we have

172
ol =0 =i
sup || < ———— X' @ RPRU1 _y
0<sgl| sh= (waykn)? | Z @] (1Z' @) P> ollil)
- iL,j:RY (i, j)<t
12
-2 A~ 2 =i
x X2 (7 PRI —y
_Z XAT) 1Z(D)I P>a21)
LR ()<t
172
< — X @)1 o -
~ ,AZ XD 2 @yips g
i:8i+kn <t
172

<1 > XK@

g (1Z° GV P>a31i)
J: "=

. <l = .
Consider 3, ik, o, X (2)' 121 . We decompose it as

> K@i
i:Sithn <¢
= > X@P
i:Sithn <

= Al,t + A2,t~

1Z' @y P> olli)

1Z' @)= ohiin)

1 oor I _
({IXI(I)I|2>Q,1,[i],N1(1’)r=0} {|Z‘(I>'|2>g},[i],zv1(1’)t¢0})

On {|i1(f)"|2 > Q,]l[i],fS’\i"'k" <t} we have

o~ 1 o~ PN PNy 1 2kyrplogn
@D =X D'N=1X" D= 1X Dyl > /pu| —= —2K | ———
@ 1) D), D), Pn m on
by [ST] and (A.14). Hence by (18) we have
il o~ 2
A, < X @D~y
b= AZ DT @y ko)
i:Sitkn <¢
r r=2
4Kp\ 2 ] o~ 4Ko\ 2 1o~
< 2( ) > IX'DiRle (I)'|r+2(—) > @Y.
Pn S Pn L
i:Sitkn <t i:Sitkn <t

r=2 —1 ~
and thus (18) and (A.14) imply that A1 ; < (pn)™ 2 2, Gtk <4 ICI (2)'|". Hence Lemma
A.3.3 and [SC1] yield -

_ _r=2
E[A1 1 S nky Y knpn)™ 2 (A17)

On the other hand, since |17 (1)| < ky7, — 0 and N lisa point process, pathwise for suffi-
ciently large n there exists a some index k(i) € N for each i such that D! Dy = ()N 1
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(1);. Hence by (A.10) we have |D'(@)i| = B~ on (|Z' @) < o}li], N (I'), #0,
Sithn < t} for each i pathwise for sufficiently large n. Moreover, on {|21 (f)i 12 < Q,ll[i],
|Dl(’I\)§| > B_1,§i+k" <t} we have

@)1= 1D @i -12' @) |- 1X' D)1 - 1X' D)
> B~ /ol li1-1X D1 - 1X D).

hence by (A.14) as. for sufficiently large n we have Ay; < > . .%itw, <I|X1 (f)i|2
1“21 @) 1> 1/2B.N1 (Ti),£0)" Therefore Lemma A.3.4 yields

—1 _r=2
Ay =0p (nk,, (knpn)~"2 ) (A.18)

; N L2 -
By (A.17) and (A.18) we obtain Zi:S,Jrk”St X (D) I{Ifl(f)i|2>g},[i]} = 017(

_r=2 . 25

7 S S L 21—y
(knpn) ), and by syzmmetry we also obtain .71k, <t [X“(T)/| 1{|Zz(j)f|2>gg[j]}
= 0p (nkn_l(k,,pn)_rT). Consequently, by (7) we have supy<,<; |Ls| = 0,,((11_1/2

=2
Pn 1) 2 )
Next consider IL. Since D! (f); =0on {N! (I'); = 0}, we have

1 R, L P

IL=——=> > D@ZWJYK

© (yavk))?

—1 s =2 5 = s
- 1Z (@) P<oplilIZ (T P<e2ljlL,N U7, #0)
i,j€L+ RV (i,j)<t

and thus an argument similar to the proof of (A.18) yield supg<s<; |1ls| = op (n=U%).
Similarly we can show supg<,<, |IILs| = 0, (n~!/4) and supgy; [IVy| = 0p(n~1/4).
Consequently, we complete the proof of Theorem 3.1. n

A.4. Proof of Theorem 3.4

Exactly as in the previous section, we can use a localization procedure for the proof, and
which allows us to systematically replace the conditions [A4], [A6], and [Kz] by the fol-
lowing strengthened versions:

[SA4] ¢V 5 <& and (A.1) holds.

[SA6] There exists a positive constant C such that n H, () < C for every t.

[SKpz] We have [Kg] with E! = E2 =: E and (A!Y, [M'Y, (A!Y, and [M!) (1 = 1,2) are
bounded. Moreover, there is a nonnegative bounded measurable function y on E
such that

sup |(5l(a),t,x)| < y(x) and / w(x)ﬂFl(dx) <00, l=1,2.
weQ,teRy E

Next, an argument similar to the one in the first part of Section 12 of Hayashi and
Yoshida (2011) allows us to assume that % < ¢ < &' < 1 under [A1]. Furthermore, in the
following we only consider sufficiently large n such that

knin <n T2, (A.19)
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Now we prove some auxiliary results. Let
Nl = 1{|§1|>1}*,ul, L :=x(c5l)*(,ul—vl)‘

First we need the preaveraged versions of some lemmas in Section 7 of Koike (2013). For
processes V and W, V e W denotes the integral (either stochastic or ordinary) of V' with
respect to W.

LEMMA A.4.1. Suppose [Al], [SA4], [SA6], and [SK,] hold. Suppose also that [SN?]
holds for some r € (2,00). Then for any t > 0 and any g € [0, 2] we have

L'@ier — - _ =0,(1),
_g.%:q' @] 1Z' @) P<o) il N1 (17,0} p()
51 Thkn <

72(7y 14 _

L 1o o =0,01 A.20
,-~ij+an <l| D2 Gye<avadn = 0 (4-20)
asn — oQ.

Proof. For sufficiently large n we have |L_)(f)f| > 1 on {N!(I%); 0}, hence
— o~ 71 o~ - A r 71 o~ — o~ P
IL'Di+1C D' 2 1DD - 1Z @' —1X' Dl - 1X' Dl > 172
on {|f1 (/I\)"|2 < g,% [i], Nl(l_i), # 0}. Therefore, we obtain

> L@

i:Sithn <

o0

71 F\ig ~ . 2—q Leriy 7172

- Azk L7 YE @is1/an @0y T4 ZON (ko
i:Sitkn <t i=

=I+IL

(1Z' @y <ol il N (7,0}

Lemma A.3.4 yields I = Op(1). On the other hand, since N l'and L! have no common
jump, It6’s formula yields

NYIYL @D P =IL'" D P I e N +2N (I L' @) o L' @) + N'(I") - o [L' @)1,

and thus we obtain EINY (D)LY @2 = ENL'@) 21 « AN+ EINY(IT)— o
<Ll (Z)")+] by the optional sampling theorem, where Al is the compensator of N 1 Since
PN kn—1 j kn—1 j
Al =1y vl and (L@ =300 en (127 e L) = S0 et [T i@ 1w,
by [SK;], [A1] and the optional sampling theorem we have
. . t _ R kn—1 o . .
EIN'IOIL @IS [ ENE @RI Y[R G
p=1

t 3 . k"_l t . .
=/ E[L'@))s[1ds + /E[Al(ﬂ)sf}*”]ds,
0 0
p=1
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and thus again [SK>] and the representations of Al and (L1 (f)i ) yield

kn— kn—1
EIN' (I L' D11 S Z / EIL P\ onds = > ENTTP @I ()11,
p=1
kn—1

Since [SAG] implies 3772, 377 (TP ()T (1)] S k2~ < 1, we obtain 1L = 0 (1),
which completes the proof of the first equation of (A.20). Similarly we can prove the
second equation of (A.20). u

Let pp(e) = Zl 1 f{q/<8 y/(x)pFl(dx) for each p € [f, 0). The following lemma is
the same one as Lemma 9 of Koike (2013), and will be useful to prove the lemmas below.

LEMMA A.4.2. Suppose [SKg] for some f € [0,2]. Let p be a positive number and
(pn) be a sequence of positive numbers which tends to 0. Then there exists a sequence of
numbers &, € [0, 1] such that

limsup (p, 'z3) " pp(en) < 1 (A.21)
n— oo

and

pp(en) = 0, VPu/en =0 (A.22)
asn — oQ.

Proof. The strategy of the proof is the same as the one in the proof of Lemma 7.4 of
Barndorff-Nielsen, Graversen, Jacod, Podolskij, and Shephard (2006). Let

ay, :=sup{y € (0, o)y pg(yy/pn) < 1}, an =1V (a;, —n_l).

Since pg(e) = 0as & — 0, for any C > 0 there exists a positive number &g such that ¢ < &g
implies g4 (¢) < C™P. Moreover, since p, — 0 as n — oo, there exists a positive integer
such that n > ng implies p, < g%/Cz, hence C?¢p(C/pn) < 1. Therefore we have a, —

00, hence a, — o0o. Furthermore, for sufficiently large n a,, < aj,, hence af ?p (an/pn) <
1. Therefore, if we put €, := an/pn A 1, we obtain (A.21) and /pn/en — 0. Moreover,

since g (en) < @plany/pn) < a, P — 0, we complete the proof. n

We introduce some auxiliary notation. We introduce an auxiliary sequence (&) of num-
bers in [0, 1] such that

v/Pn (A.23)

limsup ~— < o0,
n—0 ¢n

and we set E,, := {x eE | w(x) > sn}. We will more specify the sequence (e;) later. Fur-
thermore, we put

D! zzk/(él)*lul, x! = Al 4 M, vl=x!+ D!, N :=1E,,*ﬂls
&= x @)1 gex(u! =0 —x(@)1g, v, B =@ gex(uf =01
0 =k ()1, *v!
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foreach/ =1,2 and

1 _ yl 1 2 _y2 2 1 _yl 1 2 _y2 2
Xg=Xg+Ug, X5, =X1,+Uz;, Yu=Yu+Ug, Y7, =Y, +Us;

foreachi, j e Z.

LEMMA A.4.3. Suppose [SKg] holds for some € [0, 2]. Then for any t > 0 we have

S NI = 0plhner ). DN = Oplhney ). (A.24)
i=1 j=1

Proof. Since E[ 350, N1(I1),] = X2, EIAN() 1 S &P 50 E[1TF ()] < &7

i=1 i=1
knt, we obtain the first equation of (A.4.3). By symmetry we also obtain the second
one. |

LEMMA A.4.4. Suppose [SKﬁ] holds for some f € [0,2). Then for any t > 0 we have

o0 oo

E|SIR'DIP | Sen Popenthn,  E|DIRDIP| Sen Poplentkn. (A25)

i=1 j=1

Proof. Since EIZV @] = EUED @)1 S paen) E[ZhT T+ ()] and
E[O@) 2 < ey P DrE [|ii (z)|2], we have

00
a1 A 20814, -
E ZISI(I)HZ S o2(en)knt + &5 v )+knrn'knf-

i=1

Since 92 (en) < (en)>Pog(en), (B— 1) < p/2 and kyiy = 0((en)?) by (18) and (A.23),
we obtain the first equation of (A.25). By symmetry we obtain the second equation of
(A.25). u

LEMMA A.4.5. Suppose [ST] and [SK/;] hold for some f € [0,2]. Then for any t > 0
we have

oo
- _ —p/2
Z}l{li](f)§|2>02,5[i]}_Op(k"p" ),
1=
S B2
Z}l{|i2(i>{|2>cg,?’m}:0”("”’)" ) (4.26)
J:

Proof. Combining Lemma A.4.3 with Lemma A.4.4, we obtain

IO 20 al i 2
2 L @ipscalin < 5, ;'2 (Dl +
=

i=1

(o] 2
~ — & —_ —_
S NI £ o 0p(en)en kn+en kn,
n

i=1

hence Lemma A.4.2 with p =1 yields the first equation of (A.26). By symmetry we also
obtain the second one. u
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LEMMA A.4.6. Suppose [ST] and [SK/;] hold for some f € [0,2]. Then for any t > 0
we have

o0
|~ o 1-5/2
ZIL Dl WL @ip<colin = (k”p )

i=1

2 1-4/2
Z'L DIPY 22y et = op (kaon™""%). (A.27)
j=l1

Proof. Since

o0
N o
2 DI 0@ <cotin

i=1

o0 o0
N1 ) . )
< DL @y iy oy + 2L @i 2 By g, N1 (7 0)
i=1 i=1

o0 o0
120
S E £ (I)lt| +Pn E I{Nl([i)ﬁéo}y
i=1 i=1

Lemma A.4.3 and Lemma A.4.4 yield Z?il [L! (f)§|21{|il(f);'|2gg;[i]} =0, ({(sn)zgoﬂ

(en) + pnltknen p ), hence by Lemma A.4.2 with p = 2 we obtain the first equation of
(A.27). By symmetry we also obtain the second equation of (A.27). u

Next we prove some lemmas which deal with the events that the noise part corrects the
effect of small jumps. Let 7, := (k,,pn)_l. Set

kn—1 kel
v @' = Z (Y;w Y;w 1) 72(‘7)] = Z g (Y%W! Y%J“ 1)
p=1 q=1

foreachi,jeZ.

LEMMA A.4.7. Let ¢y and ¢y be two positive numbers. Suppose [ST], [Al], [SA4],

[SA6], and [SKg] hold for some B € [0,2]. Suppose also that [SN;] holds for some r €
(2,00). Then for any t > 0 we have

Y D Pt~ 1 A
Z Y @l {Z' @ p<erollil ¥ @)i2>ca0biin}

i:Sithn <t
2
—0p(1)+0p(nn pnﬁ/ ) (A.28)
Y27 21
'AZ Y ()7 {|Z (D P<e102i1 V(T 12> 202 L1}
JeTitkn <g
2
—Op(1)+op(nn pnﬁ/ ) (A.29)
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Proof. Consider (A.28). We decompose the target quantity as

Y @D o~ 1A
2. V@ (Z' @ P2eroin V' @iP>ca0lli1)

i:Sithn <y

= Y @ P =1~ R _
2. VA (IZ' @R <ciobil ¥V @) 12> c20lli1. N1 (77,0}

i:Si+kn <t
+ > XD
i:Sithn <

=1A1+ A

{1Z' @) P<ciollit X' @) P>ca0) il N (71),=0}

First, since (E0[|Y (I) | ])°°0 is bounded by (A.14), [SKg], and [SN;], Lemma A.4.1
yields Ay ; = O) (1). Next, on {|X (I) 2 > clgn[z]} we have

LD s X @ = 1% @i |- X D) i nl
'fl(f)llzIXI(DII—|X1<I>:|—|X1(I>;|>m(\/fc<>lo—zKW)

by [SA4], [ST], and (A.14). Hence by (18) we have

Ay, < X 171 - A A
2t = z X @) {IL'(I)§I2>Q,5[i],lcl(I)’I2>c‘1pn/4l<o}

i:Sithn <¢

2Ko\ 2 I
§2< 0) Z |X1(I);|2|§ (I)l|r]{|il(f)§|2>czgé[i]}

c W
1Pn it <1

N‘
i8]

+2<c21122) AZ 'El@i'rl{lil(f);'|2>cza,£[i1}’
i:Sithn <
and thus (18) and (A.14) imply that A, S (p,,)_% > §,+kn = |El (f)i|’
By Lemma A.3.3 we obtain EO [A2,] S n k Zz—l
—B/2
obtain (A.28). By symmetry we also obtain (A.29), and thus we complete the proof. n

WL @) p>caollily

{ L@ ol hence Lemma A.4.5 yield Ay ; = op (17,, Pn . Consequently, we

LEMMA A.4.8. Under the assumptions of Lemma A.4.7, for any t > 0 we have

LY -1 - o
‘AZ L@l 1Z' @) P<ollil L D)2 > 40l i)
i:Sitkn <t
4
—Op(1)+op(knnn pnﬁ/ ) (A.30)
2NN
AZ L5 1Z2 (D) P<a2liL (D) P>4021 1)
jiTi+kn <t
4
=0p()+op (kn’Yn Pn ﬂ/) (A.31)
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Proof. Consider (A.30). We decompose the target quantity as

LY'Din 2y -~ o
2, 1L 1Z' @) P<olli L D)2 > 40l i)

i Sitkn <

= L'l 2~ 1~ I
,A.Z | (I)fl( [IE' @)1= ohtil/41Z @ P <ellilIL! @) P>4elli1)
i:Sitkn <t
Tl 3 21114 Y Pen L (B Podpl (i
[iF' @i <ettivaiz @' P elliLIL! @ P>40}1i1)
=By ;+By,.

By the Schwarz inequality we have

By, < LD~ A
s 2 L@ [iE' @ ollin/al L @i p>4e)in}

j:Sitkn <¢
1/2 1/2
717 2 o
= AZ 1Ll 1{|El(f)i|2>g,1l[i]/4} AZ WD @ip>40biin
i:Sitkn <t i:Sitkn <t

[ST] and Lemma A.3.3 yield

o0
712 N < ,~T/2 Pl i2p o=l i
El X LD Gy gy | S0 2 E L @IPEE D]

i:Sithn <t i=1

’”ZEHI ON < 1 k.
i=1
Combining thls with Lemma A.4.5, we obtain By ; = op (kn I1r/ Pn A/ ) On the other
hand, on (1Z' @12 < oMiLIL'@i® > 4ollil) we have [V @) = L' D)l -
|Z‘ (f)il > 4/ Q,ll [/]. Moreover, by (A.14) we have

o 1 o~ A ] oA ~ . 1 2knrplogn
Dl 0> Y (D) |- Xl iy _ iy _ Xl i /Dn ) non ,

on (I7' @12 < 0}1i1/4, IV @) 2 > 01111, S < 1}, and thus (18) yields | D' @)f] > 0,
hence N1 (I' i) # 0. Therefore, we obtain

By, < (A.32)

El ’I\i 1 — = >
Z | ( )tl {lzl(I)I|ZSQJL[1'],NI(1[)I5AO}

i:Sithn <¢

and thus Lemma A 4.1 yields B, ; = Op (1) . Consequently, we obtain (A.30). By symme-
try we also obtain (A.31), and thus we complete the proof. u
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LEMMA A.4.9. Under the assumptions of Lemma A.4.7, for any t > 0 we have

Sl A2 — r/2
AZ 1L @l 1[i‘(f)f|2sa,£li1,|il(f>§|2>4a},|i1} - 0P(1)+0P( nlin ) (A-33)
i:Sitkn <¢
r/2
Ag 2 (j)tl 1|Z (T P<2liLIE2 (D] 12> 402151 O"(IH_O”( nlin ) (A.34)
JiT It <t

Proof. Consider (A.33). We decompose the target quantity as

L' i~ S
> Il (1Z' D' <ollilIL @ P>4eb1i)

i:Sithn <¢

D@D (10, .
2 L@ (' @ >0} 1i1/41Z' @y <o i 1L D] 2> 40 i)

i:Sithn <¢

+1 g~ 1 IRy
{|CI(I)'|ZSQ;11[i]/4,|Zl(I)'|25Q,]1[i],|L'(I)§|2>4Qr|¢[i]})
=T+,

An argument similar to that in the proof of (A.32) yields I'; ; = Op, (1) . On the other hand,
Lemma A.3.3 yields

oo
EN 1S 2 Y E[IL' DI B0l @)11]
i=1

o
2 7i 2
ST WO B
i=1
hence we obtain (A.33). By symmetry we also obtain (A.34), and thus we complete the
proof. u

Let k;j = I{I_f(t)ﬁj_f(z)géﬂ} foreachi,jeZy andt e Ry.

LEMMA A.4.10. Suppose that [A1] and [SA4] are satisfied. Let T be a G stoppmg

time. Then HKT is F3i n7j-measurable for any i, j € Z, provided that H is a gRV( S

measurable random variable.

Proof. Let B = {I_i ()NJI(z) # ﬂ} It is sufficient to show that AN BNC € F, for any

ue]R.,.,whereAegg?( )andC—{S’/\T/ < u}. On B we have R (i, j) — SIATT <

L v T v (§iFKe — 70y v (7K — §T) < Ky, hence RY (i, j) = {RV(i,j) =S A
Tf}—{—S’ T <SIATI + knrn, and thus we have BN C = BﬂCﬁ{Rv(z J) <u+

kn7n}. Since A, Beg(n) ,we have ANBN{RY (i, ])<u+knrn}eg

however.
RV (i,j) ’

u+kyin’

(n) =F i i
- = . C Fu by (A.19). This together with the fact that C € F
Qu+knrn « kn;n_n_g-'—%)-%— u by ( ). This together wi e fact that C € Fy

implies ANBNC € Fy. u
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LEMMA A.4.11. Suppose [SC1]-[SC2], [A1], [SA4], [SA6], [SK5], and [SN;] hold.
Then for any t > 0, there exists a positive constant K independent of both n and (&)

such that
E| sup > 2@ K| | < Kk paGenn 4, (A.35)
OSSR Gy <s |
El sup > E@MAT)RI|| < Kk2VprGenn 4, (A.36)
<s<t

i,j:RY(i,j)<s

E| sup S E@IT) K| | < KiEpalenn5. (A37)

<s< =
0=s=tl; 5 RV (i, j)<s

Proof. First consider (A.35). Since integration by parts and Lemma A.1.3 yield
2 @O RY = [RIE' DL e M2 D] +{RIMADL} o2 @, (a38)
we can decompose the target quantity as
> E @K

i,j:RY (i, j)<s

i,j:RV(i,j)>s
= Al,s+A2,s+A3,s'
First we estimate A . Since Z! (f)’Y = Zk _11 g”“l (I'+P)g and Mz(J)b = Zk"_ll gt
, p q q
Mz(fj“‘q)s,wehave
oo kp—1
As= > > ghehRIE IHP)_TIM e m?
i,j=0p,q=1
00 itha—1j+kn—1 3 ‘
S S g RIRE

i,j=0 p=i+1 g=j+1

o0
= > o(p.g)-E'A")_TLe M,
P.q=1
-1 -1
where v(p,q)s = zf:(p—kn+1)+ Z?=(q—kn+l)+ g;‘ jK . Hence we have
2
o o
=D D 0p.)-ENAP)- | TLe (M),
g=1 [ p=1
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and thus we obtain

2

E[(A Z / v(p,q)sal(ﬂ’)s 77 | as

8

8

Z/ i D(P Ty [|~1(77’) | |]—'(O) ]]

g-1 »
S K292 (en) Z Z > E[RIPOIT 0]
p.q=li= (P kn+1)+j:(q_kn+1)+
5 kﬁ(/’Z(Sn)kn”_l S kﬁ@Z(Sn)”_l/z

by the representation of (M2> and (El ), [A1], (A.2), [SA6], and (7). Combining this with
the Schwarz and Doob inequalities, we conclude that

E[ sup |Al,s|i| < k2o (™4, (A.39)

0<s<t
Similarly we can also show that E [SUP0§sgt |A2’s|] < k,%«/qoz(s,,)n_l/“. Now we esti-

mate A3 . (A.38), the Doob inequality, [A1] and the optional sampling theorem, (A.2) and
[SA6] imply that

E| sup Z|=1(I>SM2(J)J KPP | SoaenE | D RO ()]

O=s=ti j—0 i,j=1
S p2(en)kn. (A.40)
On the other hand, (A.2) also implies
>R <@+ D 1+ D 1| < ket Dha. (A41)

i,j iRV (i,j)>s iSithnsg  jiTithn>g

Therefore, the Schwarz inequality and (7) yield E [supoS s<t 1835 |] SVor(en)kn kn S
k%«/ 0o (en )n_l/ 4, Consequently, we conclude that (A.35) holds. (A.36) can be shown in a
similar manner.

Finally consider (A.37). Define the process 32 by 32 =n~1/2 Z 1 CTJ' (Ti<t) Then
obviously 3, is a purely discontinuous locally square-integrable martingale B and
Ez(j )j = ’3’2(? )j on {Tj the < t}. On the other hand, since =l is quasi-left continu-
ous by Theorem 1-4.2 of J acod and Shiryaev (2003) and for every j Tf is F(©) -predictable
time by [Al], we have AE _.A. =0 for every j. Therefore, we have [E ,32] =0, and thus
we can decompose the target quantity as

> SO =Y (RO RO+ [RFG ]2 D]

i,j:RY(Q,j)<s i,j=0
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+ > EDIDIKY
i,j:RY (i,j)>s
= Tis+Vo s+ 3
due to integration by parts and Lemma A.1.3. First we estimate Y . Since
oo ky—lk,—1
_"‘_ 0 A‘+
Yig=vn >, D> AR 2N @Hr)_JTT e 32
i,j=0 p=1 ¢=0
0o itkp—1j+k,—1
gij =1 (fi Fita 22
=V Y D > e A KIENTTP) T e 3]

i,j=0 p=i+1 gq=j

=iy > v (p.g)-E IP)-TL 3,
p=1qg=0

1 _ii
where v/(p, q)s = Zf:(p—kn+l)+ z;lz(q—k,l+1)+ &y A _; K. We have

(Y105 =D | D0 (p. )7 E P74 (C%,) 70 <sps
q=0 [ p=1
hence we obtain
o0 o0 2
E[[YL ]S DB D 0070 E P70t LFucy
q=0 p=1

o
S E[0 (0.0 E[1E 70 f PTG 7]
0p=1

M

<
Il

00 00 p—1 q L
SoEnd > S > B[R]
q=0p=li=(p—kn+1)4 j=(g—kn+1)+
Soa(enky Shkypa(en)n ™!/

by the optional sampling theorem, the representation of (2!), Lemma A.4.10, the Lips-
chitz continuity of g, (A.2) and (7). Since (Y'y .) is the predictable compensator of [Tl,,],
the above result and the Schwarz and Doob inequalities yield E [sup0555, |T1,S|] <

k,%«/(pz (e)n~1/%. On the other hand, we can show that E [SuPOSsgt 2 ¢ |] <
k%«/ 0o (én)n~1/* in a similar manner to the proof of (A.39). Finally, since

o o
E| sup Z Iél(ﬁﬁéiz(f)fké'lﬁ SZE|: sup |él(/1\)lg|2j|

0<s<1;5= i—o LOss<t

o
Se2E)E | D IO | S 02(en)kn
i=0
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by (A.2) and the Doob inequality, the Schwarz inequality and (A.41) yield
E [SUPOSSQ (13,5 |] < k,%«/goz(sn)n_l/“. Consequently, we obtain (A.37). n

LEMMA A.4.12. Suppose [ST], [Al], [SA4], and [SKﬂ] hold for some f € [0, 2]. Sup-

pose also that [SNE] holds for some r € (2,00). Then for any t > 0 we have

K2 sup | > @MLK | =0, (n—]/4)+op (p,l,_ﬂ/z), (A42)

<S<t|. . 5v,. -
Oss=t i,j:RY (i, j)<s

K2sw | > M@IMDIRY =0y (17 ) o (), (Ad3)

0<s<t

i,j:RV (i, j)<s
_ — P N T _ —B/2
k72 sup > @I K| =0p (n 1/4)+o,, (p,l, pl ) (A.44)
O=S<I; jiRV (i, jy=s

Proof. Define the process Y5 by Ty = > ; JRV (i, j)<s él(f)gMz(j)gkff. If g >1,
the Schwarz inequality, [SKz], and [SA4] yield -

0 .
E[ sup mq <E| > KY6'@iM* ()]

0<s<t

i,j=1
- 12 - 12
<1E| > KU16'@)iP E| > BRI P
i,j=1 i,j=1
- —(p-1)/2
=0 ((kn”n)l/zpn -0/ ) P
. 1-4/2 .
hence we obtain supg<; <, | Ys| =0p (pn ) If § < 1, we decompose the target quantity
as
Ts= Z {@l(f)é_él(f)é}Mz(j)jkijol,s'f'Tls,

i,j:RV(i,j)<s
where ©! = K(él)*vl and @! = K(él)l(El)c*vl. Then, by [SA6] and an argument similar
to the above, we can show supg<s<; |2 5| = Op (k,zlp,(,l_ﬁ)/zknn—lﬂ) =op(k2n~1/%).

On the other hand, note that I(:)1 (f)“ < knipy because B < 1, an argument similar to the
proof of Lemma A.2.1 yields

o0 - R o~ i
sup (Ty— > O DEMADNRY | =op (kin=11),
0<s<t ij=1
hence Lemma A.2.2 yields supy<,<; | Y1,5] = 0p (kﬁn_l/4) since we have the conditions
[A1], [Kgl(v), and [SA6]. Consequently, we conclude that (A.42). Similarly we can also
show (A.43) and (A.44). |
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Proof of Theorem 3.4. By a localization procedure, we may replace the conditions
[K/;], [C1]-[C2], and [N;] with [SF], [SC1]-[SC2], and [SN?] respectively. Moreover, we
can also replace the condition [T] with [ST] by Lemma A.3.1, while (5) can be replaced
with (A.1) due to the above argument.

We decompose the target quantity as

PTHY(Z', 2% — PHY (X', X?)!

1 |: ol 2.2 =i

=—— > {Y@Yuanh
Warka)“L, s R
XD RI+ > Y DVIIRY

i,j:RY (i, j)<t

1V @) 12 40,100, IV (T)7 12 <40ulj1)

x 1 — ~ . -2 o~ . -1 1~ 2

({IZI(I)’IZSa}l[i],IZZ(J)JIZSQ%U]} {IYI(I)’IZS4Q},[i],IY2(J)~’|254Q%[j]})
- A.izA. 71,\._ -~ 7 —_q o~ s = -~ 7

+ > IOV YD LD+ L DAY

i,j:RY(i,j)<t

<KVl _y .

{|21(I)'|25a,£[i1,|22(J>fPSQ,%U]}]

=: T, +TI, + I, + TV, + V. (A45)

(a) By Theorem 3.1, we have
r=2
sup |Is| = ap(n_l/4) +0p (17,12 ) . (A.46)
0<s<t
(b) Next consider II. We decompose it as
1 —] o~ =D o~ ...
= Y @'Y (J) KY
(wuyks)? -Z. )

i, j:RY(i,])<t

I

X 1=t = — 1=t = —2 o~
( {Z' @ r<oliiniZ ir<adtin} {IV' @ 12> 40biJo{ IV (D)7 12> 403101}

~lyoi -, o PR o
{Z' @yp>obin}o{iZ* D)7 P> o211} {Yl(I)'|2§4Q,Hil,Y2(.7)f|2£4Q%UJ})

= ]Uh,, -l—H]Iz,t.
First estimate I; ;. We decompose it as
1 T 2y @ 2\ pii
my;=—- Y 'Y TKY1 (=0~ —0) &
YT wavka)? 2 @Y I K 70 @y <odin 220t}

i,j:RY (i, )<t
* (1 (V0 @re=a0 iV @y p<ae®iin} T H{IVO@ sl 1.9 G P40 1)

+1{IV“’@"|2>4a,5”[i],|7‘2><i)f|2>4g,€2>[j1})
) @ 3
= I{) + 1) + 117
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Consider T1{"). Since (A.2) yields

1 1
swp N1 — > V@D

O<s<t ~kn (1Z' @ r<o) il iV @)P>40l1i1)
S’+k’l§t
Lemma A.4.7 implies that supp<s<; |]UI1 Y| = Op(k, )+o,,(k,, 11,, ﬂ/ ). Since
ky 1 o(n~ 1/4) and k,, p,, —h2 _ o(1), we conclude that
( ) r=2 2
sup I} )| =0,(n"1*" o0, ( ) (A47)
0<s<t
By symmetry we also obtain
(2 1/4 5
sup [T} = 0p(n™ " +op (;7”2 ) (A.48)
0<s<t
On the other hand, the Schwarz inequality and (A.2) yield
12

(3) i2
sup |II})| < VDL ot o o .
0<s<t q/%,Ykn i@%g (12 @D P<eplil.IY @) 1>>40)1i]}

12
<1 > VI

o IV ()i P>402111Z ()i P<a2l)
jiTJ+kn <t

hence Lemma A4.7 yields supge,, )| = 0p(k;") + op(kn oz )

=2
op(n~"*) +op (;7,,2 ), and thus, we obtain
)
sup )| =0, (014 +0p (nn ) (A.49)
0<s<t
(A.47), (A.48) and (A.49) yield
=2
sup |1l | =0p(n_1/4)+0p ( )—|—0 ( - 5/2) (A.50)
0<s<t

Next estimate I ;. Note that (A.2), we obtain

sup [, <224 >

k =
Oss<t i:Sitkn <t

=

Lot~ i
{Z' @)ip>olli IV @ 2 <do}li1)

+ loo - o
2 (Z (D)7 P> LIV ()i <4021}

jiTithn <t
<fn Z Tyt =, ot Z Iy =
T ke | {IC @D P>oplia} © {12201 e21j1/4}
i:Sithn <¢ JiTitkn <t
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+ P i A
2. {Z' @) 12> 0l i) IV @ P <4ollil T @) P<ollil/4}

j:Sithn <y
+ I ~ EPE o
,AZ (122> 21V TV <42 liLIT () P<adli)/4)
JiTitkn <t
[SC1] and Lemma A.3.3 yield
1o~ <np/? P <ny/?. (A51
AZ {|§I(Z)I|Z>erl[i]/4} ~He o, AZ {|{2(j)]|2>Q%[J]/4} ~nhnp ( )
i:Sithn <t j:Titkn <t
2 Dy 7L A2 < 11774 Citkn
On the other hand, on {|Y (Z)'|* < 4¢,, '[il,I¢ @D)'|* < 0,li1/4. 8 <1} we have
— o~ 71 o~ - o~ 71 o~ T oA s
'@ < IV @1+ 1X'DH+1E D'1+1X Dl
<5 0bi1/24 2K /2kniplogn — 0,

hence a.s. for sufficiently large n we have D! (f); = 0. Moreover, on {|i1 (i')i 12> Q,ll[i],
2" @1? < 0)1i1/4, D' @)i = 0,51 +hn < 1), by (A.14) we have

LY@ > 12 @) - 1X D - 1T @1 - 1X @)

1 2kyrplogn
>/ — 2K | —— ),
Pn(zv Ko Pn

hence (18) yields |I:1(/I\)5| > /pn/9K(. Therefore we obtain

o0
2 Nz @1 oM.V @Y P <ol liLIE @) P<oblin/a) = 21{|I_‘1@)§|2>Pn/91(0}'
=

i:Sithn <¢

By symmetry we also obtain

| 2~ 2 =
Z {IZZ(J)J|2>Q,2,[j],IY2(.7)/Izs493[j],|(2(.7)/IZSaﬁ[j]/4}

jiTithn <t
o0
< 1, -0 5 .
= Z} (LA 12> pn/9Ko}
]:
Combining these results with Lemma A.4.5 and (7), we obtain

r=2
> 1-4/2
sup [ly,| = 0, (nnz )+o,, (p,, Bl ) (A.52)

0<s<t

By (A.50) and (A.52), we conclude

=2 _
sup (1] = 0, (14 + 0, (M )+op (p,i 5/2). (A.53)

0<s<t
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(c) Next consider III. We decompose it as

m=— > il(i);'vz(f)fkifl{

(wrHykn)? i Z' @y P<olli1Z'(F) P<e2ll}

X( (L @Di1P> 40l 1112 T)] 12> 402 m}+ {ILY @) 12> 40 1i11L2(T)] P <4211}

1
{|L1(I)'|2<4a,,[z N2 >40211} T HIL @) <40l 112 P <40l J})
= ]H[Hl,[ +]H[H2,[ +]H[H3,t +]H[H4,t‘

First we estimate III[; ;. The Schwarz inequality and (A.2) yield

1/2
sup |III; 4| < LYD)iP1 o1~ o
o<£t| Lsl < Wiy kn -§'+Zk:<t| @l {IZI(I)’|25Q,%[i],|L1(I);|2>4Q,£[i]}
181 kn <
1/2
X Y TN 1 =0 o o
2. V@ (122 P2l 2D 12> 402151}

jiTi+hn <¢

=2 2 T Vi . G2, A .y
On {IZ°(7) P < Q2jLIL2(D]1? > 4021j1} we have [Y(T)/| = IL2(D)]] -
1Z2(7)/1 > /02[j1, hence Lemma A.4.7 and Lemma A.4.9 imply that

—1/2 r/4 2 S g
sup |]I]I]Il’5|:0p( )+0p(k r/n p —p/4 )+0p(k 1/ l’]r/ )+0 (k 1/ N’ pnﬁ/)
0<s<t

r=2
=op (n_1/4)+0p (n,;‘ p,l/z‘ﬂ/“). (A.54)

Next we estimate Il ;. On {|i2(j)j|2 < g,%[j],liz(j)hz < 4Q%[j]} we have
V2| < [Z2( TV 1 +1L2(D)] | < 3y/021j1. hence by (A.2) we obtain

sup [ITI | 5 Y2

0<s<t

LY@, =1~ o ,
Z | ( )l {|ZI(I)l|2§Q;!,[i],|LI(I);|2>4Q;!l[i]}

kn
i Sz+kn <t

and thus Lemma A.4.8 yields

sup (I 4| = 0p(n~"/4)+ 0, (n,’/ 4 pa2=h/ 4) . (A.55)
0<s<t
Next we estimate I3 ;. By the Schwarz inequality and (A.2) we have
12
1 o~
1< 1 2 .
P Ml S ey D0 AL @iy pcagyi)
== i:Sitkn <t
12

72 o~ 2

YT P, o o
,fj%; <,| Il (22D P<2liLIL2 D> 402151}
J: n<
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72 P . - -~ 7 . 72 o~ . - -~ 7
Note that on {|Z°(7)7 > < 02[j1,I1L*(7)] I* > 402[j1} we have [Y*(7)/| > |L2(T)] |-
|22(j)j| > ,/g%[j], Lemma A.4.6, Lemma A.4.7, k7, = o(py) and k,,_1 =o(py) yield

r=2
—1/2 1/2-p/4 —1/2 1/2-p/2 —7~
sup I3 | = Op (kn / pn/ Al )+0p (kn / Pn/ Al ' )

0<s<t
— 1-5/2
=0p(n™* + 0, (pn pl ) (A.56)
Finally we estimate Il ;. First we specify (e,). By Lemma A.4.2 we can choose the se-

quence (&) satisfying (A.21) for p =2 and (A.22). Next we decompose the target quantity
as

I, = > L@DNVORY

k)2
(WHYkn) iRV (i )<t
X1t~ =2~ . o~ I
(1Z' @) P<obil1Z° TV R <o2ULIL D)2 <o) i1 L2 P<4e2l 1)

x (I{Nz(j_j)t;éO} + 1{1\/2(1‘1'),20,1\71(it‘),;,,so} + 1{N2(J_j),:1§/1(1_")t20})
_.r(D (2 (3
=TIl ) + 11T, + L.

By Lemma A.3.4, we obtain supg<<; |I[]H[£13| =o0p (n_1/4). Moreover, on {|72(:7\)j |2 <

Y Y ) G2 AN T2 AN L T A ;
02T ILA(T) P < 40211} we have Y (D) | < LX) 1 +1Z°(T)/| < 3/ 0211, and
thus by (A.2), Lemma A.4.3, and (A.22) we have

0
2 - 1-5/2
sup |HH4(;’3~| Sky lpnzl{l\”/l(ji)#()} =0p (/’n b )
i=1

0<s<t
On the other hand, since

m®-— 1

_ Pl i 2 i
=it 2 FOXDR a1, o)

i,j:RY (i, j)<t
x1—1 ~. =2 S oa o ,
{IZI(I)’IZSQ}l[i],IZZ(J)fI2SQ%[J']=|L1(I)f|2S4Q,£[i],|L2(J){|254Q%[j]}
we can decompose it as

1

(1)
I, = ——
ST (wayka)?

> L'
i,j:RY (i, j)<t
- o~ = o~ - o~ T o~ 72 -~ . -
x[| 2D+ 22D+ 2D+ M2 D)+ D) | kY
X N2y, =100, =0, B P <0l i1 2TV P <3 ULIE D P <ol i B2V P <4031}
=T, +T2,+T3,+T4;.
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First consider I'y ;. By the Schwarz inequality and (A.2), we have
12
1 I
sup Ty 5] S > LD P i@y p gt
0<s<t kn e~ —on
i:Sithn <t
12
x1 > AN + AP
jiTitn <t
hence Lemma A.4.6, the boundedness of (Az)’ and (A2)’ , the Lipschitz continuity of g
and [SA6] yield

—l 2 1/2—p/4 —
sup |F15|—op( / / —A/ ) p(n 1/4). (A.57)
0<s<t
Next consider I'; ;. Since L! (f); =gl (f); =z! (f); + 0! (f); on {1\~12(.I_j), =0}, we
can decompose the target quantity as
=1 N 20 7V AL 2 A pid
> (@i +e' @i}k

iRV (i, j)<t

1
Iyy=——
T wnvka )2
x 1 o 1o~ 2 Py o s

{NZ(JJ»—NZ(JI),:o,lZ'(I)'|2sgg[t],|zz(J>f|25g,%[j],|L'(I);|254QA[i],|L2(J)¥|254g5m}
r“)+r(2)

First estimate F( ) . We decompose it further as

1 s i
K= Z =@M D) K

k)2
(yrykn)® SRG

—1 - U —1 ~ .
(N2 #0JU{NZ(I: O U{IZ D' > guli]}
U{IL'DiP > 4, i} U{1IZ7(T) 1P > op U} U{ILA(D)] 1P > 4031j1}}
Ly (yr
= Fz,r +r2,t :
By Lemma A.4.11 we have supg< <, |F§13/| =o0p (n_1/4). On the other hand, (A.40), the
Schwarz inequality, (A.2), Lemma A.4.3, Lemma A4.5, (A.51), and (A.22) yield

Y 1/2 —pB/4 _ 4
sup (151 =0p (ki gaten) 2k i) + 0 (i Lo e 2n 2.
0<s<t
Since we have

02(en) < & chopten) < plen P =0 (pa 2) (A.58)

due to (A.21) for p =2 and (A.22), note that n™"' = o(pn) we obtain supg< <, |F(1)//| =

op (n_1/4p,i/2_ﬂ/2) +op (p,i/z_ﬂ/4172/4) =o0p (p,i ﬁ/2) op (n,r,/ ) Consequently,

we conclude that

sup TS0 1 =0 (n=4) +0p (pa~"%) +0p (w?). (A.59)

0<s<t
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2)

Next estimate Fé ;- We decompose it further as

1 [ I

e > @D K
(waykn)= =

i,j:RY (i, j)<t

X

—1 _. . ]~
(V2T # ORIy £0)U{IZ @' > 0hlil)
V(L' @} > 40) i U{IZ2 TV 2 > 2L} U (LD P > 402171}

_. 1@, @
=y +

Lemma A.4.12 yields supy <, |l"§3‘2/| =op(n=1%) + o) (p,i_ﬂ/z). On the other hand,
since ©! (f);]\;ﬂ(j){k:j = Izi_j(:)l (f)’_ o]l;lz(j)'tj +I?ijll;12(j)i o(:)l(f)f by integra-
tion by parts and Lemma A.1.3, we have
E[18' @A R P s kiaen T E] S TP PR

p=1

by [Al], the optional sampling theorem and the inequality 0! (Tp )2 <
agz(ﬁ_l)J’ |TP(1)|% and (A.14). Therefore, (A.2) and [SA6] yield

El > 10 @D RIP | Skiinen VT Sy T
i,j:RV (i, j)<t
and thus an argument similar to the above yields

—1/2-1/2 —(B—1)4,1/2 —B/4 —1/2-1/2 —(p-1 4
SuPITfs)’/IZOp (kn /rn/ - B )+kn/ o B/ )+0p (kn /rn/ & B )+n1/2n;/)

0<s<t
=0p (pi_ﬁﬂ) +op (77:,/2) .
1-8/2

Consequently, we conclude that supg<;<, |F§23| =o0p (n_1/4) +op (;1;/2) +op (pn )
Combining this result with (A.59), we conclude

sup [Ip45l=0p (n_1/4) +op (;7;/2) +op (p,i_ﬁ/z) . (A.60)

0<s<t

Similarly we can also show that

sup |13 51 =o0p (n=4) +0p (%) +0p ("), (A.61)

0<s<t

Now we deal with I'y ;. Since L! (/I\)i =g! (/I\)i on {Nz(fj); = 0}, we can decompose
the target quantity as

1 Cmid i
Tay=—s 2 @G KY
(wuykn)= S~
i,j:RY (i, j)<t
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-1 - o 1 o~
{N2(J7), #0}u {NZ(JJ),ZéO}uﬂzl(I)lP > oblil}
U{IL'@D)i1% > 4 1Y U{1Z7(T) 17 > 021y ULILA ()] 17 > 402171}

— )1,

By Lemma A.4.11 and Lemma A.4.12 we have 5“P05s5t|rz(113| = op(n_l/4) +

op (p,l, B2 ). On the other hand, by the Lipschitz continuity of g, (A.2) and [SNZ], we

have
- . 72 . P s — .
Eo| > IB@DIHCODIPRT | D IED @R
i,j:RY(i,j)<t i=l1
hence the Schwarz inequality, (A.2), Lemma A.4.3, Lemma A .4.5, (A.51), and (A.22) yield

sup 1) =op (k1612

0<s<t

oplen) 2k p 1Y)

1-/2 4
+0p (k5 en ™" P pen) 2 2.

Since we have (A.58) due to (A.21) for p =2 and (A.22), note thatn™" = o(pn) we obtain

w1210y (174512 sy (o1 )

0<s<t
oy () o ()

Consequently, we obtain

— —1/4 1—f/2 r/2
0;1?; T4 5l=0p (n ) +op (p,, ) +op (17,1 ) . (A.62)
(3) —1/4
By (A.57), (A.60), and (A.61), we obtain suppy<s<, |]UI]I = ( ) +
op( = 5/2) (;12/2). Consequently, we obtain
— 1-4/2 2
sup |y 5| =op (n 1/4) +op (pn Bl ) +op (77:,/ ) . (A.63)
0<s<t

Note that 7, = o(1) and f > 0, (A.54), (A.55), (A.56), and (A.63) yield

sup [IIIy| = o (n‘”“) +op (}7,_2) +o, ( ,ﬁ‘/”/z). (A.64)

0<s<t

(d) By symmetry, we obtain

sup |IVy| = o, (n_1/4)+0 (HTZ)+OIJ (p,l ﬂ/z) (A.65)

0<s<t
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(e) Finally we consider V. We decompose it as

1 N
Vtzﬁ Z LI(I);Lz(j){KUl
VHYR R Ger

(Z' @iP<ellinZ ()P <o2li}
X\ i1 3yipe ot 1207y 2o an2r 1V T VT 2o apl (i1 E2( 7 12 <dp2 i
(L1 D140}, LD P>40311} T {L D)} P>40h1i1,L2(D)] P<4071)1)
+1{L1<I>'|2<4g,,[z L2 P>4031) }+ {L1@)1P <401l L2(T)] > <4031 })
= V15,+V2’,+V3,[+V4,,.
By the Schwarz inequality, (A.2) and Lemma A.4.9 we have supy<,</|Vi ;| =
op (n_1/4) +0p (173) Moreover, by (A.2) and Lemma A.4.8 we have supg<,<; V2 5| =

op(n—1/4) + 017(’7;/ 4Prlz/2_ﬁ/4) and  supo<s<, V35l = 0p ("_1/4) +op ("2/4

p,i/ 2=h/ 4). Furthermore, the Schwarz inequality, (A.2) and Lemma A.4.6 yield
supp<s< Va5l = op( 1-4/2 ) Consequently, we obtain

sup |Vl =0, (n_1/4) +0, (;1,’/2) +op (p,i‘/”/z) . (A.66)
0<s<t

Note that 7, = o(1), (A.45), (A.46), (A.53), (A.64), (A.65), and (A.66) yield

sup |[PTHY(Z', 25" = PHY (X', X2)"| =0, (n—1/4)+0p (nn )+0 ( 1= f’/z)

0<s<t

1
Since 7, = (knpn)_1 = O(n_fpn_l), we complete the proof of Theorem 3.4. n

A.5. Proof of Proposition 4.1
By a localization procedure, we may assume that [SC1]-[SC2], [SA4], [SA6], and [SN;]

hold. In a similar manner we may also assume that £ I'= E2 = E and that there is a
nonnegative bounded measurable function y on E such that

sup |5l(a),t,x)| <y(x) and / q/(x)zFl(dx) < 00, 1=1,2.
weQ,teRy E

Under the above assumption we can define the process L' by L' =o'« (,u - vl)
for each [ = 1,2. Then, for each [ = 1,2 we have Z! = X" 4+ L", where X/ = x! —

jO Jgx /(8! (s, x))ds F (dx). Hence we can decompose the target quantity as

PHYZ D= ——— Y K@K X DAY

kn)? -
WHYkR, (kG
- ~ =2 - ~ = -~ 7 ——
+ L DX G + L DL | K
=: Iy + IT; + 10, + IV,
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<203 kn—1
where X (I)l - Zp 1 g( ) (XSH-p _Xig11+l7 1) X (J)] = Zq:l 8 (%)
2 2 /1 /1 1 2 2 2 ;o
(XTJ+q_XTJ+q 1)ade = X5 +US"X _X +UA forany i, j.
First, we can adopt an argument similar to the proof of Lemma A.4.11 for the proof

of Il = OP(n_1/4) and I, = Op(n_1/4). Next, combining Lemma A.1.1-A.1.2 with
an argument similar to the proof of Lemma A.4.11 we can show that I; = [X’ 1, X’ 2], +
Op (n=U%). Finally we consider IV;. By integration by parts we can decompose it as

1

(YHykn)?

x SN @LeL?D +eLPDL e L' @ +I1L' @ , L)1} K
i,j:RY(i,j)<t

=1V 4+ v 4 v,

IV, =

By an argument similar to the proof of Lemma A.4.11 we can show that HV(I) =

(0] (n_l/ 4) and ]IV(Z) Op (n_l/ 4) On the other hand, an argument similar to the proof
of Lemma A.1.2 ylelds

P q

3 _
i (l//HYkn)z z Z gl’ lgq ]K 1{RV(i,j)it}
p.q=1 \i=(p—ky+1)V1j=(g—k,+1)V1

x (IP77) e (L, L.
and

P q

/1 27 _ ij
[, L2, = > > gp-igy-iki

(v HYkn)2 pi=1 \i=(p—knk V1 j=(g—knd V1
X (I777) o 1L L1 + 0 (77
=1V +0, (k).
Since we have

14 q

G _y®__ 1 Gii
V=N = )22( > > G-k 1{RV<i,j>>r})

p.q=1 \i=(p—kn+1)V1j=(g—kp+1)V1
x (I272) o (L', L)+ 0, (n™"/?)
kn—1

’7+ + 1 2 1 2
Z K I{Rv(l D>t} nggq "7 q) (L7, L7+ 0p(n” /
i,j=0 p,q=0

1
" (yavka)?,

we obtain [TV — 1v¥| < 2 =0k v yan VAT o 1L, 1], +

Op (n~1/2), and thus the Kunita—Watanabe 1nequa11ty and the inequality of arithmetic and
geometric means yield

1 < - - _
W V| £ 5 3 R e (0D 210 | 4+ 0p 712,
n i j=0
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Since 12;7 1{1?V(i,j)>r} is fgi/\fj -measurable by Lemma A.4.10, we obtain

(o]
EN| 0 R vy [0 4122107}
i,j=0

o0
SE ZK;]I{RV(i,]’)>;}{(L/1>(1_l)t+<L/2)(j])t} ,
ij=0

hence by [SK], [SA4], and (A.41) we conclude that (WP) VY| = 0, (kniin) +

Op(n_l/z) = Op(n_1/4). Consequently, we obtain ]IVZ(S) =L, L%, +0p(n_1/4),
and thus we complete the proof of the proposition because [Z 1,22] =[x’ I,X’z] +
[L/] , L/Z]. ]

A.6. Proof of Proposition 4.2

By a localization procedure, we may systematically replace the conditions [C1]-[C2],
[A4], [A6], [Ng], [T], and [N?] with [SC1]-[SC2], [SA4], [SA6], [SN;], [ST], and [SN?]
respectively.

Set ;I{l =>", /lf) foreachu € Zy and [ = 1,2. We define the random variables E,-l and

-{”]_2 by il = ZL:Oj',i+1C;i—u and Ejz =20 ;lﬁ_Hg%j_u for any i, j. Then we have

i i i
1 _z1 71 1 71,1 71 F1y -1 3 o1
(i _Ci_l = Ziu+1(5i—tz - Ziuési—u = Z(AM-H _j'u)(Si—u +’1()Csi
u=0 u=1 u=0

i
= Z j-LtCksl‘i—u + /10{51‘1 >
u=0

hence we obtain

i
1 7 1 ~1_ =1
Z’lué‘si—u =10[Si _(fi =G (A.67)
u=0
In the time series analysis, this relation is known as the Beveridge—Nelson decomposi-
tion. See Beveridge and Nelson (1981) for details. Combining (A.67) with Abel’s partial
summation formula, we obtain

kn_l i+p kn_l
D A@p [ D Aulgrepa | =300 D= D A@(E =T 1)
p=0 u=0 p=0
o, St
=700 @'+ > {A@h —A@BNEY,—5)
p=0

for any i. Similarly we can deduce

kp—1 jt+q kn—1
> AL D222 | =B+ D A~ A}, —CE ).
q:O u=0 q:O
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n_l i+p

D A@ | D ra/nx AP,

=0 u=0
kn—1

= WX @i+ > (MA@, — A ), —x 1),

p=0

kn—1 jtq

PIRNGY Zu VX2 (T,

4=0
kn—1

= XD+ S (A — ALK, — x2 (T 7),)

q=0

for every i, j, where [tu =3 u,un for each u € Z4 and [ = 1,2. Note that z 1 Ml

—Z ]Zv u|/11|—200—10|/11|<0<>aﬂdz ]|/uu ZZO:]ZU:MWU|_ZEOZID

| ﬂu| < oo for/ =1, 2, by using the above formulas we can show that

PHY(Z'.Z%! —PHY(Z', 2% -»?0 and PTHY(Z',Z%!—PTHY(Z', 2% ->"0

asn — oo for any t € Ry, where Zl. = Z1 +AO§SI +,u0fL1, - 1, ,) and 22
22 + ]‘0471 + uof(X — T’ 1) for any i, j. Consequently, we complete the proof
of the proposition due to Proposmon 4.1 and Corollary 3.5. a

A.7. List of assumptions

We list below the assumptions used in this paper. They are listed in alphabetical order.
Numbers &, &’, 8, and r appearing in the following always satisfy % <&<1,0<¢ <1,
0 < B <2,andr > 0, respectively. Also, H" denotes a filtration of F to which the processes

2o LRk<rys 2oke 15t <,y and > 1,7, are adapted.

[A1] Forany n,i €N, S' and T? are G(")—stopping times, where G = (g,(")),eR+ is

the filtration given by G, ) — .7-'(20) n=E+1/2), fort e Ry.
[A2] (i) For each n, we have a cadlag H"-adapted process G" and a random subset
N, of N such that GN)en is tight, G(1)%,_, = G, for any k € N—

N, ,(,) , and there exists a cadlag F(O)-adapted process G satisfying that G and

Sk.p.
G _ do not vanish and that G" —25 G as n — 00.
(ii) There exists a constant p > 1/&’ such that (SUP0§s§t G('D)?)neN is tight for
all 7 > 0.
(iii) For each n, we have a cadlag H"-adapted process y™ and a random subset
N of N such that (#A}),,cn is tight, Xpr—t = X;?k—l for any k e N— N,

. e (0) m Skp.
and there exists a cadlag F\*/-adapted process y such that y" —— y as
n— oo.
(iv) Foreachn and! = 1,2, 12, we have a cadlag H"-adapted process F™! and

a random subset AV of N such that (#NV?),cn is tight, F(I)Rk = F;Al .
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for any k e N —N,i, and there exists a cadlag F(O)—adapted processes F' !

o 0l Skp.
satisfying F"»* —— F' asn — oo.
(v) There exists a constant p’ > 1/¢” such that (supy <, F(p’)';’l)nEN is tight
forallt >0and/=1,2.
[A2t] (i) For every p € [0, 1/&'] there exists a cadlag F(O)—adapted process G(p) such
that G(p)" ﬂ(ﬁ) G(p) as n — oo. Furthermore, G and G — do not vanish,
where G = G(1).

Sk.p.
(ii) There exists a cadlag F(O)-adapted process y such that y” BN X as

n— oo.
(iii) Foreveryl = 1,2 and every p’ € [0, 1/£], there exists a cadlag F(O)—adapted
Sk.p.
process F(p)! such that F(p)™! i o F(p) asn — oo.
(iv) There exists a cadlag F(O)—adapted process F (1)1’k2 such that
Sk.p.
F(1)m1%2 2Py F(H™2 asn — 0.
[A3] For each V,W = Xl, Xz,Xl,Xz, [V, W] is absolutely continuous with a cadlag
derivative, and for the density process f = [V, W] there is a sequence (o}) of

F(O)-stopping times such that o3, T 00 as k — oo and for every k and any 4 > 0, we
have a positive constant Cy_; satisfying

E115 = 13 P Faune | < CoaE [l = 0l ™| Foins |

for any bounded F(O)-stopping times 7 and 75, and f is adapted to H".
[A4] ¢V 15 <& and

sup [(S' AD) = (STLADTV sup (T Ay = (T A= 0p(n™)
i€Z+ j€Z+

asn — oo forany r € Ry.

[AS] Al, A2, A 1, and 42 are absolutely continuous with cadlag derivatives, and there is
a sequence (oy) of F(O)—stopping times such that g3 7 0o as k — oo and for every
k we have a positive constant C and A € (0, 3/4) satisfying

E[If7 = fEP|Fent ] = ChE 1t =o' =4 | Fond] (A.68)

for every ¢ > 0 and any bounded F(O)—stopping time 7, for the density processes
f=@Ah, (A%, (A"Y, and (4?).

[AG] Foreacht e Ry, nHy,(t) = Op(1) as n — oo, where Hy, (r) = 352, T (1)|.

[C1] n_lN,” = Op(1) as n — oo for every t.

[C2] Al, Az,él, Az, and [V, W]for V, W = X!, XZ,XI,XZ are absolutely continuous
with locally bounded derivatives.

1
[F] For each [ = 1,2 we have Zﬁ = Xf + lec\ll y,ﬁ, where X! is a continuous semi-

martingale on BO given by (3), N lis a (simple) point process adopted to F O,
and (y lg)keN is a sequence of nonzero random variables.
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[Kz] For each/ = 1,2, we have
Z' = X! r (D x (il =Dy + 1/ 0y il

where

1 X !'is a continuous semimartingale given by (3).

(ii) ,ul is a Poisson random measure on R4 x E ! with intensity measure
vl(dr, dx) = dtF! (dx), where (El,é'l) is a Polish space and Fl is a o-finite
measure on (E’, Sl).

(i) (x) = x1{jy<1) and &’ (x) = x —x(x) for each x € R.

(v) disa predictable map from QO Ry x E ! into R. Moreover, there are a
sequence (R,l{) of stopping times increasing to co and a sequence ( l//]l{) of

nonnegative measurable functions on E! such that

sup |5l(a),t,x)| < l//,l((x) and / 1A z//]l((x)ﬁFl(dx) < 00.
®©eQ© 1 <Rl (@) E!

(v) If p < 1, for the process f; = sz K (S (1, X)) F! (dx), there is a sequence (oy)
of F(O)—stopping times such that for every k we have a positive constant Cy,
and 1y € (0,3/4) satisfying (A.68) for every ¢ > 0 and any bounded FO.
stopping time 7.

[N&] (flzl’Q;(dz)),eR+ is a locally bounded process.

[N/] ( f [z]" Qs (d2))rer 4 18 a locally bounded process, and the covariance matrix
process

¥, (@) = /ZZ* 0/(09,dz).

is cadlag, quasi-left continuous and adapted to H” for every n. Furthermore, there
is a sequence (ak) of F(O)-stopping times such that o¥ 1 0o as k = oo and for
every k and any 4 > 0, we have a positive constant Cy ; satisfying

ij ij 2 g l=1
E[1¥Y,, =2 Pl Fa-m. | < Ceah

forany i, j € {l,2} and any z,h > 0.
[SA4] &V 15 <& and

sup(Si - Si_l) \ sup(Tj - Tj_l) <ry

ieN jeN

holds true for every n.
[SA6] There exists a positive constant C such that n H, () < C for every t.
[SC1] There is a positive constant K such that n_lN,” < K foralln and .

[SC2] [C2] holds, and (A'Y, (A%Y, (A'Y, (A%Y, and [V, W] for each V,W =
Xl,Xz,Xl,XZ are bounded.
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[SF] We have [F] and there is a positive constant B such that
-1 . l [
B™ < inf < su <B
kelekl = keglykl

foreachl =1,2.

[SKp] We have [Kg] with E! = E2 =: E and (A!), [M'T, (A!), and [M! (1 =1,2) are
bounded. Moreover, there is a nonnegative bounded measurable function y on E
such that

sup |(5l(a),t,x)| < y(x) and / l//(x)ﬁFl(dx) <oo, l=1,2.
weQ,teRy E
[SN&] (flzl’Q;(dz)),eR+ is a bounded process.
[ST] For each [ = 1,2 we have Q,l1 ) = a,l1 (t)pn, where (pn)enN is a sequence of (de-
terministic) positive numbers satisfying p, — 0 and
n_5/+1/210gn
Pn

as n — oo, and (0‘;11 (1)), eN is a sequence of (not necessarily adapted) positive-
valued stochastic processes such that there exists a positive constant K satistying

1
— < inf ai,(t)g sup a,ﬁ(t)<K0, n=12,....
Ko teRy teRy
[T] & > 1/2, and for each [ = 1,2 we have sz )= afl (t)pn, where

(1) (pn)neN is a sequence of (deterministic) positive numbers satisfying p, — 0
and

n_éur]/zlogn
Pn
asn — oo.

(ii) (aL(z))neN is a sequence of (not necessarily adapted) positive-valued
stochastic processes. Moreover, there exists a sequence (R]l() of stopping
times (with respect to F) such that R,l( T oo and both of the sequences

(Sup0§t<R,’{ ail (t))nEN and (supOSKRlz{[l/afl (t)]) N are tight for all .

ne
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