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When planning a clinical trial (Barbui et al, 2007;
Cipriani et al, 2007), the investigators must determine
how many subjects should be recruited, i.e. the sample
size. This is particularly important because studies with
too few subjects will not provide reliable answers to the
questions addressed (ICH, 1998). Moreover, studies with
too large sample sizes may also be unethical, due to the
unnecessary involvement of surplus subjects with a con-
sequent increase in costs (Altman, 1980).

Sample size is determined by a statistical calculation
that should be performed on a single primary endpoint,
which is usually a variable of biological and/or clinical
importance, directly related to the primary objective of
the trial (ICH, 1998; Chow et al., 2003). The method and
the estimates of the quantities used in the calculation
should be documented in the protocol and in the study
report (ICH, 1996).

The pre-study power analysis is probably the most
commonly used method (Chow et al, 2003). According
to this approach, sample size is chosen to achieve a
desired probability (power) to detect a pre-planned clini-
cally meaningful difference of the primary endpoint
between the study groups, at a fixed probability of erro-
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neously rejecting the null hypothesis (significance level).
The calculation is carried out by using an appropriate sta-
tistical test for the hypotheses of interest, derived under
the study design. Besides the primary endpoint, the fol-
lowing items must be specified:

• the null and alternative hypotheses referring to the pri-
mary endpoint;

• the clinically meaningful difference to be detected;
• the probability of erroneously rejecting the null

hypothesis (significance level) and the probability of
rejecting the null hypothesis if the clinically meaning-
ful difference truly exists (power);

• the test statistic.

In clinical trials, a hypothesis is a statement that usu-
ally concerns the effectiveness / safety of the treatment
under investigation (Chow et al, 2003). In superiority
trials, the null hypothesis asserts that there is no differ-
ence between the mean response ((a.) in the experimental
(E) and control (C) groups (Ho: ÎE = |ic), whereas the
response is assumed to be different under the alternative
hypothesis (Hi: |AE * |Xc). The hypotheses of interest are
dissimilar in equivalence trials, which are aimed at
demonstrating that the study treatments have no clinical-
ly meaningful difference, that is Ho: |IE - fXc < -d or HE -
H-c > d (non-equivalence) vs Hi: -d < JIE - [ic < d (equiva-
lence), d being the largest clinically acceptable differ-
ence, and in non-inferiority trials, which are aimed at
showing that a given treatment is clinically not inferior
as compared to another one, that is Ho: JIE - \ic < -d (infe-
riority) vs Hi: |IE - (j.c > -d (non-inferiority) (Julious,
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2004). The different hypotheses influence the sample
size calculation, as active-controlled trials have a larger
sample size than placebo-controlled superiority trials
(Hwang & Morikawa, 1999), and non-inferiority trials
have a smaller dimension than equivalence trials
(Christensen, 2007) and active-controlled superiority tri-
als (Snapinn, 2000).

A clinically meaningful difference of the primary
endpoint to be detected in the trial must be provided. The
choice of this quantity is particularly important because
it strongly affects the sample size calculation. In gener-
al, only a few subjects are needed to detect a large dif-
ference. In equivalence / non-inferiority trials, both the
true difference and the equivalence / non-inferiority limit
must be specified, but the setting of the latter is a con-
troversial issue (ICH, 2001; Julious, 2004). When data
are normally distributed, the standard deviation of the
primary endpoint is also required, and the smaller the
variability of the primary variable, the smaller the sam-
ple size.

When testing hypotheses, two kinds of errors can
occur: the null hypothesis is rejected when it is true (type
I error) and the null hypothesis is not rejected when it is
false (type II error). In the sample size calculation, the
probability of the type I error (significance level a) is
controlled at an acceptable level, since this error is usual-
ly considered more serious; then the study dimension is
chosen to detect the clinical meaningful difference with
the smallest probability of the type II error (f$) or, equiv-
alently, with the highest power (1-(J) possible, at the fixed
a. In general, a conventional choice is 0.05 for the sig-
nificance level and 0.8-0.9 for power (Chow et al., 2003).
When the significance level is fixed, the higher the
power, the larger the sample size.

Various test statistics can be used to verify the
hypotheses of interest. For example, a z-test or an exact
test can be used to test the inequality of two independent
proportions. It is very important to choose a test statistic
for the sample size calculation whose assumptions will be
verified by data, and to use the same test statistic for the
analysis of the primary endpoint.

The power analysis performed for the Clozapine
Haloperidol Aripiprazole Trial (CHAT) (Barbui et ah,
2006) is reported as an example. CHAT is an ongoing
randomised, controlled, parallel-group, superiority trial
on the effectiveness of clozapine and aripiprazole versus
clozapine and haloperidol in the treatment of schizo-
phrenia, with withdrawal from allocated treatment with-
in 3 months as the primary endpoint. On the basis of the
data from a recent antipsychotic trial (Lieberman et al.,
2005), it has been assumed that the withdrawal propor-

tion within 3 months will be 0.25 (pc) in the group treat-
ed with clozapine plus haloperidol (control group);
moreover, it has been hypothesised that the augmenta-
tion with aripiprazole (experimental group) will show a
clinically significant advantage by producing a with-
drawal proportion of 0.10 (PE). Using the two-sided z-
test with pooled variance to verify inequality (Ho: pE = pc
vs Hi: pE * pc) and targeting the significance level at
0.05, a sample size of 194 patients (97 in each group)
achieves 0.8 power to detect a difference of 0.15
between the two proportions. Assuming that 10% of the
participants could be lost within 3 months or could not
provide valid data at month 3, 216 (=194/0.9) patients
must be recruited to obtain 194 evaluable patients (Chow
et al., 2003). The results of a sensitivity analysis are
reported in Figure 1, showing how much the sample size
increases if a small difference between proportions must
be detected with a high power.
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Figure 1. - Number of subjects to be enrolled in the experimental group, according to different values of power and different assumptions
on the difference between the two withdrawal proportions within 3 months. The arrow indicateds the number of subjects reported in the
CHAT protocol (without adjustment). The sample size calculations have been performed with PASS software (Hintze, 2004) assuming a
withdrawal proportion of 0.25 in the control group and targeting the significance level of the two-sided z-test (with pooled variance) at
0.05.
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