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Abstract. In this paper we consider expansive homeomorphisms of compact spaces with a
hyperbolic metric presenting a self-similar behavior on stable and unstable sets. Several
applications are given related to Hausdorff dimension, entropy, intrinsically ergodic
measures and the transitivity of expansive homeomorphisms with canonical coordinates.

1. Introduction
A homeomorphism f : M→ M of a compact metric space (M, ρ) is expansive if there
is ξ > 0 such that if x, y ∈ M are different then ρ( f n(x), f n(y)) > ξ for some n ∈ Z.
Examples of such dynamics are hyperbolic sets, in particular Anosov diffeomorphisms
and basic sets of axiom A diffeomorphisms. By definition, expansivity is independent from
hyperbolicity and smooth structures; it is a topological concept. However, several authors
constructed special hyperbolic metrics for this kind of dynamics; see for example [6, 8,
10, 14, 15, 28, 29, 31]. In this paper we will study expansive homeomorphisms with a
self-similar hyperbolic metric.

To motivate our first result, we recall that in [10] Fathi constructed a compatible
metric, that we will denote by dF , for which f is a Lipschitz isomorphism and there
are ξ > 0 and λ > 1 such that max{dF ( f (x), f (y)), dF ( f −1(x), f −1(y))} ≥ λ dF (x, y)
if dF (x, y)≤ ξ . A metric such as dF is called adapted or Lyapunov hyperbolic. In [8],
Dovbysh obtained a hyperbolic metric dD with an asymptotic homothetic behavior on
local stable and unstable sets. That is, there are two constants 0< λs, λu < 1 such that
dD( f (x), f (y)) approximates λs dD(x, y) for y ∈W s

ε (x) as ε→ 0, with an analogous
estimate on local unstable sets. We recall that for ε > 0 the local stable set of x ∈ M is

W s
ε (x)= {y ∈ M : d( f n(x), f n(y))≤ ε for all n ≥ 0}.

The local unstable set is defined as

W u
ε (x)= {y ∈ M : d( f −n(x), f −n(y))≤ ε for all n ≥ 0}.
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Our first result, Theorem 2.3, states that for every expansive homeomorphism of a
compact metric space there are a compatible metric d and two constants ξ > 0 and λ > 1
such that if d(x, y) < ξ then

max{d( f (x), f (y)), d( f −1(x), f −1(y))} = λ d(x, y).

A hyperbolic metric with this property will be called self-similar and we say that ξ is an
expansive constant and that λ is an expanding factor of the metric. Obviously, Dovbysh’s
conditions hold for a self-similar metric without taking limits. The construction of a self-
similar hyperbolic metric that we present follows standard techniques. In fact, it is Fathi’s
metric with only a small variation that is explained in Remark 2.2.

In [15, Problem 2.6], Fujita et al asked: Do positively expansive maps expand strictly
small distances? In our terminology they asked about the existence of a self-similar
hyperbolic metric for a positively expansive map. A continuous map f : M→ M of the
compact metric space (M, ρ) is positively expansive if there is δ > 0 such that if x 6= y
then ρ( f n(x), f n(y)) > δ for some n ≥ 0. They gave a positive answer in the case of open
positively expansive maps and for positively expansive maps of graphs. In Theorem 2.8,
we give a positive answer with full generality; its proof is only sketched because it is
analogous to the case of expansive homeomorphisms.

The rest of the paper is devoted to explore the consequences of the self-similarity of a
hyperbolic metric. Let us describe the content of this paper while stating more results that
we obtained. In §2, besides proving Theorems 2.3 and 2.8, examples are given and basic
properties of these metrics are investigated.

In §3, Theorem 3.11, we prove the equation

cap(M, d)=
ent( f )
log(λ)

relating the capacity of the space, the entropy of the homeomorphism and the expanding
factor of a self-similar metric. This is a fundamental equation of self-similar hyperbolicity
that holds for every expansive homeomorphism of a compact metric space with a self-
similar metric. It was previously proved in [15] for positively expansive maps. For a
hyperbolic metric not being self-similar only an inequality can be proved; see [10]. With
this result we study the set of expanding factors. We define the ideal expanding factor as
λideal = eh( f )/ dim(M), where dim stands for topological dimension. In Theorem 3.18, we
show that if f : M→ M is an expansive axiom A diffeomorphism of a compact connected
manifold with self-similar metric d with ideal expanding factor on the non-wandering set
then f is a transitive Anosov diffeomorphism and the dimensions of stable and unstable
manifolds coincide.

In §4, we show that our metric at small scales looks like a max norm with respect to
canonical coordinates. To explain the meaning of this statement, let us recall that f has
canonical coordinates† if for each ε > 0 there is δ > 0 such that d(x, y) < δ implies that

† In the literature an expansive homeomorphism with canonical coordinates may be called topological Anosov [1],
Smale space [30] or hyperbolic homeomorphism [23] and is equivalent to expansivity with the pseudo-orbit
tracing property or local product structure.
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W s
ε (x) ∩W u

ε (y) 6= ∅. If in addition 2ε is an expansive constant of f then W s
ε (x) ∩W u

ε (y)
is a singleton and we can define a map [·, ·] by

W s
ε (x) ∩W u

ε (y)= {[x, y]} (1)

whenever d(x, y) < δ. In Theorem 4.4, we show that for all ε > 0 there is δ > 0 such that
if 0< d(x, y) < δ then ∣∣∣∣max{d(x, [x, y]), d([x, y], y)}

d(x, y)
− 1

∣∣∣∣< ε.
This result is related to [8, Theorem 1.2’]. In Theorem 4.6, we show that if f is an
expansive homeomorphism with canonical coordinates of a Peano continuum M and
holonomies are isometries then f is transitive.

In §5, we give an application to the ergodic theory of Anosov diffeomorphisms. Using a
self-similar hyperbolic metric we give a natural construction of the intrinsic measure (the
probability measure with maximal entropy), also called Bowen–Margulis measure [17],
of a topologically mixing expansive homeomorphism with canonical coordinates. This
measure is obtained as a local product measure of Hausdorff measures on local stable and
unstable sets with respect to a self-similar metric. Analogous constructions can be found
in [16, 24, 34].

2. Expansivity and self-similarity
Let (M, ρ) be a compact metric space and consider a homeomorphism f : M→ M . We
say that f is expansive if there is ξ > 0 such that if x 6= y then ρ( f n(x), f n(y)) > ξ for
some n ∈ Z.

Definition 2.1. Given a homeomorphism f : M→ M , we say that a compatible metric d
on M is self-similar if there are constants ξ > 0, λ > 1 such that if d(p, q)≤ ξ then

max
|i |=1

d( f i (p), f i (q))= λ d(p, q). (2)

In this case we say that ξ is an expansive constant and λ is the expanding factor of the
metric.

2.1. Self-similar metrics for expansive homeomorphisms. In this section we will
construct a compatible self-similar metric for an arbitrary expansive homeomorphism of a
compact metric space.

Remark 2.2. A self-similar metric could be obtained following the proof of [10,
Theorem 5.1]. In doing so, we would have to change [10, equation (16)]† with a sup
in n ∈ Z instead of a bounded interval. However, to simplify the proof of Theorem 2.3, we
will start assuming Fathi’s metric.

As usual, the diameter of a set with respect to a metric ρ is defined as

diamρ(A)= sup
x,y∈A

ρ(x, y)

for all A ⊂ M .

† For the reader’s convenience we point out that equation (16) is between equations (5) and (7); see [10, p. 259].
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THEOREM 2.3. Every expansive homeomorphism f : M→ M on a compact metric space
admits a self-similar metric.

Proof. We start considering from [10, Theorem 5.1] an adapted hyperbolic metric dF

making f and f −1 Lipschitz. That is, there are ξF > 0 and k ≥ λ > 1 such that

k dF (x, y)≥max
|i |=1

dF ( f i (x), f i (y))

for all x, y ∈ M and
max
|i |=1

dF ( f i (x), f i (y))≥ λ dF (x, y)

if dF (x, y)≤ ξF . Consider the metric d : M × M→ R defined as

d(x, y)=max
i∈Z

dF ( f i (x), f i (y))
λ|i |

. (3)

Since M is compact the distances are bounded, which implies that (3) is a maximum and d
is a metric. Note that d≥ dF . To prove that the metrics dF and d define the same topology
on M , it only remains to show that for all ε > 0 there is δ > 0 such that if dF (x, y) < δ then
d(x, y) < ε. Consider two different points x, y ∈ M and take an integer j = j (x, y)≥ 0
such that

k j−1 <
diamdF (M)

dF (x, y)
≤ k j . (4)

Since
dF ( f i (x), f i (y))≤min{k|i | dF (x, y), diamdF (M)}

for all i ∈ Z, we have that

dF ( f i (x), f i (y))
λ|i |

≤min
{(

k
λ

)|i |
dF (x, y),

diamdF (M)
λ|i |

}
(5)

for all i ∈ Z. Applying (4), if |i | ≤ j − 1, then(
k
λ

)|i |
dF (x, y)≤

(
k
λ

) j−1

dF (x, y)≤
diamdF (M)
λ j−1 .

For |i | ≥ j , we have diamdF (M)/λ
|i |
≤ diamdF (M)/λ

j . Then

min{(k/λ)|i | dF (x, y), diamdF (M)/λ
|i |
} ≤ diamdF (M)/λ

j−1

for all i ∈ Z. Applying (5), we obtain

d(x, y)=max
i∈Z

dF ( f i (x), f i (y))
λ|i |

≤
k diamdF (M)

λ j−1 . (6)

Since j (x, y)→+∞ as dF (x, y)→ 0, the metrics d and dF are compatible.
To prove (2), take ξ > 0 such that if d(x, y) < ξ then dF (x, y) < ξF . We have that

max d( f ±1(x), f ±1(y)) = max
i∈Z

dF ( f i±1(x), f i±1(y))
λ|i |

= max
i∈Z

dF ( f i (x), f i (y))
λ|i±1| .
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Since min{|i + 1|, |i − 1|} ≥ |i | − 1 for all i ∈ Z, we conclude that

max
i∈Z

dF ( f i (x), f i (y))
λ|i±1| ≤max

i∈Z

dF ( f i (x), f i (y))
λ|i |−1 .

Notice that the difference between min |i ± 1| and |i | − 1, for an integer i , is only at i = 0,
where min |0± 1| = 1 and |0| − 1=−1. We know that if d(x, y) < ξ then dF (x, y) < ξF

and consequently
max dF ( f ±1(x), f ±1(y))≥ λ dF (x, y).

Then

max
i∈Z

dF ( f i (x), f i (y))
λ|i±1| ≥max

|i |=1

dF ( f i (x), f i (y))
λ|i±1| ≥ λ dF (x, y).

This proves that

max
i∈Z

dF ( f i (x), f i (y))
λ|i±1| =max

i∈Z

dF ( f i (x), f i (y))
λ|i |−1 .

Finally,

max
i∈Z

dF ( f i (x), f i (y))
λ|i |−1 = λmax

i∈Z

dF ( f i (x), f i (y))
λ|i |

= λ d(x, y),

which proves the result. �

Remark 2.4. From equation (4) in the proof of Theorem 2.3, we have that(
diamdF (M)

dF (x, y)

)logk (λ)

≤ λ j .

Applying (6), we conclude that

dF (x, y)≤ d(x, y)≤ c[dF (x, y)]α

with α = logk(λ) ∈ (0, 1) and c > 0. That is, d and dF are Hölder equivalent, as anticipated
by Fried in [14, Lemma 2].

Let us give some examples with an explicit self-similar metric.

Example 2.5. (Shifts and subshifts) Let NZ be the space of sequences on N symbols
{0, 1, 2, . . . , N − 1}. For a, b : Z→ N , define

T (a, b)=max{n ≥ 0 : a(i)= b(i) if |i | ≤ n}.

Given λ > 1, define d(a, b)= λ−T (a,b). It is easy to see that d is self-similar with respect
to the shift homeomorphism σ : NZ

→ NZ (σ(a)n = an+1). The expanding factor is λ. If
X ⊂ NZ is a closed σ -invariant subset (a subshift) then the restricted metric is self-similar.

Example 2.6. (Expansive homeomorphisms of surfaces) On compact surfaces we know
that expansive homeomorphisms are conjugate to pseudo-Anosov diffeomorphisms;
see [18, 21]. A pseudo-Anosov diffeomorphism f : M→ M of a compact surface, by
definition, has two invariant singular foliations with transverse measures µs, µu that are
expanded and contracted by a factor λ > 1. To define a self-similar metric, for p, q ∈ M
consider the set Csu(p, q) of curves α : [0, 1] → M from p to q such that there are
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t = 0= 0< t1 < · · ·< tn = 1 such that each αi = α([ti , ti+1]) is contained in a stable or
an unstable leaf of the foliations. Let ls(α) be the sum of the µs-measures of the arcs αi

contained in a stable leaf. Analogously, define lu(α). Finally, consider

d(p, q)= inf
α∈Csu(p,q)

max{ls(α), lu(α)}.

It is easy to prove that d is a compatible self-similar metric with expanding factor λ, where
λ is the expanding factor of the transverse measures.

We remark that Theorem 2.3 can be applied to every expansive homeomorphism
of a compact metric space, in particular to Anosov diffeomorphisms of compact
smooth manifolds. Under certain conditions a self-similar metric can be derived from a
Riemannian metric.

Example 2.7. (Linear Anosov diffeomorphisms) Let T : Rn
→ Rn be a linear

isomorphism inducing an Anosov automorphism f of the torus T n . Assume that the
stable subspace E s and the unstable subspace Eu of Rn can be written as E s

= E s
1 ⊕

· · · ⊕ E s
k and Eu

= Eu
1 ⊕ · · · ⊕ Eu

l and there are real numbers 0< |a1|, . . . , |ak |< 1,
|b1|, . . . , |bl |> 1 such that T (v)= aiv for all v ∈ E s

i and T (v)= b jv for all v ∈ Eu
j . Let

‖ · ‖ be a norm in Rn . Given v ∈ Rn , consider p ∈ E s and q ∈ Eu such that v = p + q and
take pi ∈ E s

i and q j ∈ Eu
j such that p = p1 + · · · + pk and q = q1 + · · · + ql . For

λ=min{|ai |
−1, |b j | : 1≤ i ≤ k, 1≤ j ≤ l},

define

ρ(v)=max{‖pi‖
log(λ) log |ai |, ‖q j‖

log(λ)/ log |b j | : 1≤ i ≤ k, 1≤ j ≤ l}.

The metric d(p, q)= ρ(q − p) in Rn induces a self-similar metric on the torus with
expanding factor λ.

2.2. Positively expansive maps. In this brief section we indicate how to construct a
self-similar metric for a positively expansive map.

THEOREM 2.8. If f : M→ M is a positively expansive map of a compact metric space
then there are a compatible metric d on M, ξ > 0 and λ > 1 such that if d(x, y) < ξ then
d( f (x), f (y))= λ d(x, y).

Proof. By [28] (see also [33]), we know that there are a compatible metric dR , ξ > 0
and λ > 1 such that if dR(x, y) < ξ then dR( f (x), f (y))≥ λ dR(x, y). Also, this metric
makes f Lipschitz. A self-similar metric can be defined by

d(x, y)=max
n≥0

dR( f n(x), f n(y))
λn .

The rest of the proof is analogous to the proof of Theorem 2.3. �
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2.3. Basic properties of a self-similar metric. In the following results we investigate
simple but important properties of the self-similar metric.

Remark 2.9. First note that equation (2) implies that if d(p, q)≤ ξ then

d( f (p), f (q))≤ λ d(p, q) and

d( f −1(p), f −1(q))≤ λ d(p, q).

These easily give us that f and f −1 are Lipschitz. Moreover, considering d′(p, q)=
min{d(p, q), ξ}, we can assume that λ itself is a Lipschitz constant for f and f −1. In
this case the expansivity constant should be reduced to ξ ′ = ξ/λ.

PROPOSITION 2.10. If d is self-similar and d( f (x), f (y))= λ d(x, y) then

d( f k(x), f k(y))= λk d(x, y)

for all k ≥ 0 such that λk−1 d(x, y)≤ ξ .

Proof. For k = 0, 1, the result is trivial. Consider k ≥ 2 and assume that d( f l(x), f l(y))=
λl d(x, y) for all l = 0, 1, . . . , k − 1. Therefore,

d( f k−1(x), f k−1(y))= λ d( f k−2(x), f k−2(y))

and, in particular, λ d( f k−1(x), f k−1(y)) 6= d( f k−2(x), f k−2(y)). Since

λk−1 d(x, y)= d( f k−1(x), f k−1(y))≤ ξ,

we can apply equation (2) to p = f k−1(x) and q = f k−1(y) to conclude that
d( f k(x), f k(y))= λ d( f k−1(x), f k−1(y)). Since

d( f k−1(x), f k−1(y))= λk−1 d(x, y),

the proof ends. �

PROPOSITION 2.11. If d is self-similar and λ d(x, y) 6= d( f −1(x), f −1(y)) then

d( f k(x), f k(y))= λk d(x, y)

for all k ≥ 0 such that λk−1 d(x, y)≤ ξ .

Proof. For k = 0, there is nothing to prove. If k = 1, we have d(x, y)≤ ξ . Since d(x, y) 6=
λ−1 d( f −1(x), f −1(y)), we apply equation (2) to obtain d( f (x), f (y))= λ d(x, y).
Then, applying Proposition 2.10, the proof ends. �

PROPOSITION 2.12. If y ∈W s
ξ (x) then d( f n(x), f n(y))= λ−n d(x, y) for all n ≥ 0.

Analogously, if y ∈W u
ξ (x), then d( f −n(x), f −n(y))= λ−n d(x, y) for all n ≥ 0.

Proof. If y ∈W s
ξ (x) and d( f n(x), f n(y)) 6= λ−n d(x, y) for some n ≥ 0 then there is

m ≥ 0 such that d( f m+1(x), f m+1(y)) 6= λ d( f m(x), f m(y)). Applying Proposition 2.11,
we contradict that y ∈W s

ξ (x). �
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2.4. Dynamical triangles. In what follows we will assume that f : M→ M is an
expansive homeomorphism with a self-similar metric d on the compact space M . In
addition, λ > 1 and ξ > 0 will denote the expanding factor and the expansivity constant,
respectively. The purpose of this section is to prove Theorem 2.21, where we will give an
estimate of the metric at small scales. This theorem will be applied to prove that a self-
similar metric is a max norm at small scales assuming canonical coordinates, Theorem 4.4.
However, the study of the present section does not assume canonical coordinates.

Definition 2.13. We say that (x, y) ∈ M × M is a critical pair if 0< d(x, y) < ξ ,
d( f −1(x), f −1(y))= λ d(x, y) and d( f 2(x), f 2(y))= λ d( f (x), f (y)).

Note that if (x, y) is a critical pair and d( f (x), f (y)) < ξ then ( f (x), f (y)) is a critical
pair for f −1. Fix a critical pair (x, y) ∈ M × M and define cn = d( f n(x), f n(y)) for
n ∈ Z. By Proposition 2.10, we have that if n ≥ 1 then

cn+1 = λ
nc1 if λn−1c1 ≤ ξ, (7)

c−n = λ
nc0 if λn−1c0 ≤ ξ. (8)

If c1 < ξ , by Remark 2.9, we have

1
λ2 ≤

c1

λc0
≤ 1. (9)

Definition 2.14. We say that (x, y, z) is a dynamical triangle if z =W u
ξ/2λ(x) ∩W s

ξ/2λ(y).

Remark 2.15. For all ε > 0, there is δ > 0 such that if (x, y, z) is a dynamical triangle
and d(x, y) < δ then max{d(x, z), d(y, z)}< ε. The proof is as follows. If this is not the
case, we can take dynamical triangles (xn, yn, zn) such that d(xn, yn)→ 0 but d(xn, zn)

is bounded away from zero (the other case is similar). Then two limit points of xn and zn

contradict the expansivity of f .

Fix a dynamical triangle (x, y, z) and define a = d(x, z) and b = d(z, y). Since
a, b ≤ ξ/2λ, there are Na, Nb > 0 such that

λNa a ≤
ξ

2
< λNa+1a,

λNb b ≤
ξ

2
< λNb+1b.

(10)

Since z ∈W u
ξ (x) and z ∈W s

ξ (x), from Proposition 2.12, we have that

d( f n(x), f n(z))= λna if n ≤ Na,

d( f n(y), f n(z))= λ−nb if n ≥−Nb.

From this and the triangular inequality of the metric, we conclude that

|λna − λ−nb| ≤ cn ≤ λ
na + λ−nb (11)

whenever −Nb ≤ n ≤ Na . By (10), we can prove that λNa a > λ−Na b and λ−Nb a < λNb b.
Therefore, (11) with n = Na and n =−Nb implies that

λNa a − λ−Na b ≤ cNa ≤ λ
Na a + λ−Na b, (12)

λNb b − λ−Nb a ≤ c−Nb ≤ λ
Nb b + λ−Nb a. (13)

https://doi.org/10.1017/etds.2016.139 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2016.139


2430 A. Artigue

Thus,

λNa a − λ−Na b
λ−Nb a + λNb b

≤
cNa

c−Nb

≤
λNa a + λ−Na b
λNb b − λ−Nb a

. (14)

Definition 2.16. We say that a dynamical triangle (x, y, z) is a critical triangle if (x, y) is
a critical pair.

PROPOSITION 2.17. If (x, y, z) is a critical triangle then

a − λ−2Na b
b + λ−2Nb a

≤
c1

λc0
≤

a + λ−2Na b
b − λ−2Nb a

. (15)

Proof. From (10) and (11), we have that cn ≤ ξ if −Nb ≤ n ≤ Na . This allows us to
apply (7) and (8) to obtain cNa = λ

Na−1c1 and c−Nb = λ
Nb c0. Now the result follows

from (14). �

In the following lemmas we give some estimates that we need for the proof of
Theorem 2.21.

LEMMA 2.18. For all ε1 > 0, there is δ > 0 such that for any critical triangle with c0 < δ

we have

1
λ2 − ε1 ≤

a
b
≤ 1+ ε1. (16)

Proof. By (9), we know that c1/λc0 ≤ 1. From (15), we have
(a − λ−2Na b)/(b + λ−2Nb a)≤ c1/λc0. Then (a − λ−2Na b)/(b + λ−2Nb a)≤ 1. This
implies that a/b ≤ (1+ λ−2Na )/(1− λ−2Nb ). Considering again (9) and (15), we have
1/λ2
≤ c1/λc0 and c1/λc0 ≤ (a + λ−2Na b)/(b − λ−2Nb a). This gives

λ−2
− λ−2Na

1+ λ−2λ−2Nb
≤

a
b
≤

1+ λ−2Na

1− λ−2Nb
.

By Remark 2.15, if c0 is small then a and b are small. Consequently, Na and Nb are large.
This proves (16). �

LEMMA 2.19. There is ε0 > 0 such that for all ε1 ∈ (0, ε0) there is δ > 0 such that for any
critical triangle with c0 < δ we have

b
c0
≤ 2. (17)

Proof. For ε1 > 0 given, consider δ > 0 from Lemma 2.18. By (13) and (8), we
have |c0 − b| ≤ λ−2Nb a. From (16), we conclude that |1− b/c0| ≤ (a/c0)λ

−2Nb ≤

(b(1+ ε1)/c0)λ
−2Nb . Then b/c0 − 1≤ (b(1+ ε1)/c0)λ

−2Nb and (b/c0)(1− (1+
ε1)λ

−2Nb )≤ 1. Finally, take ε0 > 0 such that 1− (1+ ε0)λ
−2Nb ≥ 1/2. �

LEMMA 2.20. For all ε1 > 0, there is δ > 0 such that if c0 = d(x, y) < δ then∣∣∣∣ c1

λc0
−

a
b

∣∣∣∣< ε1. (18)
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Proof. Using (10), we have

λ−2Na b
a
=

b
aλNaλNa

≤
2λb
ξλNa

≤
λ

λNa+Nb
. (19)

Analogously,

λ−2Nb a
b
≤

λ

λNa+Nb
. (20)

Then (15), (19), (20) and (16) prove (18). �

THEOREM 2.21. If d is self-similar then for all ε > 0 there is δ > 0 such that if (x, y, z)
is a dynamical triangle with diam(x, y, z) < δ then∣∣∣∣ d(x, y)

max{d(x, z), d(z, y)}
− 1

∣∣∣∣< ε.
Proof. Consider ε0 > 0 from Lemma 2.19 and take ε2 ∈ (0, ε0). First we will show that
there is δ > 0 such that if (x, y, z) is critical and c0 < δ then∣∣∣∣ c0

max{a, b}
− 1

∣∣∣∣≤ ε2. (21)

For ε1 ∈ (0, ε0), consider δ > 0 satisfying Lemmas 2.18–2.20. From (16), we have that
a ≤ (1+ ε1)b and then

b ≤max{a, b} ≤ (1+ ε1)b. (22)

Equation (12) gives |cNa − λ
Na a| ≤ λ−Na b. From (7), we know that cNa = λ

Na−1c1.
Therefore, |c1/λc0 − a/c0| ≤ (b/c0)λ

−2Na , which jointly with (18) implies that |a/b −
a/c0| ≤ ε1 + (b/c0)λ

−2Na and |1− b/c0| ≤ (b/a)[ε1 + (b/c0)λ
−2Na ]. By (16), we have

that b/a ≤ λ2/(1− λ2ε1). Then∣∣∣∣1− b
c0

∣∣∣∣≤ λ2

1− λ2ε1

[
ε1 +

b
c0
λ−2Na

]
. (23)

This inequality and (17) give us |1− b/c0| ≤ (λ
2/(1− λ2ε1))(ε1 + 2λ−2Na ). By (22),

we have that |b/max{a, b} − 1| ≤ ε1/(1+ ε1). Adding the last two inequalities and
applying the triangular inequality, we have |b/max{a, b} − b/c0| ≤ (λ

2/(1− λ2ε1))

(ε1 + 2λ−2Na )+ ε1/(1+ ε1). That is, |c0/max{a, b} − 1| ≤ (c0/b)[(λ2/(1− λ2ε1))

(ε1 + 2λ−2Na )+ ε1/(1+ ε1)]. From (22), we have that

max{a, b}
1+ ε1

≤ b

and then
c0

b
≤

c0

max{a, b}
(1+ ε1)≤ 2(1+ ε1) (24)

because c0 ≤ 2 max{a, b} (triangular inequality). Then∣∣∣∣ c0

max{a, b}
− 1

∣∣∣∣≤ 2(1+ ε1)

[
λ2

1− λ2ε1
(ε1 + 2λ−2Na )+

ε1

1+ ε1

]
.
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From Remark 2.15, we have that if δ is small then λ−2Na is small. Then it is clear that if
ε1 is sufficiently small then we obtain (21).

For an arbitrary dynamical triangle (x ′, y′, z′), the proof is reduced to the case of a
critical triangle as follows. Consider δ > 0 as before (satisfying the previous lemmas).
Assume that diam(x ′, y′, z′) < δ. Suppose that for some n > 0 the pair ( f n(x ′), f n(y′))
is critical. If we define x = f n(x ′), y = f n(y′) and z = f n(z′) then

d(x ′, y′)= λnc0,

d(y′, z′)= λnb,

d(x ′, z′)= λ−na.

In particular, c0 < δ. By (16), we have that a/b < 1+ ε1 < λ
2 (assuming that

ε1 < λ
2
− 1). Then max{λ−2na, b} = b and

d(x ′, y′)
max{d(x ′, z′), d(z′, y′)}

=
c0

max{λ−2na, b}
=

c0

b
.

From (22), we have that
1
b
−

1
max{a, b}

≤
ε1

b(1+ ε1)
.

Since for the critical triangle (x, y, z) we have proved (21), we have∣∣∣∣c0

b
− 1

∣∣∣∣≤ ∣∣∣∣c0

b
−

c0

max{a, b}

∣∣∣∣+ ∣∣∣∣ c0

max{a, b}
− 1

∣∣∣∣≤ c0ε1

b(1+ ε1)
+ ε2.

Jointly with (24), we obtain ∣∣∣∣c0

b
− 1

∣∣∣∣≤ 2ε1 + ε2.

Finally, given ε > 0, it is sufficient to take ε1 = ε2 = ε/3. �

Remark 2.22. In [30], Ruelle asked if there can be found a hyperbolic metric such that

d([x, y], x)≤ L d(x, y),
d([x, y], y)≤ L d(x, y)

(25)

for some L ≥ 1, assuming expansivity and canonical coordinates. Such property of a
hyperbolic metric was obtained by Fried in [13] (see also [32]). From Theorem 2.21,
taking z = [x, y], we have that: if f : M→ M is expansive, has canonical coordinates
and d is self-similar then for all ε > 0 there is δ > 0 such that if d(x, y) < δ then

d([x, y], x)≤ (1+ ε) d(x, y),

d([x, y], y)≤ (1+ ε) d(x, y).

This property was previously proved by Dovbysh in [8, Remark 1.5].

3. Topological entropy
Let (M, d) be a compact metric space. For ε > 0 we say that

U = {A1, . . . , An}

https://doi.org/10.1017/etds.2016.139 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2016.139


Self-similar hyperbolicity 2433

is an (ε, d)-cover of X ⊂ M if
⋃n

i=1 Ai = X and diamd(Ai ) < ε for all i = 1, . . . , n.
Define

covε(X, d)=min{card(U) : U is an (ε, d)-cover of X}

and
d f

n (x, y)= max
|k|≤n

d( f k(x), f k(y)).

Remark 3.1. Note that if f is expansive and d is a self-similar metric with expansive
constant ξ and expanding factor λ then

d f
n (x, y)= λn d(x, y) (26)

if d(x, y)≤ ξ/λn . Equation (26) also holds if d f
n (x, y)≤ ξ .

PROPOSITION 3.2. If f is expansive and d is a self-similar metric with expansive constant
ξ and expanding factor λ then

covξ/λk (X, d)= covξ (X, d f
k )

for all k ≥ 0 and X ⊂ M.

Proof. If U is an (ξ/λk, d)-cover of X then diamd(U ) < ξ/λk for all U ∈ U . Equation (26)
implies that diamd f

k
(U ) < ξ and then U is an (ξ, d f

k )-cover of X . Then covξ/λk (X, d)≥

covξ (X, d f
k ).

To prove the converse inequality, consider an (ξ, d f
k )-cover U of X . Given U ∈ U , we

have that diamd f
k
(U ) < ξ , that is, diam( f j (U )) < ξ if | j | ≤ k. If diam(U )≥ ξ/λk then

max{diam( f k(U )), diam( f −k(U ))} ≥ ξ (which would be a contradiction). Then U is an
(ξ/λk, d)-cover. This proves the other inequality. �

It is known that the limit

h(X)= lim
n→+∞

1
n

log(covξ (X, d f
n ))

exists, is finite and is independent of the expansive constant ξ in the above expression; see
for example [5]. This limit is the topological entropy of X associated to f . The topological
entropy of f is defined as h( f )= h(M).

Define

d+n (x, y)= max
0≤k≤n

d( f k(x), f k(y)),

d−n (x, y)= max
0≤k≤n

d( f −k(x), f −k(y)).

Given X ⊂ M , define

h+(X)= lim
n→+∞

1
n

log(covξ (X, d+n )),

h−(X)= lim
n→+∞

1
n

log(covξ (X, d−n )).

These numbers depend on f .
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Remark 3.3. The topological entropy considered in [10] (and, in most texts, as for example
in [5]) is ent( f )= h+(M). It is easy to prove that

2 h+(M)= h( f ).

To avoid the introduction of a factor 2 in equation (29), we defined the entropy as we did
(which, again, is not the standard way).

PROPOSITION 3.4. We have that

h+(M)= h−(M)= h(M)/2.

Proof. Notice that U is an (ξ, d+n )-cover of M if and only if f n(U) is an (ξ, d−n )-cover of
M . This proves that h+(M)= h−(M).

Note that if U is an (ξ, dn) cover of M then f −n(U) is an (ξ, d+2n−1) cover. This implies
that covξ (M, d+2n−1)≤ covξ (M, dn) and 2 h+(M)≤ h(M). The converse inequality is
analogous. �

We say that a set X ⊂ M is stable if diam( f n(X))→ 0 as n→+∞. We say that it is
unstable if diam( f n(X))→ 0 as n→−∞. If X is unstable and diam( f −n(X))≤ ξ for
all n ≥ 0 then

covξ/λk (X, d)= covξ (X, d+k ) (27)

if the metric is self-similar.

3.1. Canonical coordinates. Let f : M→ M be an expansive homeomorphism with
canonical coordinates of a compact metric space. Recall the map [, ] defined in equation (1)
giving the intersection of local stable and unstable sets. For p ∈ M and r > 0 small, define

Cr (p)= [W s
r (p), W u

r (p)] = {[x, y] : x ∈W s
r (p), y ∈W u

r (p)}.

We will say that Cr (p) is a product box around p. The sets [{x}, W u
r (p)] and [W s

r (p), {y}]
will be called plaques of the product box.

We recall that the spectral decomposition theorem states that for an expansive
homeomorphism f with canonical coordinates the non-wandering set �( f ) is a disjoint
union B1 ∪ · · · ∪ Bl of compact f -invariant sets and each f : Bi → Bi is transitive. The
sets Bi are called basic sets. The spectral decomposition for hyperbolic diffeomorphisms
of smooth manifolds is due to Smale. A proof in the topological setting can be found in
[1, Theorem 3.4.4].

Assume that 3ξ is an expansive constant and d is self-similar with expanding factor λ.

PROPOSITION 3.5. If r < ξ and C = Cr (p) is a product box then

h+(C)= h+(Pu) and h−(C)= h−(Ps)

for every unstable plaque Pu and every stable plaque Ps of C.
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Proof. Let us only prove the first equality. Since Pu
⊂ C , we have that h+(Pu)≤

h+(C). Let π : C→ Pu be the canonical projection. Consider p, q ∈ C . By the triangular
inequality, we have

d( f n(p), f n(q)) ≤ d( f n(p), f n(π(p)))

+ d( f n(π(p)), f n(π(q)))+ d( f n(π(q)), f n(q))

for all n ∈ Z. If n ≥ 0 then

d( f n(p), f n(q)) ≤ λ−n d(p, π(p))

+ d( f n(π(p)), f n(π(q)))+ λ−n d(π(q), q).

Thus,
d( f n(p), f n(q))≤ d( f n(π(p)), f n(π(q)))+ 2ξ/λn .

Therefore, if d( f k(π(p)), f k(π(q)))≤ ξ for all k = 0, 1, . . . , n then

d( f k(p), f k(q))≤ 3ξ

for all k = 0, 1, . . . , n. That is, if d+n (π(p), π(q))≤ ξ then d+n (p, q)≤ 3ξ . Consequently,
if U is an (ξ, d+n )-cover of Pu then π−1(U) is a (3ξ, d+n )-cover of C . This implies that
covξ (Pu, d+n )≥ cov3ξ (C, d+n ) and h+(Pu)≥ h+(C). �

COROLLARY 3.6. If Pu
1 and Pu

2 are unstable plaques of a common product box C then
h+(Pu

1 , d)= h+(Pu
2 , d). Analogously for stable plaques.

Proof. By Proposition 3.5, we know that h+(Pu
i )= h+(C). �

3.2. Homogeneous entropy. We say that f has homogeneous entropy if for all x, y ∈ M
we have h(W u

ξ (x))= h(W u
ξ (y)) and h(W s

ξ (x))= h(W u
ξ (y)).

PROPOSITION 3.7. If f has homogeneous entropy then h(W u
ξ (x)) and h(W s

ξ (x)) do not
depend on the expansivity constant ξ .

Proof. It is direct from the definitions, noting that h(X)= h( f (X)) for all X ⊂ M . �

PROPOSITION 3.8. If f is expansive with canonical coordinates and homogeneous
entropy then

h+(W u
ξ (x))= h−(W s

ξ (x))=
1
2 h(M)

for all x ∈ M.

Proof. We will prove that h+(W u
ε (x))=

1
2 h(M). Let C1, . . . , C p be a cover of

M by product boxes. By Proposition 3.4, we have that 1
2 h(M)= h+(M). As in

[5, Proposition 2.5.5], we can prove that

h+(M)= max
i=1,...,p

h+(Ci ).

Suppose that h+(M)= h+(C j ) for some j . If Pu is an unstable plaque of C j , by
Proposition 3.5, we know that h+(C j )= h+(Pu). This finishes the proof. �
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We say that a basic set 3⊂�( f ) is extremal if it is an attractor or a repeller of the
spectral decomposition of the non-wandering set.

PROPOSITION 3.9. An expansive homeomorphism with canonical coordinates has
homogeneous entropy if and only if h(M)= h(3) for every extremal basic set 3⊂�( f ).

Proof. To prove the direct part, suppose that 3 is an attractor. In this case we have that
W u
ξ (x)⊂3 for all x ∈3. If we apply Proposition 3.8 to f : M→ M and f :3→3, we

obtain
h(M)= 2 h+(W u

ξ (x))= h(3)

for all x ∈3.
To prove the converse, assume that h(M)= h(3) for every extremal basic set 3⊂

�( f ). Since h(3′)≤ h(M) for every basic set 3′, we have that h(3′)≤ h(3) for
every extremal 3. Given x ∈ M , there are y ∈ Bξ (x) and an attractor 3a such that
d( f n(x), 3a)→ 0 as n→+∞. Applying Corollary 3.6, we conclude that h+(W u

ξ (x))=
h+(W u

ξ (z)) for z ∈3a . �

THEOREM 3.10. If f : M→ M is a transitive expansive homeomorphism with canonical
coordinates of a compact metric space M then f has homogeneous entropy.

Proof. Take p, q ∈ M and consider εp, εq > 0. Let C p, Cq be boxes around p, q
respectively such that W s

εp
(p) is a plaque of C p and W s

εq
(q) is a plaque of Cq . Take x ∈ M

with orbit dense in M . Assume that x ∈ C p and denote by Px the stable plaque of x in C p.
Take n ≥ 0 such that f n(Px )⊂ Cq .

We have that h−(Px )= h−( f n(Px )). Let Qx be the stable plaque of f n(x) in Cq .
Since f n(Px )⊂ Qx , we have that h−( f n(Px ))≤ h−(Qx ). By Corollary 3.6, we have that
h−(Qx )= h−(W s

εq
(q)). Then we have proved that

h−(W s
εp
(p))≤ h−(W s

εq
(q)).

Analogously, we can prove the converse inequality and the proof ends. �

3.3. Capacity. Given X ⊂ M , the capacity is defined as

cap(X, d)= lim
ε→0

log(covε(X, d))
−log(ε)

(28)

whenever this limit exists. The following result is based on [10, Theorem 5.3], where an
inequality is proved.

THEOREM 3.11. If f is expansive and d is a self-similar metric with expanding factor λ
then the limit (28) exists and

cap(X, d)=
h(X)

log(λ)
(29)

for every X ⊆ M.
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Proof. Given ε > 0, small consider a positive integer n(ε) such that

ξ/λn(ε)+1
≤ ε < ξ/λn(ε).

Then
covξ/λn(ε)+1(X, d)≥ covε(X, d)≥ covξ/λn(ε)(X, d)

and
log(covξ/λn(ε)+1(X, d))

−log(ξ/λn(ε))
≥

log(covε(X, d))
−log(ε)

≥
log(covξ/λn(ε)(X, d))

−log(ξ/λn(ε)+1)
.

By Proposition 3.2, we have that covξ/λk (X, d)= covξ (X, d f
k ). Then

log(covξ (X, d f
n(ε)+1))

n(ε) log λ− log(ξ)
≥

log(covε(X, d))
−log(ε)

≥
log(covξ (X, d f

n(ε)))

(n(ε)+ 1) log λ− log(ξ)
.

Since limε→0 n(ε)=+∞, we conclude that

h(X)
log(λ)

≥ cap(X, d)≥
h(X)

log(λ)
,

which proves the result. �

PROPOSITION 3.12. Assume that f : M→ M is an expansive homeomorphism with self-
similar metric d and expanding factor λ. For every unstable set X and every stable set Y
we have

cap(X, d)=
h+(X)
log(λ)

=
h(X)

log(λ)

and

cap(Y, d)=
h−(Y )
log(λ)

=
h(Y )

log(λ)
.

Proof. It is analogous to the proof of Theorem 3.11 using equation (27). �

In this case it is easy to see that h−(X)= h+(Y )= 0.

COROLLARY 3.13. If Pu
1 and Pu

2 are unstable plaques of a common product box C then
cap(Pu

1 , d)= cap(Pu
2 , d). Analogously for stable plaques.

Proof. It follows by Corollary 3.6 and Proposition 3.12. �

3.4. Expanding factors. The purpose of this section is to study the set of expanding
factors λ of a self-similar metric that can be associated to a given expansive
homeomorphism f : M→ M . Note that if there is a self-similar metric d with expanding
factor λ then the metric d′(x, y)= [d(x, y)]α , 0< α < 1, is self-similar with expanding
factor λα < λ. This means that the set of expanding factors is an interval.

Let λsup( f ) ∈ (1,+∞] be such that every λ < λsup is the expanding factor of a self-
similar metric for f , and every λ > λsup is not.

Remark 3.14. The metric defined in Example 2.7 has expanding factor λsup.
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The following result characterizes the systems with λsup infinite. The topological
dimension [19] of M will be denoted as dim(M). In [19], it is shown that dim(M)≤
cap(M, d) for every metric d.

PROPOSITION 3.15. λsup =+∞ if and only if M is totally disconnected.

Proof. Assume that M is totally disconnected. From [20, Corollary 2.9], we know that f
is conjugate with a subshift. Recall that in Example 2.5 we gave a self-similar metric for
the shift homeomorphism with an arbitrary expanding factor λ > 1.

If M is not totally disconnected then the topological dimension of M is positive.
Applying Theorem 3.11, we have

dim(M) log(λ)≤ h( f ) (30)

for every expanding factor λ of a hyperbolic self-similar metric. This implies that

λ≤ eh( f )/ dim(M)

and λsup is finite. �

Remark 3.16. As noticed in [10], equation (30) implies that (1) if a compact metric space
admits an expansive homeomorphism then its topological dimension is finite (a result first
proved by Mañé [22]) and (2) if dim(M) > 0 then every expansive homeomorphism of M
has positive topological entropy.

In what follows, assume that dim(M) > 0. Define the ideal expanding factor of f as

λideal = eh( f )/ dim(M).

Obviously, if λ is an expanding factor then λ≤ λideal.

Example 3.17. (Pseudo-Anosov maps again) On surfaces every expansive
homeomorphism admits a self-similar metric with ideal expanding factor. This is because
the metric that we constructed in Example 2.6 expands with the factor associated to the
transverse measures. Since the topological entropy of a pseudo-Anosov map is 2 log(λ)
and the topological dimension of a surface is 2, the stretching factor of a pseudo-Anosov
diffeomorphism is λideal.

It is of interest for the next result to remark that an expansive axiom A diffeomorphism
may not be Anosov; for example, there are quasi-Anosov diffeomorphisms that are not
Anosov [12]. Quasi-Anosov diffeomorphisms are known to be axiom A and expansive.

THEOREM 3.18. Let f : M→ M be an expansive homeomorphism of a compact
connected manifold with self-similar metric d. If f :�( f )→�( f ) has ideal expanding
factor then �( f ) has non-empty interior. If in addition f is an axiom A diffeomorphism
then f is a transitive Anosov diffeomorphism and the dimensions of stable and unstable
manifolds coincide.

Proof. It is known [2] (see also [17, equation (3.3.1)]) that the topological entropy of
f restricted to the non-wandering set equals the topological entropy of f in M . Since
f has ideal expanding factor on �( f ), we can apply Theorem 3.11 to conclude that
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dim(�( f ))= dim(M). From [19, Theorem IV 3], we know that �( f ) has non-empty
interior.

If f is axiom A, we can apply [11] to conclude that�( f )= M and that f is a transitive
Anosov diffeomorphism. From Theorem 3.10, f has homogeneous entropy. Applying
Proposition 3.8, we have that

h+(W u
ξ (x))= h−(W s

ξ (x))=
1
2 h(M)

for all x ∈ M . By Proposition 3.12, we conclude that

cap(W u
ξ (x), d)= cap(W s

ξ (x), d)=
dim(M)

2
.

If dim(W s(x)) 6= dim(W u(x)) then one of these numbers is strictly greater than
dim(M)/2. We arrive at a contradiction because the capacity is greater than or equal to
the dimension. �

As a consequence, an Anosov diffeomorphism of a three-dimensional manifold does
not admit a self-similar metric with ideal expanding factor.

4. Holonomy on canonical coordinates
In this section we give some simple properties of pseudo isometries and the Hausdorff
measure. Assuming the existence of canonical coordinates, we show that holonomies are
pseudo isometries, and consequently the Hausdorff measure is preserved by holonomy. We
also show that on a Peano continuum the condition of isometric holonomies implies the
transitivity of the homeomorphism.

4.1. Pseudo isometries and Hausdorff measure. Given metric spaces (X i , di ), i = 1, 2,
we say that a homeomorphism h : X1→ X2 is a pseudo isometry if for all ε > 0 there is
δ > 0 such that if 0< d1(x, y) < δ then∣∣∣∣d2(h(x), h(y))

d1(x, y)
− 1

∣∣∣∣< ε.
In this case, X1 and X2 are said to be pseudo isometric.

Given a compact metric space (X, d) and r > 0, define Cr (X, d) as the set of countable
covers U of X such that diam(U ) < r for all U ∈ U . For d > 0, define

µd
r (X, d)= inf

U∈Cr

∑
U∈U

(diam(U ))d

and
µd(X, d)= lim

r→0
µd

r (X, d).

PROPOSITION 4.1. Let h : (X1, d1)→ (X2, d2) be a pseudo isometry of compact metric
spaces. Then µd(X1, d1)= µ

d(X2, d2) for all d > 0.

Proof. Given ε > 0, take δ > 0 such that if x, y ∈ X1 and d1(x, y) < δ then∣∣∣∣d2(h(x), h(y))
d1(x, y)

− 1
∣∣∣∣< ε.
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That is,
(1− ε) d1(x, y) < d2(h(x), h(y)) < (1+ ε) d1(x, y).

Therefore, if diam1(U ) < δ then diam2(h(U )) < (1+ ε) diam1(U ). If r < δ and U ∈
Cr (X1, d1) then h(U) ∈ Cr(1+ε)(X2, d2). Then, for all U ∈ Cr (X1, d1), we have∑

U∈U
diam2(h(U ))d < (1+ ε)d

∑
U∈U

diam1(U )d .

This implies that
µd

r(1+ε)(X2, d2)≤ (1+ ε)dµd
r (X1, d1)

and
µd(X2, d2)≤ (1+ ε)dµd(X1, d1).

Since this holds for all ε > 0, we conclude that µd(X2, d2)≤ µ
d(X1, d1). The other

inequality is analogous. �

4.2. Local form of the metric and transitivity. Fix a product box C and p ∈ C . For
x ∈ C , define its coordinates relative to p as

x s
=W s

ξ (p) ∩W u
ξ (x),

xu
=W u

ξ (p) ∩W s
ξ (x).

Define a metric dp on C by

dp(x, y)=max{d(x s, ys), d(xu, yu)}

for all x, y ∈ C .

LEMMA 4.2. If |1− x |< σ < 1 then∣∣∣∣1− 1
x

∣∣∣∣< σ

1− σ
. (31)

Proof. We have that 1− x < σ < 1. Then 0< 1− σ < x . �

LEMMA 4.3. If f : M→ M is expansive and d is self-similar then the holonomy map on
a product box C ⊂ M is a pseudo isometry.

Proof. Taking positive iterates of C , we can assume that stable plaques of C have diameter
smaller than the expansivity constant ξ . Denote by π : Pu

1 → Pu
2 the holonomy of two

unstable plaques of C . Fix p, q ∈ Pu
1 . By the triangular inequality of the metric, we have

that

|d( f n(p), f n(q))− d( f n(π(p)), f n(π(q)))| ≤ d( f n(p), f n(π(p)))

+ d( f n(π(q)), f n(q))

for all n ∈ Z. If n ≥ 0 then

|d( f n(p), f n(q))− d( f n(π(p)), f n(π(q)))| ≤
d(p, π(p))+ d(π(q), q)

λn
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because p, π(p) and q, π(q) are in stable plaques and d is self-similar with expanding
factor λ > 1. If d(p, π(p)) < ξ and d(π(q), q) < ξ then

|d( f n(p), f n(q))− d( f n(π(p)), f n(π(q)))| ≤
2ξ
λn .

Take m ≥ 0 such that

ξ/λm+1 <max{d(p, q), d(π(p), π(q))} ≤ ξ/λm .

Then

|d(p, q)− d(π(p), π(q))| =
1
λm |d( f m(p), f m(q))− d( f m(π(p)), f m(π(q)))|

≤
1
λm ·

2ξ
λm =

2ξ
λ2m .

Given that ξ/λm+1 <max{d(p, q), d(π(p), π(q))}, we have

|d(p, q)− d(π(p), π(q))| ≤
2 max{d(p, q), d(π(p), π(q))}

λm−1 .

Applying (31), we conclude that∣∣∣∣d(π(p), π(q))d(p, q)
− 1

∣∣∣∣≤ 2
λm−1 − 2

. �

THEOREM 4.4. If f : M→ M is expansive with d self-similar, C ⊂ M is a product box
and p ∈ C then (C, d) and (C, dp) are pseudo isometric.

Proof. It follows by Lemma 4.3 and Theorem 2.21. �

Remark 4.5. There are transitive expansive homeomorphisms with canonical coordinates
for which the holonomy is not an isometry. Consider the classical derived from Anosov
diffeomorphism on the two-dimensional torus [35]. Its non-wandering set consists of a
fixed point and a basic set � that is locally the product of a Cantor set with an arc. Let γ
be a circle embedded in the torus and transverse to the arcs of �. We have that � ∩ γ is a
Cantor set. Following the lines of �, we can define a first return map g :� ∩ γ →� ∩ γ .
If p, q ∈ γ are end points of a gap then d(gn(p), gn(q))→ 0 as n→±∞. This proves
that, independently of the metric (self-similar or not), holonomies are not isometries.

We remark that the following result can be applied to Anosov diffeomorphisms of
compact (connected) manifolds.

THEOREM 4.6. Let f be an expansive homeomorphism with canonical coordinates of a
Peano continuum M. If d is self-similar and holonomies are isometries then f is transitive.

Proof. Arguing by contradiction, consider from the spectral decomposition a repeller
R ⊂�( f ), an attractor A ⊂�( f ) and a wandering point x ∈ M such that f n(x)→ A
and f −n(x)→ R as n→+∞. From [25, Theorem 8.25], we know that Peano continua
are locally arc connected. Since we have local product structure, we have that stable
and unstable plaques are locally arc connected. Then there are N > 0, y ∈ R and an arc
l ⊂W u

ξ (y) from y to f −N (x).
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Consider δ > 0 such that if d(p, q)≤ 2δ then W s
ξ (p) ∩W u

ξ (q) 6= ∅. Take z in the
attractor A such that f N (x) ∈W s

δ (z). Let γ = f 2N (l), an arc from f N (x) to f 2N (y) ∈ R
contained in the (global) unstable set of f N (x). Consider γ ordered from f N (x) to f 2N (y)
and take p0 = f N (x) < p1 < · · ·< pk = f 2N (y) points in γ such that d(pi−1, pi ) < δ

for each i = 1, . . . , k. Since f N (x) ∈W s
δ (z), we have that d(p0, z) < δ and then

d(p1, z) < 2δ. Then we can define q1 =W u
ξ (z) ∩W s

ξ (p1). Since the holonomy is an
isometry, we have that d(p1, q1)= d( f N (x), z) < δ. Then d(p2, q1) < 2δ and we can
define q2 =W u

ξ (q1) ∩W s
ξ (p2). Inductively we obtain a sequence q1, . . . , qk as qi+1 =

W u
ξ (qi ) ∩W s

ξ (pi+1). The point qk is in W u(z) ∩W s( f 2N (y)). That is, qk ∈ A ∩ R. This
proves the transitivity of f . �

Let us explain why Theorem 4.6 is not true if we do not assume that M is locally
connected. We will consider a subshift of finite type on four symbols. The transition matrix

1 1 1 1
1 1 1 1
0 0 1 1
0 0 1 1


defines a subshift of finite type f on a Cantor set M . From [36], we know that subshifts
of finite type have canonical coordinates (or, equivalently, the shadowing property). It is
clear that f is not transitive because the non-wandering set consists of a repeller and an
attractor. Also, we can consider a self-similar metric with isometric holonomy (the metric
given in Example 2.5).

5. The intrinsic measure
In §5.2, we will apply our results to the construction of the intrinsic measure of a
topologically mixing expansive homeomorphism with canonical coordinates. In §5.1, we
recall some known facts from [1, 26] that we need.

5.1. Geometric constructions and Markov partitions. Let N be the set of non-negative
integers and consider a finite set U . Let Q ⊂ UN be a topologically mixing subshift of
finite type.

Let (X, ρ) be a compact metric space and denote by 2X the set of compact subsets of
X . Consider 1 : Q × N→ 2X and K∗, K ∗ > 0 such that:
(1) 1(ω, n + 1)⊂1(ω, n);
(2) for each (ω, n) ∈ Q × N there are balls B∗(ω, n) and B∗(ω, n) of radii K∗/λn and

K ∗/λn , respectively, such that

B∗(ω, n)⊂1(ω, n)⊂ B∗(ω, n);

(3) int(B∗(ω1, n)) ∩ int(B∗(ω2, n))= ∅ if ω1|{0,1,...,n} 6= ω2|{0,1,...,n},
where int(A) denotes the interior of A. Define

F1 =
⋂
n≥0

⋃
ω∈Q

1(ω, n)⊂ X. (32)
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THEOREM 5.1. [26, 27] In the above conditions, if d = cap(F1, ρ) then

0< µd(F1, ρ) <∞.

Proof. See [26, Theorems 13.1 and 13.4]. �

Let f : M→ M be an expansive homeomorphism with canonical coordinates. A closed
subset R ⊂ M is a rectangle if diam(C) < δ, R is the closure of its interior and [x, y] ∈
R for all x, y ∈ R. Given x ∈ R, denote Ru(x)= {y ∈ R : [y, x] = y}. Assume that the
diameter of the rectangle is so small that Ru(x)⊂W u

ξ (x) for all x ∈ R.

PROPOSITION 5.2. For every x ∈ int(R), there is r > 0 such that for all y ∈ Rs(x) we
have

W u
r (y)⊂ Ru(y).

Proof. It follows by the compactness of R and the product structure. �

A finite cover of M by rectangles U = {R1, . . . , Rp} of M is a Markov partition for
f : M→ M if:
(1) int(Ri ) ∩ int(R j )= ∅ if i 6= j ;
(2) for each x ∈ int(Ri ) ∩ f −1(int(R j )), we have f (Rs

i (x))⊂ Rs
j ( f (x)) and

Ru
j ( f (x))⊂ f (Ru

i (x)).
Every expansive homeomorphism with canonical coordinates admits Markov partitions by
rectangles of arbitrarily small diameter; see [1, Theorem 4.2.8]. Define

Q = {ω ∈ UN
: int(ω( j)) ∩ f −1(int(ω( j + 1))) 6= ∅ for all j ≥ 0}.

If f is topologically mixing, we can apply [1, Theorem 4.3.5] to obtain that Q is a
topologically mixing subshift of finite type. For each rectangle Ri ∈ U , fix an unstable
plaque Pu

Ri
⊂ Ri and define

X =
p⋃

i=1

Pu
Ri
. (33)

Given (ω, n) ∈ Q × N, define 1(ω, n)= X ∩ (
⋂n

j=0 f − j (ω( j))).

Remark 5.3. A point x ∈ X is in 1(ω, n) if f j (x) is in the rectangle ω( j) ∈ U for j =
0, . . . , n. Since U is a cover of M , we conclude that the set F1 defined in (32) coincides
with X .

PROPOSITION 5.4. With the previous notation, we have that 1(ω, n)⊂W u
ξ/λn (x) for all

x ∈1(ω, n).

Proof. For all y ∈1(ω, n), we know that f n(y) ∈ ω(n). Denote by Rn the rectangle
ω(n) ∈ U . Since Ru

n ( f n(y))⊂W u
ξ ( f n(x)), we have that f n(y) ∈W u

ξ ( f n(x)). Then y ∈
f −n(W u

ξ ( f n(x)))=W u
ξ/λn (x). �
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The following result is based on [26, Theorem 22.1].

THEOREM 5.5. Let f :3→3 be a topologically mixing expansive homeomorphism
with canonical coordinates of a compact metric space 3 with a self-similar metric ρ. If
d = cap(W u

ξ (x), ρ) then

0< µd(W u
ξ (x), ρ) <∞ (34)

for all x ∈3.

Proof. For each rectangle R ∈ U , fix an interior point xR . Consider rR > 0 from
Proposition 5.2. Define K∗ =min{rR : R ∈ U} and K ∗ = ξ . From Theorem 5.1, we have
that 0< µd(X, ρ) <∞, where X is given by (33). This is because F1 = X (Remark 5.3).
Since f is topologically mixing, we conclude (34). �

5.2. Intrinsic ergodicity. Let f : M→ M be an expansive homeomorphism with
canonical coordinates of a compact metric space. In addition, assume that f is
topologically mixing. In [3], Bowen (see also [1, Theorem 11.5.13]) proved that
topologically mixing expansive homeomorphisms with canonical coordinates have the
specification property. And, in [4], he proved that expansive homeomorphisms with
specification (on a compact metric space) admit a unique measure with maximal entropy.
A homeomorphism with a unique invariant measure maximizing the entropy is called
intrinsically ergodic [37]. The purpose of this section is to show that this special measure
can be naturally constructed using a self-similar metric.

Assume that d is self-similar with expanding factor λ > 1 and define

d =
h( f )

2 log(λ)
.

Let µ be the Borel measure on M such that given a rectangle Ps
× Pu

⊂ M , we have

µ(Ps
× Pu)= µd(Ps)µd(Ps),

where µd is the d-dimensional Hausdorff measure. From Lemma 4.3, we know that the
holonomy on a product box is a pseudo isometry and Proposition 4.1 proves that pseudo
isometries preserve the Hausdorff measure. This means that the measure of a box does not
depend on the plaques used to define the box.

THEOREM 5.6. If f is a topologically mixing expansive homeomorphism with canonical
coordinates of a compact metric space then µ is the measure of maximal entropy. In
particular, µ does not depend on the self-similar metric.

Proof. By Theorem 5.5, we have that

0< µd(W s
ε (x)) <∞ and 0< µd(W u

ε (x)) <∞

for all x ∈ M and for all ε > 0. Given that d is self-similar, we can apply [9, Scaling
property 2.1] to conclude that

µd( f (W u
ξ (x)), d)= λdµd(W u

ξ (x), d),

µd( f (W s
ξ (x)), d)= λ−dµd(W s

ξ (x), d)

for all d > 0. This implies that µ is f -invariant.
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To prove that µ is the intrinsic measure, we apply a result of Bowen explained in [7].
For this purpose, we recall that µ is f -homogeneous if for all ε > 0 there are δ > 0 and
c > 0 such that

µ(Dn
δ (y))≤ cµ(Dn

ε (x))

for all n ≥ 0 and all x, y ∈ M , where

Dn
ε (x)= {z ∈ M : d( f i (x), f i (z))≤ ε if 0≤ i ≤ n − 1}.

According to [7, Proposition 19.7], in order to prove that µ maximizes the entropy it is
sufficient to show that µ is f -homogeneous.

From Theorem 4.4, we know that for ε > 0 there is δ > 0 such that if d(x, y) < δ then

(1− ε) dx (x, y) < d(x, y) < (1+ ε) dx (x, y).

If we define
Cn
δ (x)= [W

s
δ (x), W u

δ/λn (x)]

then

Cn
δ/(1+ε)(x)⊂ Dn

δ (x)⊂ Cn
δ/(1−ε)(x). (35)

Define
mσ (ε)= inf{µd(W σ

ε (x)) : x ∈ M}

and
Mσ (ε)= sup{µd(W σ

ε (x)) : x ∈ M}

for σ = s, u. We will show that 0< mσ (ε)≤ Mσ (ε) <∞. From Theorem 5.5, we know
that each µd(W σ

ε (x)) is positive and finite. Since f is transitive, we can take z ∈ M with
dense positive orbit. For r > 0 given, take N large such that {z, f (z), . . . , f N (z)} is
r -dense in M . Then it is easy to see that ms(ε) > µd(W s

ε (z))λ
−N > 0. The other

inequalities are analogous. From these inequalities, equation (35) and the definition of
µ, we have

ms(δ/(1+ ε))mu(δ/(1+ ε))λ−n
≤ µ(Dn

δ (x))≤ Ms(δ/(1− ε))Mu(δ/(1− ε))λ−n

for all x ∈ M and all n ≥ 0. If we define

c =
Ms(δ/(1− ε))Mu(δ/(1− ε))
ms(δ/(1+ ε))mu(δ/(1+ ε))

,

we obtain
µ(Dn

δ (y))≤ cµ(Dn
δ (x))

for all x, y ∈ M and all n ≥ 0. This proves that µ is f -homogeneous and as we explained
the proof ends. �

Remark 5.7. If we can apply [9, Corollary 7.4] then the Hausdorff dimension of M is
h( f )/ log(λ) (assuming the hypothesis of Theorem 5.6). The problem is that in [9] a global
hypothesis (of the book) is that M must be contained in Euclidean Rn (i.e. the metric of M
must be induced by an embedding of M in some Rn). Whether this hypothesis is essential
or not is not clear to the author. Note that the finite dimensionality of a compact metric
space admitting an expansive homeomorphism is proved in [22]. This and results from [19]
imply that the space admits a topological embedding in Rn .
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