
Ergod. Th. & Dynam. Sys.(2000),20, 1767–1784
Printed in the United Kingdom c© 2000 Cambridge University Press

Connecting orbits for a reversible
Hamiltonian system

PAUL H. RABINOWITZ†

Department of Mathematics, University of Wisconsin, Madison, WI 53706, USA
(e-mail: rabinowi@math.wisc.edu)

(Received1 November1998and accepted in revised form20August1999)

Abstract. The existence of heteroclinic and homoclinic solutions which shadow
corresponding chains of such solutions is established for a class of reversible Hamiltonian
systems. The proof involves elementary minimization arguments.

1. Introduction
The goal of this paper is to find heteroclinic and homoclinic solutions for a class of
reversible Hamiltonian systems. The systems have the form

q̈ +Wq(t, q) = f (t), (HS)

whereW andf satisfy:

W ∈ C2(R × R
n,R) and is 1-periodic int

and in the componentsq1, . . . , qn of q;
(W1)

f ∈ C(R,Rn) and is 1-periodic int ; (f1)

[f ] ≡
∫ 1

0
f (t) dt = 0. (f2)

SetV (t, q) = W(t, q)− f (t) · q and assume

V (−t, q) = V (t, q), (V1)

i.e. (HS) is a reversible system. Such systems arise as models for then-pendulum and were
treated, in particular, in [9]. See also Bolotin [1, 2] and [8].

To describe the problem studied here, it is necessary to recall what was shown in [9].
Let

L(q) = 1
2|q̇|2 − V (t, q),
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the Lagrangian associated with (HS). More generally, the kinetic energy term could be
replaced by

K(q) =
n∑

i,j=1

aij (t, q)q̇iq̇j ,

where(aij (t, q)) is a positive definite matrix withaij satisfying (W1) and even int . Then
(HS) would be replaced by the Lagrangian system forK − V .

Set

I1(q) =
∫ 1

0
L(q) dt

for q ∈ W1,2
1 , where

W
1,2
1 = {q ∈ W1,2[0,1] | q is 1-periodic}.

As usualW1,2[0,1] denotes the Hilbert space of functions having square integrable
derivatives on[0,1] under

‖q‖2
W1,2[0,1] =

∫ 1

0
(|q̇|2 + |q|2) dt.

Define
c1 = inf

q∈W1,2
1

I1(q).

In [9] it was shown that
M = {q ∈ W1,2

1 | I1(q) = c1}
is non-empty. Note thatq ∈ M impliesq + k ∈ M for all k ∈ Z

n via (W1) and(f2).
Assume

M consists of isolated points. (M)

The main result of [9] was the following.

THEOREM 1.1. If (W1), (f1), (f2), (V1) and(M) hold, then for eachv ∈ M, there is a
w ∈ M\{v} and a solution,Q, of (HS) such thatQ(t) − v(t) → 0 as t → −∞ and
Q(t)−w(t) → 0 ast → ∞.

For notational simplicity, henceforth we writeQ(−∞) = v andQ(∞) = w to indicate
the asymptotic behavior of Theorem 1.1. The proof of Theorem 1.1 was by a minimization
argument employing a renormalized functional. A renormalization was required since the
natural functional associated with (HS) is infinite on the class of curves asymptotic tov

andM\{v}.
Subsequent to [9], Maxwell [6] extended Theorem 1.1 by proving that for anyv 6= w ∈

M, there exists a heteroclinic chain of solutions of (HS) asymptotic tov andw, i.e. there is
an` > 0 and distinct heteroclinic solutionsQ1, . . . ,Q` of (HS) withQ1(−∞) = v ≡ v0,
Qi+1(−∞) = Qi(∞) ≡ vi ∈ M, 1 ≤ i < `, andQ`(∞) = w ≡ v`. Furthermore, the
chain is minimal. By a minimal heteroclinic chain it is meant that ifvi , vi+1 ∈M,

0(vi , vi+1) = {q ∈ W1,2
loc (R,R

n) | q(−∞) = vi andq(∞) = vi+1},
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and

c(vi, vi+1) = inf
q∈0(vi,vi+1)

J (q), (1.2)

whereJ is the renormalized functional (whose definition will be recalled in §2), then

c(v0, v`) =
∑̀
i=1

c(vi−1, vi). (1.3)

Moreover, there is no heteroclinic chainP1, . . . , Pm joining vi to vi+1, 0 ≤ i ≤ m − 1,
with

m∑
1

J (Pk) = c(vi, vi+1)

unlessm = 1.
Our main result is that given any pairv 6= w ∈ M and a minimal heteroclinic

chain joining v and w, if certain mild non-degeneracy conditions are satisfied, there
exist infinitely many actual solutions of (HS) which are heteroclinic fromv to w. These
solutions are distinguished by the amount of time they spend near the intermediate periodic
solutionsv1, . . . , v`−1. These solutions do not necessarily shadow the chainQ1, . . . ,Q`.
However, if the time intervals spent near the periodic states are large enough, then the
heteroclinic does shadow some minimal heteroclinic chain joiningv andw.

To describe the non-degeneracy condition, set

Si ≡ S(vi−1, vi) ≡ {q(0) | q ∈ 0(vi−1, vi) andJ (q) = c(vi−1, vi)}.
Let Cvi−1(vi−1, vi) denote the component ofS i to which vi−1(0) belongs. Similarly,

Cvi (vi−1, vi) is the component ofS i to which vi(0) belongs. The non-degeneracy
assumption is

Cvi−1(vi−1, vi) = {vi−1(0)}, 1 ≤ i ≤ `. (∗)

As will be seen in §2, if (∗) fails, (HS) has a continuum of heteroclinics fromvi−1 to vi for
somei, 1 ≤ i ≤ `.

To describe our next result, observe that by the reversibility of (HS), wheneverQ(t) is
a solution of (HS), heteroclinic tov andw, thenQ(−t) is a solution heteroclinic tow and
v. Given a minimal heteroclinic chain,Q = (Q1, . . . ,Q`), such as Maxwell found, one
can form a larger chain by gluing further admissible heteroclinics from{Qi(t),Qj (−t) |
1 ≤ i, j ≤ `} to Q. For example, the possiblè+ 1 chains are{Q1(−t),Q1, . . . ,Q`}
and{Q1, . . . ,Q`,Q`(−t)}. Similarly,`+ 2 chains can be constructed by gluing a pair of
admissible heteroclinics to the ends ofQ or a pairQi(−t),Qi orQi+1,Qi+1(−t) between
Qi andQi+1.

A new heteroclinic chainQ̂ obtained by such a gluing process will be called an
augmented chain. It will be shown that if (∗) is satisfied, then corresponding to any
augmented chain̂Q = (u1, . . . , up) of Q, there are infinitely many actual solutions of
(HS) heteroclinic tou1(−∞) andup(∞) and distinguished by the amount of time they
spend nearui(∞), 1 ≤ i ≤ p− 1. The simplest example of this result is to take the setting
of Theorem 1.1, gluing the trivial chainQ toQ(−t) to get a homoclinic chain joiningv to
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v. Then the augmented chain theorem shows that there are infinitely many actual solutions
of (HS) homoclinic tov and distinguished by the amount of time they spend nearw.

The results on augmented chains will be obtained from a theorem combining two or
more (generally a finite number) minimal heteroclinic chains. The final set of applications
are to situations where one has an infinite heteroclinic chain. Here the subtleties of dealing
with a limiting situation must be dealt with.

A few results have been obtained that are related to ours. In particular, in an unpublished
manuscript [7], Maxwell gave a version of our main result. His non-degeneracy condition
is stronger than (∗); it implies that the functionsQi are isolated minimizers ofJ in
0(vi−1, vi). Maxwell’s heteroclinics shadow appropriate translates ofQ1, . . . ,Q`.

There is also earlier related work of Strobel, who in his thesis [12] studied (HS) for
f ≡ 0, V (t,0) = 0 > V (t, x), x ∈ R

n\Z
n. Thus Strobel is dealing with heteroclinics to

equilibria and no reversibility is required forV . Under his assumptions, Strobel first found
a minimal heteroclinic chain joining any pair of equilibriaα 6= β ∈ Z

n for (HS). With
a further strong non-degeneracy condition on the basic heteroclinics, Strobel found actual
heteroclinics that shadow the heteroclinic chain joiningα andβ.

Both Strobel and Maxwell use delicate and somewhat technical variational deformation
arguments in the spirit of those others have used to find multibump homoclinic solutions
of Hamiltonian systems; see, for example, S´eré [11] or [4] for such results. In contrast,
the existence theorems here are based on elementary minimization arguments. Indeed, our
work was partially motivated by a recent paper of Calanchi and Serra [3]. They studied the
setting of Theorem 1.1 whenn = 1. Using a nice minimization argument, they obtained the
family of homoclinics corresponding to the simple augmented homoclinic chain described
above (forn = 1). A comparison argument they use plays an important role in our work.
See also the paper [5] of Mather which at least in spirit is connected to the current work.

The definition of the renormalized functional will be recalled in §2 and a study of
the non-degeneracy condition (∗), which is of independent interest, will be made. The
main result, extending Maxwell’s work, will be carried out in §3. Finally, §4 deals with
augmented chains, gluing minimal chains, and infinite chains.

2. Some preliminaries
To begin, the technical framework used in [9] will be recalled. The reversibility condition
(V1) implies (see [9])

c1 = inf
q∈W1,2[0,1]

I1(q). (2.1)

Hence, for eachp ∈ Z andq ∈ W1,2[p − 1, p],
ap(q) ≡

∫ p

p−1
L(q) dt − c1 ≥ 0.

Let v ∈M and

0 = {q ∈ W1,2
loc (R,R

n) | q(−∞) = v andq(∞) = w for somew ∈ M\{v}}
Set

J (q) =
∑
p∈Z

ap(q)
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and
c = inf

q∈0 J (q).

In [9], Theorem 1.1 was proved by showing that there is aQ ∈ 0 such thatJ (Q) = c

andQ satisfies (HS). Likewise, the result of Maxwell [6] was proved by minimizingJ
over0(v,w) and showing that a minimizing sequence converges to a heteroclinic chain of
solutions.

Once one has a basic heteroclinic solution of (HS) or a chain of such solutions, to
construct more complicated solutions some sort of non-degeneracy condition is required.
Classically, to get a symbolic dynamics of solutions, it is assumed that there is a
transversal intersection of stable and unstable manifolds for an appropriate Poincar´e map at
a heteroclinic point. For variational constructions, milder conditions are generally required.

To formulate such a condition for the current setting, suppose first thatV = V (q). Then
M consists of points at whichV achieves its maximum onRn. Thusv ≡ v(0) for v ∈ M
andQ of Theorem 1.1 is heteroclinic to a pair of equilibrium points of (HS). Let

S = {q(0) | q ∈ 0 andJ (q) = c}. (2.2)

WhenV is autonomous, ifq ∈ 0, so is

τθq(t) = q(t − θ)

for all θ ∈ R. HenceS ⊃ q(R) and in particularv, w ∈ S. Simple examples whenn = 1
show no more complicated connecting orbits can be expected for this time independent
case.

More generally, whenV depends ont andS is defined by (2.2),q ∈ 0 impliesτkq ∈ 0
for k ∈ Z. Hencev(0) andw(0) belong toS. The behavior ofS will be studied more
closely.

LEMMA 2.3. S is bounded and therefore compact.

Proof. It can be assumed thatV (t, q) ≤ 0 for q ∈ R
n andt ∈ R. Let r be small compared

to
max

z 6=w∈M
‖z −w‖L∞[0,1].

By Proposition 2.18 of [9], there is anα(r) > 0 such that ifϕ ∈ W1,2[0,1] and
‖ϕ − z‖L∞[0,1] ≥ r for all z ∈M, i.e.‖ϕ −M‖L∞[0,1] ≥ r, then

I1(ϕ) ≥ c1 + α(r). (2.4)

Let q ∈ 0 with J (q) = c and` be the number of intervals[p,p − 1] (with p ∈ Z) on
which‖q −M‖L∞[p−1,p] ≥ r. Then by (2.4),

`α(r) ≤ c. (2.5)

This provides an upper bound on`. For anyq ∈ 0 ands > σ ,

|q(s)− q(σ)| ≤
∫ s

σ

|q ′(t)| dt ≤ (s − σ)1/2
( ∫ s

σ

|q ′(t)|2 dt
)1/2

. (2.6)

Hence, ifs, σ ∈ [p − 1, p] andJ (q) = c,

|q(s)− q(σ)| ≤ (ap(q)+ c1)
1/2 ≤ (c + c1)

1/2. (2.7)

Now (2.5) and (2.7) yield anL∞(R,Rn) bound forq and the lemma follows. 2
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Let
K = {(q(0), q ′(0)) | q ∈ 0 andJ (q) = c}.

LetP denote the projector ofK to S, i.e.P(q(0), q ′(0)) = q(0).

LEMMA 2.8. P is a homeomorphism ofK to S (andK to S).

Proof. It suffices to proveP is one-to-one. Suppose to the contrary that there existp 6= q

with p(0) = q(0). Note that bothp andq are asymptotic tov ast → −∞ but may have
different asymptotes ast → ∞. SinceJ (p) = J (q) = c,∑

i≤0

ai(p) =
∑
i≤0

ai(q) (2.9)

since otherwise, say, ∑
i≤0

ai(p) <
∑
i≤0

ai(q). (2.10)

Then ∑
i>0

ai(p) >
∑
i>0

ai(q) (2.11)

and gluingp|0−∞ to q|∞0 produces a new functionz ∈ 0 with J (z) < c, contrary to
the definition ofc. Therefore there is equality in (2.9) and in (2.11). Hence, withz as
just defined,J (z) = c. The arguments of [9] then imply thatz is a solution of (HS).
But z coincides withp and with q on open intervals. Thusz ≡ p ≡ q andP is a
homeomorphism ofK to S.

To complete the proof, it suffices to show thatK\K consists of(v(0), v′(0)) together
with (w(0),w′(0)) for all w ∈ M\{v} for which there is aQ ∈ 0 havingQ(∞) = w and
J (Q) = c. Indeed, if(a, b) ∈ K\K and is not in this latter set,

(a, b) = lim
m→∞(qm(0), q

′
m(0))

with qm in 0 andJ (qm) = c. The form ofI implies (qm) is bounded inW1,2
loc (R,R

n).
By Lemma 2.3,(qm) is bounded inL∞(R,Rn) and (HS) then implies(qm) is bounded
in C2(R,Rn). Hence, along a subsequence,(qm) converges weakly inW1,2

loc and strongly

in L∞
loc to q ∈ W

1,2
loc with q a solution of (HS) andJ (q) ≤ c. Standard arguments show

thatq is part of a heteroclinicj -chain of solutions of (HS) joiningv andw. But then the
definition ofc impliesj = 1, q ∈ 0 andJ (q) = c. Hence(a, b) = (q(0), q ′(0)) ∈ K. 2

Let w(0) ∈ S for somew ∈ M\{v} and letC denote the component ofS containing
w(0). The next ‘all or nothing’ lemma describes the possibilities forC.

LEMMA 2.12. Either:
(i) v(0) ∈ C or
(ii) C = {w(0)}.
Proof. OtherwiseC is a subcontinuum ofS containingw(0) and not meetingv(0). For
eachq ∈ S andk ∈ N, setfk(q(0)) = q(−k). By Lemma 2.8,fk : S → S is continuous
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and by Lemma 2.3,C is compact. Hencefk(C) is compact, connected, andw(0) ∈ fk(C).
Consequently, by the definition ofC,

fk(C) ⊂ C (2.13)

for all k ∈ N. But for eachq(0) ∈ S, q(−k) → v(0) ask → ∞, contrary to (2.13). 2

Remark 2.14.(a) Of course alternative (i) occurs in the autonomous case.
(b) The combined ‘curve shortening’ argument of Lemma 2.8 and dynamical system

argument of Lemma 2.12 can be applied in other variational settings where minimization
is used such as [10]. Whether Lemma 2.12 is true for other variational non-minimization
settings is an interesting open question.

Remark 2.15.Supposev 6= w ∈ M and there is aQ ∈ 0(v,w) which is a solution of
(HS) heteroclinic tov andw satisfyingJ (Q) = c(v,w). Thus

S(v,w) ≡ {q(0) ∈ R
n | q ∈ 0(v,w) andJ (q) = c(v,w)} 6= ∅.

Let Cv andCw denote the components ofS(v,w) containingv(0) andw(0) respectively.
Then the arguments of Lemmas 2.8 and 2.12 show that either there is a subcontinuum of
S(v,w) containingCv andCw or Cv = {v(0)} andCw = {w(0)}.
Remark 2.16.If v,w1, w2 are distinct elements ofM, the argument of Lemma 2.8 shows
S(v,w1) ∩ S(v,w2) = ∅.

3. The generalization of Maxwell’s result
Let v 6= w ∈ M and letQ1, . . . ,Q` be a minimal heteroclinic chain of solutions of (HS)
joining v andw as obtained by Maxwell and described in the introduction. Again, set
v0 = v, vi = Qi(∞), 1 ≤ i ≤ `− 1, andv` = w.

THEOREM 3.1. Let (W1), (f1), (f2), (V1) and (M) be satisfied and let(∗) hold. Let
v 6= w ∈ M. Then (HS) has infinitely many heteroclinic solutions fromv to w

characterized by the amount of time they spend nearvi , 1 ≤ i ≤ `− 1.

Remark 3.2.Note that if (∗) does not hold, (HS) has a continuum of solutions joiningvi−1

to vi for somei, 1 ≤ i ≤ `. This does not provide more information than is already known
for the autonomous case, but it is significant whenV depends explicitly ont .

Theorem 3.1 follows from a more precise result that will be formulated next. Let
0< ρ < r < 1 with r small compared to 1 andρ small compared tor, andρ, r otherwise
free for now. LetOi,1, Oi,2 ⊂ R

n be neighborhoods ofvi−1(0), vi(0) respectively,
1 ≤ i ≤ `, with the diameter ofOi,1,Oi,2 ≤ ρ and such that for 1≤ i ≤ ` andj = 1,2,

∂Oi,j ∩ Si = ∅, (3.3)

whereSi = S(vi−1, vi) as in §2. The existence ofOi,1 andOi,2 follows from (∗). Let
m ∈ Z

2` with mj+1 > mj , 1 ≤ j ≤ 2`− 1. Define

Xm = {q ∈ W1,2
loc (R,R

n) | q(−∞) = v0, q(m2k−1) ∈ Ok,1,
q(m2k) ∈ Ok,2,1 ≤ k ≤ `, andq(∞) = v`}.
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ThusXm consists of curves of the type sought as heteroclinic solutions of (HS). Adapting
an idea from [3], a constrained minimization problem will be used to find these solutions.
Set

bm = inf
q∈Xm

J (q). (3.4)

Remark 3.5.For j ∈ Z andj∗ = (j, . . . , j ) ∈ Z
2`,

bm = bm−j∗ , (3.6)

i.e. it is only the difference in themi ’s that is significant.

Theorem 3.1 now follows from the following.

THEOREM 3.7. For mi+1 − mi sufficiently large,1 ≤ i ≤ 2` − 1, there is aQm ∈ Xm

such thatJ (Qm) = bm. Moreover,Qm is a solution of(HS)heteroclinic fromv tow and


|Qm(t)− v(t)| ≤ r, t ∈ (−∞,m1],
|Qm(t)− vj (t)| ≤ r, t ∈ [m2j ,m2j+1],1 ≤ j ≤ `− 1,

|Qm(t)− w(t)| ≤ r, t ∈ [m2`,∞).

(3.8)

The proof of Theorem 3.7 requires several preliminaries.

LEMMA 3.9. Let�i be a neighborhood ofvi(0) of diameter≤ r, 0 ≤ i ≤ `. Then for
eachξ ∈ �i , there is a functionϕi(ξ, t) continuous fort ∈ [0,1] and a positive constant
a independent ofr, ξ , andi such thatϕi(ξ,0) = ξ , ϕi(ξ,1) = vi(1), and∫ 1

0
L(ϕi) dt − c1 ≤ ar. (3.10)

Proof. Take
ϕi(ξ, t) = vi(t)+ (ξ − vi(0))(1 − t).

Thenϕi satisfies the boundary conditions and (3.10) follows from∫ 1

0
L(ϕi) dt − c1 = |ξ − vi(0)|2 −

∫ 1

0
(V (t, ϕi)− V (t, vi)) dt. 2

Remark 3.11.Similarly, for eachξ ∈ �i , there is a continuousψi(ξ, t) and a positive
constant which can also be taken (independently ofξ, r, i) such thatψi(ξ,0) =
vi(0), ψi(ξ,1) = ξ , and (3.10) holds withϕi replaced byψi .

To continue, assumer is small compared toD, where

D = inf
u 6=z∈M

c(u, z) (3.12)

andρ satisfies

2aρ < α(r) (3.13)

with α as in (2.4) anda as in (3.10) and Remark 3.11.
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Remark 3.14.(i) If (qk) is a minimizing sequence for (3.4), it can be assumed that

m1∑
−∞

ai(qk) ≤ aρ. (3.15)

Indeed if (3.15) holds forqk, setq̂k = qk; if not, replaceqk|m1−∞ by the curvêqk ∈ Xm

obtained by gluingv0|m1−1
−∞ to ψ0(qk(m1), t)|10 to qk|∞m1

and (3.15) holds for this new
function. Moreover,J (̂qk) ≤ J (qk) so the sequence(̂qk) is also minimizing for (3.4).

(ii) It can also be assumed that

‖qk − v0‖L∞[−∞,m1] ≤ r. (3.16)

Otherwise, if
‖qk −M‖L∞[i−1,i] > r

holds for somei ∈ Z, i ≤ m1, as in (2.4),

ai(qk) ≥ α(r). (3.17)

But (3.15) and (3.17) are contrary to (3.13). Hence

‖qk −M‖L∞[i−1,i] ≤ r (3.18)

for all i ∈ Z. By the choice ofr andρ, (3.16) follows.
(iii) Similarly,

‖qk − v`‖L∞[m2`,∞) ≤ r (3.19)

and
∞∑

m2`+1

ai(qk) ≤ aρ. (3.20)

(iv) As in (i) of this remark,

m2j+1∑
m2j+1

ai(qk) ≤ 2aρ (3.21)

and as in (ii), this implies

‖qk − vj‖L∞[m2j ,m2j+1] ≤ r. (3.22)

(v) The estimates (3.16), (3.19) and (3.22) are valid independently of the choice ofm

provided thatmi+1 > mi + 1, i = 1,2.

PROPOSITION3.23. There existsaQm ∈ Xm such thatJ (Qm) = bm. Moreover, (3.8)
holds forQm.

Proof. Let (qk) be a minimizing sequence for (3.4). The form ofJ implies(qk) is bounded
in W1,2

loc (R,R
n) and thereforeqk converges along a subsequence both weakly inW

1,2
loc and

strongly inL∞
loc toQm ∈ W1,2

loc . As in [9],

J (Qm) ≤ bm. (3.24)
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By (3.15) and (3.16),

m1∑
−∞

ai(Qm) ≤ aρ (3.25)

and

‖Qm − v0‖(−∞,m1] ≤ r. (3.26)

As in [9], (3.25) and (3.26) implyQm(−∞) = v0.
Similarly,Qm(∞) = v1 via (3.19) and (3.20). These facts and theL∞

loc convergence of
(qk) implyQm ∈ Xm. Hence by (3.24),J (Qm) = bm. 2

Remark 3.27.As in [9], Qm satisfies (HS) except possibly at the components ofm.
Furthermore, (HS) is satisfied atmi unlessQm(m2i−1) ∈ ∂Oi,1 or Qm(m2i) ∈ ∂Oi,2,
1 ≤ i ≤ `. Thus it remains to show thatQm at the constraint points is interior to the
appropriate set,Oi,j . This is where the fact thatmi+1 −mi is large is required.

PROPOSITION3.28. Let ε > 0. Then form2i −m2i−1 sufficiently large,1 ≤ i ≤ `,

bm ≤
∑̀
i=1

c(vi−1, vi)+ ε = c(v0, v`)+ ε. (3.29)

Proof. It suffices to produce aq∗ ∈ Xm such that

J (q∗) ≤ c(v0, v`)+ ε. (3.30)

The functionq∗ will be obtained by appropriately modifying the chain{Q1, . . . ,Q`}.
Recall thatQi ∈ 0(vi−1, vi) is a solution of (HS) heteroclinic fromvi−1 to vi with
J (Qi) = c(vi−1, vi), 1 ≤ i ≤ `. The minimizerQi is not unique in0(vi−1, vi ). In
particular, for eachk ∈ Z, τkQi ∈ 0(vi−1, vi) andJ (τkQi) = J (Qi). For x ∈ R

n, let
Bσ (x) denote the open ball aboutx of radiusσ . Letσ > 0 be such thatBσ (v0(0)) ⊂ O1,1,
Bσ (v`(0)) ⊂ O`,2, Bσ (vi(0)) ⊂ Oi,2 ∩Oi+1,1, 1 ≤ i ≤ `− 1, and

2(`+ 2)σ < ε. (3.31)

Givenm1, from {τkQ1 | k ∈ Z}, choosek1 so thatτk1Q1(t) ∈ Bσ (v0(t)) for all t ≤ m1

andτk1Q1(t) 6∈ Bσ (v0(t)) for somet ∈ (m1,m1 + 1]. Sinceτk1Q1(∞) = v1, for large
t , τk1Q1(t) ∈ Bσ (v1(t)). Choosem2 so thatτk1Q1(t) ∈ Bσ (v1(t)) for t ≥ m1 − 1. Let
m3 ≥ m2 + 2. As above, choosek2 ∈ Z so thatτk2Q2(t) ∈ Bσ (v1(t)) for t ≤ m3

and τk2Q2(t) 6∈ Bσ (v1(t)) for somet ∈ (m3,m3 + 1]. Sinceτk2Q2(∞) = v2, for
large t, τk2Q2(t) ∈ Bσ (v2(t)). Choosem4 so large thatτk2Q2(t) ∈ Bσ (v2(t)) for
t ≥ m4 − 1. Then choosem5 ≥ m4 + 2. Continuing in this fashion determinesk1, . . . , k`

andm2, . . . ,m2`. Now define the functionq∗ as follows. Glue

τk1Q1|m2−1
−∞ to ϕ1(τk1Q1(m2 − 1)), ·)|10 to v1|m3−1

m2

to ψ1(τk2Q2(m3), ·)|10 to τk2Q2|m4−1
m3

to . . . ,

https://doi.org/10.1017/S0143385700000985 Published online by Cambridge University Press

https://doi.org/10.1017/S0143385700000985


Connecting orbits for a reversible Hamiltonian system 1777

where�1 = Bσ (v1(0)), etc. in Lemma 3.9. Then by Lemma 3.9, Remark 3.11, and (3.31),

J (q∗) ≤
∑̀

1

c(vi−1, vi)+ 2`aσ < c(v0, v`)+ ε (3.32)

as claimed. 2

PROPOSITION3.33. SupposeQm(m2i−1) ∈ ∂Oi,1 or Qm(m2i ) ∈ ∂Oi,2 for somei,
1 ≤ i ≤ `. Then form2p+1 − m2p sufficiently large,1 ≤ p ≤ ` − 1, there is ad > 0
(independently of largem2p+1 −m2p) such that

J (Qm) ≥ c(v0, v`)+ d. (3.34)

Assume Proposition 3.33 for the moment.

Completion of the proof of Theorem 3.1.In Proposition 3.28, choose

ε < d/2. (3.35)

Then by (3.29), (3.34) and (3.35),

c(v0, v`)+ d ≤ bm ≤ c(v0, v`)+ d/2, (3.36)

a contradiction. HenceQm(m2i−1) ∈ Oi,1 andQm(m2i ) ∈ Oi,2, 1 ≤ i ≤ ` and
Theorem 3.1 is proved. 2

Proof of Proposition 3.33.An auxiliary variational problem will be introduced. For
1 ≤ i ≤ `, define

3(vi−1, vi) = {q ∈ W1,2
loc (R,R

n) | q(−∞) = vi−1,

q(∞) = vi andq(0) ∈ ∂(Oi,1 ∪Oi,2)}.
Define

c∗(vi−1, vi) = inf
q∈3(vi−1,vi )

J (q).

It is straightforward, via arguments from [9], to show that there is aPi ∈ 3(vi−1, vi) such
thatJ (Pi) = c∗(vi−1, vi). Moreover,

c∗(vi−1, vi) > c(vi−1, vi). (3.37)

Indeed, if there were equality in (3.37), as in [9], Pi would be a solution of (HS)
heteroclinic tovi−1 andvi and

Pi(0) ∈ ∂(Oi,1 ∪Oi,2). (3.38)

But by the choices of the setsOi,j , (3.38) is incompatiable withPi being a solution of (HS)
heteroclinic tovi−1 andvi . Therefore

2d ≡ inf
1≤i≤` c

∗(vi−1, vi)− c(vi−1, vi) > 0. (3.39)

By hypothesis,Qm(m2i−1) ∈ ∂Oi,1 orQm(m2i ) ∈ ∂Oi,2 for somei. The arguments are
slightly different depending on whetheri = 1 or` (the simpler cases) ori 6= i, `. Choosing
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the more difficult case, suppose that 1≤ i ≤ `− 1 and, for example,Qm(m2i−1) ∈ ∂Oi,1.
By Remark 3.5, it can be assumed thatm2i−1 = 0. By (3.21),

m2i−1∑
m2i−2+1

ai(Qm),

m2i+1∑
m2i+1

ai(Qm) ≤ 2aρ. (3.40)

Let γ be small compared toρ. Then for the differencesm2j+1 − m2j sufficiently
large, 1 ≤ j ≤ ` − 1, there is at least onesi−1 ∈ [m2i−2 + 1,m2i−1 − 1] ∩ Z and
si ∈ [m2i + 1,m2i+1 − 1] ∩ Z such that

as(Qm)+ as+1(Qm) ≤ γ (3.41)

with s = si−1 andsi . By the proof of Proposition 2.18 of [9], this implies

‖Qm − vs‖L∞[s,s+2] ≤ η(γ ) (3.42)

with s = si−1, si , andη(γ ) → 0 asγ → 0.
Define a functionQ as follows:

Q(t) = vi−1(t), t ≤ si−1

= (t − si−1)Qm(si−1 + 1)+ (si−1 + 1 − t)vi−1(0), si−1 ≤ t ≤ si−1 + 1

= Qm(t), si−1 + 1 ≤ t ≤ si

= (t − si )vi(0)+ (si + 1 − t)Qm(si), si ≤ t ≤ si + 1

= vi(t), t ≥ si + 1. (3.43)

ThenQ ∈ 3(vi−1, vi) so

J (Q) =
si+1∑
si−1+1

aj (Q) ≥ c(vi−1, vi)+ 2d. (3.44)

Now define a functionP as follows:

P(t) = Qm(t), t ≤ si−1

= (t − si−1)vi−1(0)+ (si−1 + 1 − t)Qm(si−1), si−1 ≤ t ≤ si−1 + 1

= (t − si−1 − 1)τkiQi(si−1 + 2)+ (si−1 + 2 − t)vi−1(0),

si−1 + 1 ≤ t ≤ si−1 + 2

= τkiQi(t), si−1 + 2 ≤ t ≤ si

= (t − si )vi(0)+ (si + 1 − t)τkiQi(si + 1), si ≤ t ≤ si + 1

= (t − si − 1)Qm(si + 2)+ (si + 2 − t)vi (0), si + 1 ≤ t ≤ si + 2

= Qm(t), t ≥ si + 2. (3.45)

ThenP ∈ Xm and

J (Qm)− J (P) =
si+2∑
si−1+1

(aj (Qm)− aj (P)). (3.46)
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By (3.43), (3.44) and Lemma 3.9,

si+2∑
si−1+1

aj (Qm) ≥
si∑

si−1+2

aj (Qm) = J (Q)− asi−1+1(Q)− asi+1(Q)

≥ c(vi−1, vi)+ 2d − 2aη(γ ), (3.47)

while by (3.41) and the argument of Lemma 3.9,

si+2∑
si−1+1

aj (P) ≤ asi−1+1(P)+ asi−1+2(P)+
si∑

si−1+3

aj (τkiQi )+ asi+1(P)+ asi+2(P)

≤ c(vi−1, vi)+ 2aη(γ )+ 2aσ. (3.48)

Combining (3.46)–(3.48) yields

J (Qm)− J (P) ≥ 2d − 4aη(γ )− 2aσ. (3.49)

By (3.31) and (3.35), this becomes

J (Qm)− J (P) ≥ 3
2d − 4aη(γ ). (3.50)

Choosingγ so small that

8aη(γ ) < d (3.51)

then shows

J (Qm)− J (P) ≥ d, (3.52)

contrary to the minimality ofQm in Xm. Thus Proposition 3.33 and Theorem 3.1 are
proved. 2

Remark 3.53.Now that the proof of Theorem 3.1 has been completed, a more precise
statement about the lower bounds need for the differencesmj − mj−1 can be made.
Namely,m2i+1 − m2i , 1 ≤ i ≤ ` − 1, depends ond via (3.51) andd depends oǹ in
its definition. The remaining differencesm2i −m2i−1, 1 ≤ i ≤ `, depend onε (see (3.31))
andε depends ond via (3.35).

Remark 3.54.The proof of Proposition 3.33 shows that ifm2i+1−m2i → ∞, 1 ≤ i ≤ `−
1,Qm approaches a chain{Q̂1, . . . , Q̂`} with Q̂i ∈ 0(vi−1, vi), andJ (Q̂i) = c(vi−1, vi )

so Q̂i is a solution of (HS) heteroclinic tovi−1 andvi . The functionQ̂i may not equal
τpQi for somep ∈ Z unless there is a unique minimizer ofJ in 0(vi−1, vi) (modulo
τp). In any event, for allmi+1 −mi sufficiently large,Qm shadows a heteroclinic chain of
solutions of (HS).

Remark 3.55.Qm is a minimal solution of (HS) in the following sense. For anys < t ∈ R,
consider the set ofq in Xm such thatq(s) = Qm(s) and q(t) = Qm(t). ThenQm
minimizes ∫ t

s

L(q) dt (3.56)

over this class. Indeed, otherwiseQm
∣∣t
s

could be replaced by the minimizer of (3.56)

producingQ̂ ∈ Xm such thatJ (Q̂) < bm, contrary to the definition ofbm.
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4. Some generalizations
In this section, some generalizations will be given of Theorem 3.1. In particular, the
analogues of Theorem 3.1 when minimal heteroclinic chains are glued together will be
proved. An important special case is that of an augmented chain. Finally, infinite chains
will be studied. In all cases, the ideas that go into the proof of Theorem 3.1 play a major
role.

To begin, supposeu 6= v andv 6= w belong toM. By Maxwell’s result, there exist
minimal heteroclinic chains of solutions{P1, . . . , Pk} and{Q1, . . . ,Q`} of (HS) with the
P chain joiningu andv and theQ chain joiningv andw. Under the further assumption that
(∗) is satisfied by theu, v andv,w problems, Theorem 3.1 provides actual heteroclinics
from u to v and fromv to w. What about heteroclinics fromu to w? Then there are
infinitely many such solutions of (HS). Indeed, letR = (P1, . . . , Pk,Q1, . . . ,Q`) ≡
(R1, . . . , Rk+`), the chain obtained by concatenating theP andQ chains, and letz0 =
R1(−∞), zi = Ri(∞), 1 ≤ i ≤ k + `. LetOi,j be the neighborhoods ofzi−1(0), zi(0)
as in §2 andm ∈ Z

2(k+`). DefineXm as earlier and likewisebm. Then under the above
hypotheses on theP andQ chains, we have the following.

THEOREM 4.1. If mi+1 −mi is sufficiently large,1 ≤ i ≤ 2(`+ k)−1, there is a solution
Rm of (HS)heteroclinic fromu tow with J (Rm) = bm and

|Rm(t)− z0(t)| ≤ r, t ∈ (−∞,mi]
|Rm(t)− zi(t)| ≤ r, t ∈ [m2i , m2i+1], 1 ≤ i ≤ 2(`+ k)− 1 (4.2)

|Rm(t)− zk+`(t)| ≤ r, t ∈ [m2(k+`),∞).

Proof. The chainR may not be a minimal heteroclinic chain. However, the only role
minimality played in the proof of Theorem 3.1 was via Lemma 2.12 and the construction
of the setsOi,j . Here these sets are provided by the minimality of theP andQ chains. An
examination of the proof of Theorem 3.1 now shows that if (3.31), (3.35), (3.39) and (3.51)
hold with` replaced bỳ + k, the proof carries over unchanged for the current setting.2

What was just done for two pairsu, v andv,w of course extends to any finite number
of such pairs. Observe that if{Q1, . . . ,Q`} is a minimal heteroclinic chain in the sense of
§1, so is any subchain{Qi,Qi+1, . . . ,Qj } of it. Since an augmented chain as defined in
§1 is just obtained by gluing together a finite number of such minimal chains formed from
{Q1, . . . ,Q`} and{Q1(−t), . . . ,Q`(−t)}, an immediate consequence of Theorem 4.1 is
the following.

COROLLARY 4.3. Under the hypotheses of Theorem 4.1, for any augmented chain
{u1, . . . , uj } constructed from{Q1, . . . ,Q`} and {Q1(t), . . . ,Q`(−t)}, there exist
infinitely many solutions of (HS) heteroclinic tou1(−∞) anduj (∞) and characterized by
the amount of time they spend near the intermediate periodic statesu1(∞), . . . , uj−1(∞).

Our final topic is the question of infinite chains. Observe that if several minimal
heteroclinic chains are glued together and ifN is the total number of heteroclinics in the
chains, the restrictions onσ andγ needed to apply the argument of Theorem 3.1 become

(2N + 2)aσ < ε < d/2, (4.4)
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where

2d = min
1≤i≤N(c

∗(ui−1(∞), ui(∞))− c(ui−1(∞), ui(∞))) (4.5)

(with u0(∞) ≡ u1(−∞)) and

8aη(γ ) < d. (4.6)

Thus asN → ∞, σ → 0, andm2i − m2i−1 → ∞. Moreover, asN → ∞, d → 0 is
a possibility and if so,γ → 0 andm2i+1 − m2i → 0. Consequently some care must be
taken in dealing with infinite chains.

The case of an infinite augmented chain is simpler to study so it will be treated first. As
earlier, letQ+ = {Q1, . . . ,Q`} be a minimal heteroclinic chain of solutions of (HS) with
Q1(−∞) = v0 andQi(∞) = vi , 1 ≤ i ≤ `. Assume (∗) holds for this setting so we have
neighborhoods,Oi,j , as in §3 with diamOi,j ≤ ρ. By Theorem 3.1 there is anm∗ > 0,
m∗ = m∗(ρ) such that ifm ∈ Z

2` with mi+1 − mi ≥ m∗, (HS) has a solutionQm in Xm
with J (Qm) = bm. Now letU = {uj | j ∈ Z} be an augmented chain constructed from
theQ+ chain and its time reversal chain,Q−. Associated with eachui are its periodic
asymptotic statesui(±∞) ∈ {v0, . . . , v`} and corresponding�i,1 ∈ {Ok,1 | i ≤ k ≤ `},
�i,2 ∈ {Ok,2 | 1 ≤ k ≤ `}. LetM = (Mj )j∈Z ∈ Z

∞ with Mj+1 −Mj ≥ m∗. Define

XM = {q ∈ W1,2
loc (R,R

n) | q(M2i−1) ∈ �i,1, q(M2i ) ∈ �i,2, i ∈ Z}.
Then we have the following.

THEOREM 4.7. Under the above hypotheses, there is a solution of(HS),QM ∈ XM with

‖QM − ui(∞)‖L∞[m2i ,m2i+1] ≤ r, i ∈ Z. (4.8)

Proof. Letm(j) = (M−2(j−1), . . . ,M2j ) ∈ Z4j . By Corollary 4.3, there is a solution of
(HS),Qm(j) ∈ Xm(j) such thatJ (Qm(j)) = bm(j) provided thatMi+1−Mi is large enough,
−(2j−1) ≤ i ≤ 2j−1. Thus it must be verified thatm∗ is an appropriate lower bound for
the differencesMi+1 −Mi , independently ofj . Observe that in (4.5), althoughN may be
large, only` different terms occur on the right-hand side for an augmented chain. Hence
hered andγ in (4.6) can be chosen independently ofj andM2i+1 −M2i ≥ m∗ suffices.
To show that this is also the case forM2i −M2i−1, an improvement of Proposition 3.28 is
needed for an augmented chain. Namely, it will be shown that form∗ = m∗(`) sufficiently
large and an augmented chainR = {R1, . . . , RN } constructed fromQ+ andQ−,

bm <

N∑
1

c(Ri−1(∞), Ri(∞)). (4.9)

To display the idea behind (4.9) in its simplest setting, which comes from [3], suppose
that we are dealing with the chainQ1(t), Q1(−t) from v0 to v0 via v1. Then a suitable
choice ofq∗ in Proposition 3.28 isQ1|k−∞ glued to its reversal, i.e.Q1(−t)|∞−k , wherek is
sufficiently large. Then

J (q∗) < 2c(v0, v1) (4.10)

https://doi.org/10.1017/S0143385700000985 Published online by Cambridge University Press

https://doi.org/10.1017/S0143385700000985


1782 P. H. Rabinowitz

yielding (4.9) for this simple case. For further reference, note that the left-hand side of
(4.10) is less than 2c(v0, v1) by

2
∞∑
k

ai(Q1). (4.11)

More generally, a finite augmented heteroclinic chainR is obtained by gluing a subchain
H1 of Q± to a subchainH2 of Q∓, etc. SayR = {H1, . . . , Hk}. For definiteness
supposeH1 is aQ+ subchain with its last heteroclinic piece beingQi . Then the first
piece ofH2 is Qi(−t). Similar pairs of time reversed orbits form the junctures between
all Hp, Hp+1 subchains. Thus to construct aq∗ approximatingR, as in (4.10), the
approximation ofQi(t),Qi(−t) will be a piece ofQi : Qi |k• glued toQi(−t)|k•. Suppose
H1 = {Qi−β, . . . ,Qi}. Choosingq∗ exactly as in Proposition 3.28 to approximate
Qi−β, . . . ,Qi−1, and usingQi |k• for Qi , (3.32) and (4.11) shows that the contribution
of q∗ corresponding toH1 does not exceed

i∑
s=i−β+1

c(Qs−1,Qs)+ 2βσ −
∞∑
k

as(Qi). (4.12)

Sinceβ ≤ `, if σ is small enough (and thereforem2i − m2i−1 large enough), the number
in (4.12) is< 0.

The same analysis applied to the other subchains ofR then yields (4.9). Consequently
for m∗ sufficiently large, for each choice ofj , there is a solutionQm(j) of (HS) inXm(j).
Observe that (4.2) providesL∞[M2i ,M2i+1] bounds forQm(j), and arguing as in the proof
of Lemma 2.3 gives bounds forQm(j) in L∞[M2i−1,M2i]. SinceQm(j) is a solution of
(HS), the equations then yield bounds forQm(j) in C2. Standard arguments then imply
Qm(j) converges along a subsequence toQM which is a solution of (HS) inXM which
satisfies (4.8). 2

Remark 4.13.The solution,Qm, of (HS) is minimal in the sense of Remark 3.55 by the
same argument.

For the final application of this section, consider a sequence(zi)i∈Zwith zi ∈ M and
zi+1 6= zi . As earlier, each successive pairzi , zi+1 can be joined by a minimal heteroclinic
chainHi = {hi,1, . . . , hi,`i }. As earlier, in trying to find a solution of (HS) which spends
at least a prescribed amount of time near eachzi (as well as the intermediate periodics
hi,j (∞)), one encounters the potential difficulties that were mentioned following (4.4)–
(4.6). In particular, for the approximation argument of the proof of Theorem 4.7,d = d(j)

may tend to 0 asj → ∞ and even if this is not the case,σ = σ(j)may go to 0 asj → ∞.
The first difficulty disappears if{hi,j | i ∈ Z,1 ≤ j ≤ `i} merely consists of a finite
set of basic heteroclinics together with their translates (i.e.h → h + k, k ∈ Z

n). Then
d(j) ≥ d0 > 0, independently ofj but the second difficulty remains.

It is possible to bypass the problem ofσ(j) → 0 asj → ∞, but only at a price. To be
more explicit, first note that a direct consequence of Maxwell’s result [6] is that there are
a finite number of basic heteroclinics that together with their translates and time reversals
can be used to generate a heteroclinic chain between any pairz 6= w ∈ M. Of course
this chain may not be a minimal one. LetB denote this set of basic heteroclinics, their
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translates and time reversals. Assume as usual that (∗) holds for this family. Now given
(zi)i∈Z⊂ M with zi+1 6= zi , let hi denote a heteroclinic chain fromzi−1 to zi consisting
of numbers ofB and letH be the infinite chain(hi)i∈Z. H can also be written as(uk)k∈Z,
whereuk ∈ B. Approximating this chain as in the proof of Theorem 4.7, by the remarks
of the previous paragraph,d(j) ≥ d0 > 0 independently ofj . Now the constructions of
Theorems 4.7 and 3.1 will be modified so that as|i| → ∞,mi+1−mi → ∞. In particular,
letm(j) be as in the proof of Theorem 4.7. Suppose at stepj , the construction ofq∗(j) in
Proposition 3.28 result in the estimate

2a`σ(j) <

( j∑
1

2−p
)
ε. (4.14)

This is certainly true forj = 1. To apply Theorem 3.1 at stepj + 1, suppose that
M−(2j+1) < M−2j < M−(2j−1) andM2j−1 < M2j < M2j+1. Replace the ballsBσ (vi(0))
by ballsBσj+1(vi(0)), i = −(j + 1), j + 1. Modifying q∗(j) by gluing on pieces of
τk−(j+1)u−j+1 andτkj+1uj+1 to constructq∗(j + 1), gives an additional contribution to the
right-hand side of (4.14) of the form 2aσj+1. Thus forσj+1 sufficiently small (which can
be achieved by takingMi+1 −Mi sufficiently large,i = −(2j + 1),−2j,2j − 1,2j ), the
analogue of (4.14) forj + 1 holds.

With this modification, the sequenceQm(j) of heteroclinics of Theorem 4.7 can be
constructed and as earlier this leads to a solution of (HS) satisfying (4.8). Stating what has
been shown somewhat informally, we have the following.

THEOREM 4.15. Let (zi)i∈Z ⊂ M with zi+1 6= zi . If (∗) holds, there is a sequence
(γi)i∈N with γi → ∞ as i → ∞ such that wheneverM ∈ Z

∞ withMi+1 −Mi ≥ γi ,
there is a solution,QM, of (HS)satisfying

|QM(t)− zi(t)| ≤ r, t ∈ [M2i ,M2i+1], i ∈ Z. (4.16)
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