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Abstract

We develop a continuous-time Markov chain (CTMC) approximation of one-
dimensional diffusions with sticky boundary or interior points. Approximate solutions
to the action of the Feynman—Kac operator associated with a sticky diffusion and first
passage probabilities are obtained using matrix exponentials. We show how to com-
pute matrix exponentials efficiently and prove that a carefully designed scheme achieves
second-order convergence. We also propose a scheme based on CTMC approximation
for the simulation of sticky diffusions, for which the Euler scheme may completely
fail. The efficiency of our method and its advantages over alternative approaches are
illustrated in the context of bond pricing in a sticky short-rate model for a low-interest
environment and option pricing under a geometric Brownian motion price model with a
sticky interior point.
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1. Introduction

We consider a one-dimensional (1D) regular diffusion process X on an interval S with end-
points / and r, where a boundary point or an interior point is sticky. A point a is said to be
sticky if the occupation time of the process at a, i.e.,

1
ot (X)=/0 I Xy =a) d(X)s,

is positive for all # > 0 if Xo =a and (X) is the quadratic variation of X (see e.g. [28, Section
15.8] or [46, Chapter VI]). Sticky boundary behavior was first discovered by [18], and a his-
torical account is given in [45]. The focus of this paper will be on the case of a single sticky
point, although our method can be easily extended to handle the case of multiple sticky points.

Diffusion processes with sticky points have applications in various areas. For applications
in physics and biology, see e.g. [5], [6], [20], [27], [44], and [54]. Sticky diffusions also arise as
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the limiting process of time-changed random walks ([2]) and a class of storage models ([23],
[53]). Recently, [42] proposed modeling short rates (i.e., instantaneous interest rates) by an
Ornstein—Uhlenbeck (OU) diffusion with zero as the sticky lower bound (see also [43]). The
author of [42] shows that this model is able to produce yield curves of various shapes observed
in the market, in particular, the S shape that occurred after the 2008 financial crisis. Financial
applications of geometric Brownian motions with a sticky interior point are discussed in [26].

There also exist a number of mathematical studies on sticky diffusions. The sticky Brownian
motion is studied in [4], [16], and [51] with respect to the existence and uniqueness of weak
and strong solutions. The paper [43] establishes the existence of a unique weak solution to
the sticky OU stochastic differential equation (SDE). Some characterizations of more general
sticky diffusions can be found in [25].

This paper is mainly concerned with the computation of general 1D sticky diffusions. For
the sticky Brownian motion, its transition density is obtained in closed form in [13]. We are
interested in calculating the action of the Feynman—Kac operator on a payoff function, which
is required in many applications, as well as first passage probabilities. For the sticky OU
model, [43] obtains semi-analytical solutions expressed as infinite series using the eigenfunc-
tion expansion method. The drawback of this approach is that approximating the infinite series
can require many terms if the time horizon is not long enough, making it computationally
inefficient. Furthermore, this method cannot be applied to general sticky diffusions as their
eigenvalues and eigenfunctions are generally unavailable.

1.1. Summary of contributions

The contributions of the present paper are threefold. First of all, the main contribution is
a novel, general, and efficient computational method based on continuous-time Markov chain
(CTMC) approximation for sticky diffusions. We offer two constructions of a CTMC approx-
imation and show that a carefully designed scheme achieves second-order convergence. We
compare this scheme with a well-known finite difference scheme that numerically solves the
parabolic partial differential equation (PDE) associated with the Feynman—Kac operator; our
method is much faster for similar levels of accuracy. Another advantage of our method is that
it is probabilistic, whereas the finite difference method is not. Its probabilistic nature allows us
to also solve the simulation problem of 1D sticky diffusions, for which the widely used Euler
discretization may fail completely because of its inability to simulate the sticky behavior at
the boundary. Our solution is simply to simulate from the CTMC that approximates the sticky
process. Although this method is biased, the bias can be properly contained, and a numerical
experiment shows that the method yields accurate results.

The second contribution is on computing matrix exponentials, which is required in many
CTMC-based algorithms. There exist well-known stable algorithms, such as the scaling and
squaring algorithm of [24], but they may not be efficient enough. In this paper, we find that an
extrapolation-based numerical ordinary differential equation (ODE) method from [19] works
much better than standard algorithms for computing matrix exponentials in our problem. We
recommend using it for computation of matrix exponentials, especially for long horizons.

Our third contribution is numerical analysis of approximations to an important type of
Sturm—Liouville problem whose eigenparameter appears in the boundary condition. To the
best of our knowledge, our estimates of the approximation errors for the eigenvalues and
eigenfunctions are new, and thus we also contribute to the literature on Sturm-Liouville
problems. Based on these estimates, we utilize the eigenfunction expansions of the exact and
approximate solutions to obtain sharp estimates of the convergence rates of the two CTMC
approximation schemes.
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1.2. Comparison with existing literature

CTMC approximation has been developed for many types of diffusions and Markov jump
processes to solve various types of problems, but not for sticky diffusions. See [9], [10], [11],
[12], [17], [30], [40], [49], and [56], among others, for related literature on CTMC approxi-
mation for financial applications. In the following, we compare our paper with some closely
related works.

(1) Analysis of the convergence rate of a CTMC approximation in the present paper is
based on spectral representations, which are also used in [35] and [55]. However, there exist
major differences in the analysis. The most important distinction is the boundary condition.
The papers [35] and [55] deal with killing boundary behavior for diffusions, while this paper
considers sticky boundary behavior. This change in boundary condition brings an additional
term of point mass to the speed measure, which requires the proofs of many results to be
either adapted (e.g., Proposition 1 and Theorem 4) or done using new ideas (e.g., Lemma 2,
Propositions 2, 3, and 4, and Theorem 3).

(2) After the initial submission of this paper, we learned about [8], which develops CTMC
approximation for a Brownian motion with a lower sticky boundary and also uses it to simulate
this sticky process. However, the two papers have some major differences. First, [8] considers
only a sticky Brownian motion, whereas our paper deals with general diffusions. Second, in [8]
the CTMC is restricted to live on a uniform grid, while our paper allows the CTMC to live on a
general non-uniform grid. This may be useful in applications with non-smooth payoffs. Third,
to obtain the convergence rate of a CTMC approximation, [8] directly assumes the smoothness
of the value function. This, however, may be difficult to check in advance. In contrast, our
convergence rate analysis does not make any prior assumption on the smoothness of the value
function. In fact, we deduce its smoothness from the spectral representation and the properties
of the eigenvalues and eigenfunctions.

(3) The paper [3] approximates general diffusions with sticky interior and boundary points
by interpolated discrete-time Markov chains. The method of [3] requires time-discretization,
whereas our method does not discretize time in constructing the Markov chain. A further dif-
ference is that [3] shows that its approximation converges at fixed times with rate 1/4 in terms
of the Wasserstein distance, which measures the discrepancy between the path distribution
of a diffusion and its corresponding Markov chain approximation. By contrast, we use the
maximum norm to measure the approximation error for quantities of interest.

Our discussions in this paper are mainly focused on the case of a sticky lower boundary,
but we will also address the case of a sticky interior point in some detail. The rest of the paper
is organized as follows. Section 2 provides various characterizations of 1D diffusions with a
sticky lower boundary. We first give a general set of conditions that implies the existence of a
unique solution to the sticky SDE. Then we define the Feynman—Kac semigroup of the sticky
process, derive its infinitesimal generator, and obtain its eigenfunction expansion. In Section
3, we construct two CTMC approximation schemes for the sticky diffusion and show how to
calculate the quantities of interest under the CTMC. We show that the generator of the CTMC
also admits an eigenfunction expansion, which will be employed for the convergence rate
analysis. Section 4 derives the convergence rate. Section 5 contains various numerical results
on the pricing of zero-coupon bonds under the sticky OU model of [43], and of European
call options under the geometric Brownian motion model with a sticky interior point from
[26]. Section 6 summarizes the paper and discusses future research. The proofs of the major
results are collected in the appendix. In the online supplement, we provide additional proofs
and pseudocode for our method.
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2. Characterizations of 1D diffusions with a lower sticky boundary

The sticky diffusion under analysis will be defined as a weak solution to the following
system of SDEs:

dX;=u X)I X, >Ddi+o X)X, >1) dB; + %dLﬁ X), (2.1)
[(X;=D)dt= Lde X), (2.2)
2p

where p € (0, co) represents the stickiness of X; at /, I is the indicator function, and Lf is the
(right) local time process of X at /, defined as

1 t
LX) = gl\né - /0 I(X;€[l,1+¢])d(X); in probability.

A weak solution to the above system of SDEs is a pair of adapted processes (X, B) defined on
a filtered probability space (2, F, (F;)r=0, P) where B is a standard Brownian motion and both
equations are satisfied. Uniqueness in law holds if for any two solutions (X, B) and (X!, B),
X and X' have the same law. We will say that joint uniqueness in law holds if for the two
solutions, the pairs (X, B) and (X 1 B! have the same law.

We will first provide a set of conditions for the existence of a unique weak solution in law.
Notice that two other types of boundary behavior can be recovered from the sticky case as
limits. If p =0, / becomes an absorbing boundary and if p = oo, the process is instantaneously
reflected at [. We adopt the method of time change that constructs the sticky diffusion process
as a time-changed reflected diffusion process with the same drift and diffusion coefficient in
the interior of the state space.

2.1. Existence and uniqueness of weak solutions

We make the following assumption.

Assumption 1. Assume that for the given drift and volatility coefficients, there exists a unique
weak solution to (2.1) and (2.2) in the case of p =00 (ie., | is a reflecting boundary).
Furthermore, suppose o*(x) > 0 forall x €S.

The well-posedness of reflected SDEs has been well studied, and conditions can be found
in, e.g., [37], [47], [48], [50], and [52]. Let X I denote the diffusion instantaneously reflected at
. We apply the time change

[y -
Ti=(t+ —L(X
’ < * ))
to X!, which slows it down whenever it hits /. This introduces stickiness, which can be thought

of as slow reflection. This construction enables us to show that there exists a unique weak
solution to the sticky SDE system as long as this is so for the reflecting case.

Theorem 1. Under Assumption 1, Equations (2.1) and (2.2) have a jointly unique weak
solution for any p € (0, 00).

The proof of this theorem can be found in the online supplement; it is similar to the proof
of [42, Theorem 4.1]. We follow the standard approach to study the diffusion process with
reflecting boundary condition and apply a time change to slow down the movement into the
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interior, which creates stickiness. However, the fact that the time change is continuous and
strictly increasing is shown differently, as the arguments in [42] are only valid for the OU
process and cannot be applied to general diffusions.

The following theorem shows that it is possible to add the local time given in (2.2) as an
additional term in the drift.

Theorem 2. If p € (0, 00), then (2.1) and (2.2) are equivalent to the following SDE:
dX;=pu X)I X >Ddt+pl Xs=Ddt+o0 (Xp) I (X; > 1) dB;. (2.3)

Furthermore, X is a strong Markov process.

The proof of this theorem is omitted, as it is similar to that of Theorem 4.1 and Corollary
4.3 in [42]. Theorem 1 and Theorem 2 together show that X is a diffusion process. Its stickiness
at [ is measured by p; the smaller the value of p, the more X sticks to /.

2.2. Feynman-Kac semigroup and infinitesimal generator
The Feynman—Kac operator P; associated with the diffusion X is defined by

t
Pf) ::Ex<exp <— / k(Xu)du> f(Xt)>, xes, (2.4)
0

where the function k& is assumed to be nonnegative. We can interpret k as the discount factor
and f as the payoff function. Let u(z, x) = P;f(x); this is called the value function. Financially,
u(t, x) is the price for receiving payoff f at ¢ given the current state x. The semigroup (P;)s>0 is
a strongly continuous contraction semigroup on Bj(S), the space of bounded Borel-measurable
functions, endowed with the maximum norm.

Assume that p, o, and k are continuous over S. Using the arguments in [42], one can easily
show that the infinitesimal generator G of (P;);>¢ acts on

1
Di={f e CAONCHS: I €Cr 8.k OF O +507 OF D =pf D ]

as follows:

1
Gre) = (uI (x> + pl (x=0) f'(x) + 502()01 (> D ") = k()f (). (2.5)

In particular, for f € D,
Gf (h=pf D)=k f. (2.6)

Remark 1. The Feynman—Kac semigroup can also be seen as the transition semigroup of a
process X which is killed at rate k; i.e., X has the same drift and diffusion coefficients as X
but is killed at its lifetime g: =inf{r>0: fot k(X,)du > e}, where e ~ Exp(1) is exponentially
distributed with rate 1. At the lifetime  the process is sent to the cemetery state. It can be
proved that

P = Ex (FROIE > ). @)
See e.g. [36, Section 1.1] for a detailed explanation.

We can write

P = /S Pt x.dy)f ().
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where P(t, x, -) is the transition probability measure of the process on S. It has a point mass at
[ and a density on S\ {/}, denoted by p(t, x, -). We can further write

P =P @.x.Df () + /S Pt x.)f ) dy. 2.8)
Note that we simply write P (¢, x, [) for P (¢, x, {I}).

2.3. Eigenfunction expansion representations

Let S and M be the scale and speed measure of X. Using the results in [7, Section II], we
can obtain that the scale measure has a density, i.e., S(dx) = s(x)dx with

*2
s(x):exp(—/l 0/; ((3 dy),

and the speed measure is of a mixed type, with

M (dx) = m(x)dx + %81 (dx) = + 151 (dx) ,
o

205 =
o “(x)s(x)
where §; is the Dirac delta measure at . In future discussions, we will use M([) instead of
M(({1}) to simplify the notation.

It is possible to extend (P;);>0 to a self-adjoint semigroup on the Hilbert space L%(S, M) of
square-integrable functions on S with respect to M. The inner product in this space is

H@g) ,

o 02(x)s(x) -

1
(. 8) = / Jx)gM (dx) = —f () g (D) + /
s P s

The application of spectral methods to study diffusions dates back to [38]. When the spec-
trum of the generator of the diffusion is simple and purely discrete, a general spectral expansion
reduces to an eigenfunction expansion. We make the following assumption for the existence of
an eigenfunction expansion.

Assumption 2. The right boundary r is finite, and X is sent to the cemetery state d once
it reaches r. Suppose that i and o satisfy the requirements in Assumption 1. Furthermore,
suppose that i € C3(S), 6% € CX(S), and k € C*(S) with k(x) > 0 for all x € S.

Under Assumption 2, X lives on S = [/, r) U {9}, and we extend the definition of k and the
payoff function f to 9 by setting k(3) =f(d) =0 in (2.4). Theorem 3.2 in [36] shows that
the spectrum of G is purely discrete and simple, and we have the following eigenfunction

expansions:
o
P(t,x,)=M () Z exp (—Axt) or(x)pk (1) forxesS, >0, 2.9)
k=1
o0
p x,y)=m(y) Z exp (—Axt) o) () forx,yeS, y#I1, t>0, (2.10)
k=1
o
w(t, )= (f. ¢x) exp (—hxt) @r(x) forf € L*(S, M), x€S, >0,

k=1
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where (A, ¢x) is the kth eigenpair which solves the Sturm—Liouville problem

Go(x) = —re(x) forall x € S°,

/ 2.11)
pe' D=k —1e=0  ¢(@r)=0.
The eigenfunctions satisfy flr @i(xX)@;(x)M(dx) = §;; (here §;; is the Kronecker delta), and hence

the solutions of (2.11) form a complete orthonormal basis of LS, M).

Remark 2. Notice that Assumption 2 is not necessary for the spectrum to be purely discrete.
For some sticky diffusions with infinity as the right boundary, such as the sticky OU process,
and for sticky diffusions with other types of boundary behavior at finite r, the spectrum is also
purely discrete and hence there exist eigenfunction expansions. We make Assumption 2 for two
reasons. First, in our computational method, we need to localize the infinite right boundary to a
large finite value to construct a CTMC, so it makes sense to assume the sticky diffusion under
analysis has a finite right boundary. The error caused by localization is typically very small.
Second, assuming that r is a killing boundary leads to the Dirichlet condition for the Sturm—
Liouville problem at r. This is the only type of boundary condition for r that we will analyze
in this paper, although other types of boundary conditions (e.g., Neumann) can also be handled
using our method.

The eigenfunction expansion method has been extensively applied in finance for derivatives
pricing. See for example [14], [31], [32], [33], and [36], among many others. The Sturm-—
Liouville problem associated with the sticky diffusion is different from those studied in the
cited papers in that the eigenparameter also appears in the boundary condition, which makes
the problem more difficult. The following proposition provides the asymptotic behavior of the
eigenvalues and eigenfunctions of this type of Sturm-Liouville problem.

Proposition 1. Under Assumption 2, there exist constants Cy, C2, C3 >0 such that for
k=1,2,...,
C1k> < < Gk, (2.12)

|+

<Gk,  fori=0,1,...,4. (2.13)
o0

Here ¢,Ei)(x) is the ith-order derivative of pi(x), and (p,(co)(x) = gr(x).

This result is proved by transforming the problem into the Liouville normal form and using
the existing results in [1]. These results help to establish the bounds on the eigenvalues, which
are then used to bound the norms of the eigenfunctions of the transformed problem. Finally,
the bounds are preserved after transforming the problem back to its original formulation.

3. Continuous-time Markov chain approximation

This section develops a general method to compute (2.4) using CTMC approximation. Note
that the Feynman—Kac semigroup of X is the transition semigroup of X, killed at rate k. In
the following, we construct a CTMC denoted by Y to imitate the transition behavior of X.

The CTMC lives on a generally non-uniform grid S,, = {xo, x1, ..., X, Xp41} With xo =7 and
Xpt1 =7, and S, = {x1, ..., x,} is the grid on S° = (/, r). We also put 3S,, = {x0, X,+1}, S, =
{xo} US?, and S;F = 'SP U {x;,+1}. Define
X~ =argmax |y —ux|, xT = argmin |y —x],
y<x,yESy y>X,yESy
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for x € S,,. Then x™ is the grid point to the left of x and x™ is the point to the right. We define
X, =xo and xLl = X,+1. Since the grid can be non-uniform, we must distinguish between the
distances to grid points on the left and right. Let

1
STx=xt—x, 8 x=x—x, &x= 3 (8+x+8_x);

these are the right, left, and average grid size at a point x. The mesh size is denoted by

h, = max §tx.
x€S;,

3.1. Transition rates of the CTMC

To obtain the transition rates of the CTMC that resembles the sticky diffusion X, we apply
finite differences to discretize its generator given by (2.5) and (2.6). Introduce the following
difference operators acting on a general function g:

+ _ _ p—
Vet = (); +)_ fm’ Vet — g(xl = o).
§Tx_ §tx__ | R _
V=2V + oo Ve Ag) = o (VEglo — V().

For x € S5, we approximate Gg(x) for g € D by approximating g’ by Vg and g” by Ag, which
gives us

1
Gng(x) = n(x)Vg(x) + EUZ(X)Ag(x) — k(x)g(x), forxes;. (3.1)
For Gg(xo), we apply Vg (xo) to approximate g’(x() and obtain

Gng (x0) = pVTg (x0) — k (x0) g (x0) -

We specify x,,41 to be a killing boundary for the CTMC; i.e., the chain is sent to the cemetery
state d once it reaches x,11. So the state space of the chain is {xg, - - - , x,,, 3}. Let G,, be an
(n+ 1) x (n+ 1) matrix for the transition rates among the states {xo, - - - , x,}. Then, based on
the expression for G,

_(Sfxo — k (x0) ﬁ 0
“ Gn,10 —Gu1,0 = G120 —k (x1) Gn,1,2
" 0 Gn2,1 —Gu21—Gup3—k(x2) ’

(3.2)
which is a tridiagonal matrix, and

—p () 81 x; + 0% (%)

G i i— = 9 - 13 . 9 9
n,i,i—1 25_)61'3)(,' n
w () 87 x; + 0% (x) .
Gn,iit1 = 5 rsn , i=1,...,n—1,
Gn,O,l =

85txo
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Note that in our calculation of (2.4) we do not need the transition rates involving 9. We refer
to this construction of G, in (3.2) as Scheme 1.

It turns out that Scheme 1 only converges at first order. Below we provide a better scheme
that improves approximation for the sticky behavior. In Scheme 2, we try to match the expec-
tation and variance of the sticky diffusion in a short time, given that it starts from xp, with those
of the CTMC. Let @f 0 approximate the occupation time of X at the left boundary / = xg up to
time ¢, where 7 is understood to be very small. Then, after ignoring terms of higher order in ¢,
we have the system of equations

Gr0,18%x0 =1 (o) (1= OF°) + pO}°, (3.3)
Gno.t (57x0)> t=07 (x0) (z — Of‘)) , (3.4)

together with the condition that Gy, 0,0+ Gyu.0.1 + k(x0) =0. Equation (3.3) matches the
expected change from xq in 7. The left-hand side is clearly the quantity for the CTMC, ignoring
higher-order terms in ¢. The right-hand side can be explained as follows. Up to time ¢, the dif-
fusion X spent a length of time O}° at the boundary xo with drift p and a length of time ¢ — O
near xo with drift approximately equal to (xg). Adding these up gives the right-hand side of
(3.3). Equation (3.4) can be interpreted in an analogous way by noting that the change of X
does not have any variance while it is on the boundary.
Solving the above equations gives the following result:

0
Gn,0,1= N RS RYA Gn,0,0=—Gn,0,1 — k (x0),
8T xo + o) (3 X())
o 02(x0) — u(x0)8 T xo

" 02(x0) + (o — p(x0)8Txo

The above expression shows that # — éfo = O(8"xp). Ignoring this difference in (3.3) yields
the formula of G, 9,1 under Scheme 1. Now it is intuitively clear that Scheme 2 is better than
Scheme 1, as it matches the first two moments, while Scheme 1 only cares about the first
moment. In Section 4, we will prove that Scheme 2 achieves second-order convergence.

The operator G, acting on g(xp) can be written in a unified way for both schemes as follows:

Gng (x0) = pBVTg (x0) — k (x0) g (x0)

where
1, Scheme 1,
p= [ E— Scheme 2. 3-5)
14+ 2400) s 4
o2 (xp)

Remark 3. Using Scheme 2 we can obtain CTMC approximation for the absorbing and instan-
taneous reflecting cases. If we set p =0, then G,,0,;1 =0 and bfo = t, which shows the chain is
absorbed at xo. If we let p — oo, then G, 9,1 — Uz(xo)/(6+xo)2 and bfo —> 0. This shows the
chain is reflected at xg.

3.2. CTMC approximation of the Feynman-Kac semigroup and first passage
probabilities

To approximate (2.4), we use E, (f (Y;) I (¢y > 1)), where ¢y is the lifetime of Y. This expec-
tation is obtained in closed form in [40]; it is the approximate value function given the payoff
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f and is calculated by

un(t, x) :=Ey (f (Y1) I &y > 1) = exp (Gut)fu(x), (3.6)

where f,, = (f(xp), . . ., f(x,,))T is an (n 4 1)-dimensional column vector, and exp (G, #)f;(x) in
(3.6) is the entry corresponding to x in the vector exp (G,?)fy.

One may also be interested in approximations of P(t, x, [) and p(t, x, y), where P is the
distribution of X, given that the process starts at x, and p is the corresponding density on the
interior of the state space. We now denote the transition probability of the CTMC from x to y
in time ¢ by P,(¢, x, y). It is given by

Pn(t’ -xs )’):exp(Gnt)(xv y)7 x’yES};’

which is the entry of the matrix exp (G,?) with its row corresponding to x and its column to y.

]

In particular, P,(t, x, [) approximates P(, x, [). For y € S;,, define

pn(ts X, y) = Pn(L X, )’)/5)’1 XES;'

Then we can approximate p(t, x, y) by p,(z, x, ).

It is also of interest in practice to calculate the first passage probability ]P’(tzx > t|Xo = x) for
| <x <z, where ‘L'ZX is the hitting time of z of the sticky diffusion X. The paper [43] obtains a
semi-analytical formula for this probability under the sticky OU model. We use CTMC approx-
imation to calculate the probability for general sticky diffusions. Let ¥ be the CTMC that
approximates X (set k=0 in G,,). Then, for Y, using [40],

P(t) > 1]Yy = x) = exp (H,1)1(x),

where rZY =inf{r:Y; >z}, H,, is the submatrix of G, with entries corresponding to states
smaller than z, and 1 is a vector of ones with dimension compatible with Hj,. In particular,
setting x = [, we obtain an approximation of the first passage probability when the diffusion
starts from the sticky boundary.

To implement the proposed method, we need to compute the matrix exponential, for which
a variety of algorithms exist. In this paper we evaluate the performance of the three approaches
listed below:

e The scaling and squaring algorithm of [24] is used widely in the literature on Markov
chain approximation. It is known that this algorithm can handle all kinds of matrices,
and it is numerically stable. It requires O(n*) operations to compute exp (G ,1)f,,.

e For the case when (G, is a tridiagonal matrix, [34] developed an algorithm based on the
fast matrix eigendecomposition algorithm of [15], known as the MRRR algorithm. This
algorithm takes only O(n?) operations to compute exp (G ,)f,,.

e The third approach is to numerically solve the ODE system that the matrix exponential
I satisfies, which is
dF(t) = G,F(n)dt, F(0) = Int1.

We propose to apply the extrapolation approach of [19], which has not previously been
considered in the literature on CTMC approximation.

Our experiment in Section 5.1 shows that the third approach performs the best, and we
recommend using it for computing exp (G,f), especially when ¢ is large.
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3.3. Eigenfunction expansions for the CTMC

We provide an eigenfunction expansion representation for p,(¢, x, y), which will be utilized
later to analyze the convergence rate of CTMC approximation. Let

_ o ot
My (20) =M (o) exp (5= 8%0). (3.7)
o
= pM, = 5§Txo),
5 0) PMy(xop) = exp <02 o) XO)
where
X0), Scheme 1,
oy wm(xo) 38)
0, Scheme 2,
and forx=x1, ..., X,
2 al Y8~y + 02 (y)
() =My, (x0) p— P [ (3.9)

w@)8tx +02(x) L1 —pu (yt) styt +o2 (yt)

y=x|

L L @us s+ o),

sp(x) 2

where « is as in (3.8), B is as in (3.5), and the product term equals 1 if x=2x;. We
also define M, (x) =m,(x)5x. As will be shown later, m,(x) ~ m(x) for x€S;, and (3.7)
shows that M, (xg) ~ M(xp). Furthermore, the last two terms in (3.9) are an approximation
of f;‘l 214(y)/o2(y)dy, which appears in the definition of the scale density and speed density of
the diffusion X. Hence, one can show that M,,, m,, and s, are candidates to approximate the

speed measure, speed density, and scale density of the diffusion.
Recall the expression (3.1) for G, the generator of the CTMC. For x € S;,, we can rewrite

it in the form

1 §x__
Gugr) = ——-=v~(

+ —
Pt VFg(0) — kg,

$n(x)
which is crucial for the convergence rate analysis.
Consider the eigenvalue problem of G,:

Gn(pn(x) = _)\'(pn('x)’ X=X0, -, Xn,

@"(Xn41) =0, (3.10)

where ¢"(x) is defined on S, i.e., it is a vector. Let (A}, ¢}) be the kth eigenpair. The eigenvalue
problem of the operator G, in (3.10) is essentially the eigenvalue problem of the matrix G,
which is tridiagonal with negative diagonal elements and positive off-diagonal ones, and also
diagonally dominant. Thus, it has n + 1 simple and real eigenvalues with 0 <A} <) <. ..
(see [34, Proposition 3.6]), and one expects kz ~ ). For any two functions g1, g» defined on
Sy, define their inner product (g1, g2), = ers,; g1(x)g2(x)M,(x). Since eigenfunctions are
only unique up to a constant, we normalize them to satisfy ((p;’, ©)n = 8jk, so that ¢} (x;) ~
@ (x;).
We have the following bilinear eigenfunction expansion representations:

Pult, %, ) =Mu(y) Y exp (= A1) ¢ (09 ), x€S,,yes,, @1
k=1

Palt, X, ) =mu(3) Y exp (= A{1)pf (ep (), xe€S,,yeS;. (312
k=1
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3.4. CTMC approximation of 1D diffusions with a sticky interior point

We show how to construct a CTMC approximation for general diffusions with a sticky
interior point $* € S° (the boundary points are not sticky). To this end, one can generalize the
steps in [26] and obtain the generator of this new diffusion as

POOf' () + 502 ()" (x) — k(x)f (x), x # 8%,

gf @) = { . )
p (f" () —f" (=) = k(Of (), x=S5"

with domain
D= {fe C2(S\(S))NCy(S): Gf € Gy (S) .
P (f, (S*+) —f (S*_)) —k (S*)f (S*) le_ifrsl* gf(x)}

By setting §* = I, we recover the sticky lower boundary case as the left limit f'(S* — ) = 0. The
CTMC that approximates this diffusion can be constructed as follows, and we call it Scheme
1. First, we put S* on the grid, and the index for this state is denoted by J; i.e., Xj= S*. Second,
the transition rate matrix G, is adjusted at x; as follows:

0 288* P

G =g Cou= g kI G =g

At the left boundary, the transition rate G, 01 =0 is set according to the behavior of the
boundary point. See Remark 3 for the absorbing and reflecting cases.

We can also develop a scheme that achieves second-order convergence, which we call
Scheme 2. Applying Taylor expansion yields

VI (S*) =1 (S*+) + %f” (5*+) 8T5* + 02, (3.13)
1
V(8 =11 (8T ) = o (57 ) 678 + o). (3.14)
Since f € D, we also have

_r (f' (§*4) = f' (§*=)) = (S*H) f' (§*+)

f (S +) o2 (S*+) /2 ’
N (f" (5*4) —f (§*=)) — n (S* =) f (§*—)
f (S ) - o2 (S*—) /2 '

Substituting these two equations in (3.13) and (3.14), we obtain

+ QR p— (S +) + *) / Q% _ ,O(SJFS* 1ok 2
V(S )—<1+—02(S*+) 5 ) 115" ) = S ) 0w
P+ u(S* =) pS~

— *Y e W S* /¢ ok 2
Vf(S)_<l+ T S)f(S )= S =y 8 )+ 0.
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Let

p — u(S* 1) gt g
o2(S* +)

_ psts*
o2(S*+)’

o+ pu(S*—)
o2(8* —)

_ s
o2(S¥ —)’

A=1+

3

C=1+ 578%,

then

CVTF(S*) + BV~f(S%)
AC — BD

B DVTF(S*) +AVTf(S%)

S QR 2
S(8" =)= = i + O,

FS*+)= + 0(h2),

Therefore,

1 I R\ T Y T _p(C=D)_., .  PB—A)
P +) (8" =) = kS =5 V) +

— k(S*)F(S*) + O(h).

Vf(S)

The corresponding elements of the generator matrix are then given by

LG et N P Clutc)
"N (AC = BD)s S+ ML (AC = BD)StS*
Gujij = =Gnjj-1 = Gnjjr1 = k(S").

G G

Remark 4. Now suppose we have p sticky points, and the set of such points is [g+ =

{S7,..., S;j}, with p; as the stickiness parameter at S7. The generator of the process is given
by
GF) = {u(x)f/(x) + Lo 2(0f () — k(Of (), ¢ lse.
pi (f () = f (6=)) = k() (0), x=S i=1.....p.

with domain

D={fecz(S\Is*mcb(S):gfecb<S>,

pi ( (S34) —f' (1)) —k (S7)£ (5) = lim Gf (87) . i= 1,...,p}.

x— 8}

A sticky left or right boundary can be included in this framework by setting f’ (Sl’-‘—) =0or
i (S;k+) = 0. One can then obtain the CTMC transition rates at each sticky point using finite
differences in the same way as the single sticky point case.
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4. Convergence rate analysis

In this section, we derive the convergence rates of two CTMC approximation schemes. The
structure of our proof is similar to that in [55]. However, many details differ because of the
change in the boundary behavior of the diffusion. In fact, some of the arguments in [55] do not
hold for the sticky case.

We will analyze a sequence of grids satisfying the following assumption.

Assumption 3. For a sequence of grids {S,} with h, — 0, there exists a constant C >0
independent of n such that for every grid S, we have
8§Tx

<C.
Stx —

max, g

minxes;

This assumption essentially says the maximum step size and the minimum step size should
go to zero at comparable rates, which applies to all the types of grids used in practice.

Our convergence rate analysis hinges on the eigenfunction expansion representations in
(2.9), (2.10), (3.11), and (3.12); it consists of the following main steps. First, we estimate
the errors M, (xo) — M(xp), my,(x) — m(x), and 1/s,(x) — 1/s(x) based on the expressions for
these quantities. Second, we develop estimates for the errors of eigenvalues based on a min-
max representation. Third, we obtain the errors of the eigenfunctions based on the errors
of the eigenvalues. Fourth, we utilize the eigenfunction expansion representations and the
error estimates for the eigenvalues and eigenfunctions to estimate P,(t, x, xo) — P(%, x, X0)
and p,(t, x, y) — p(t, x, y). Finally, we obtain the estimates for u,(t, x) — u(t, x) using previ-
ous results and the representation (2.8). In the following, o = u(xo) for Scheme 1 and o = p
for Scheme 2.

Proposition 2. Under Assumption 2, the approximation error for the speed measure and
density satisfies
o

My, (x0) — M (x0) =M (xo) = xo)5+XO +0(h), 4.1

1My (x) — m(x) = m(x) : 2(();)) (5Tx = 87x) + O(h2), Vx € Sp. 4.2)
Furthermore, for x € S, we have

! ! o (h,) . 4.3)

sn(x) - @ B
Proposition 3. Consider h, € (0, 8), where § is sufficiently small. Then there exists a constant
C > 0 such that for any k < h;l/4,

|AL — a| < CK*RY, (4.4)
where C is independent of k and n, y = 1 for Scheme 1, and y =2 for Scheme 2.

Proposition 4. Suppose Assumptions 2 and 3 hold, and consider h, € (0, §), where § is suf-
ficiently small. Then there exists a constant C > 0 independent of k and n such that for
1<k< h;l/s the following holds:

loi = ), o < CK*H,. 4.5)
Here, y =1 for Scheme 1 and y =2 for Scheme 2.
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Theorem 3. Suppose Assumptions 2 and 3 hold, and consider h,, € (0, §), where § is sufficiently
small. Foranyt>0,x€S;, andy €S;, we have

n )
o2 ()

o

Pu(t,%,y) —p (t,x,y) =p (1, x,y) ( (8Fy— 8y)> + Cihl,

Py (1, x, x0) — P (t, x, x0) = P (¢, x, x0) ( 8+xo> + Cihly,

o2 (x0)
where C; > 0 depends only on t and is independent of n, xo, x, and y, and where y =1 for
Scheme 1 and y =2 for Scheme 2.

The value function under the CTMC model is given by

Uy (1) =) Po (6,2, 0) f () =Pu (6,5, %0) f (0) + Y pu (1,5, ) f () 8y, (4.6)

yeS, yeSg

Using (2.8) and (4.6) together with the estimates in Theorem 3, we can estimate the differ-
ence u,(t, x) — u(t, x), which also depends on the smoothness of the payoff function f. In the
following discussions, we simply assume that there exists a point & € (/, r) at which f may
not be smooth. Specifically, f is C? on (I, £) U (&, r), and £ is a non-smooth point with either
fE =) #fE +) orf(§ —)=f(& +)butf'(§ —)#f'(§ +). These types of payoffs are com-
mon in financial applications. The result can be easily extended to handle multiple non-smooth
points.

Theorem 4. Under Assumptions 2 and 3, there exist constants C;, D; > 0, independent of n,
such that

llun (2, ) = (2, oo = sUp p (1, x,8) |f (§=) —f (§1)]

x€[l,r)

CEE

-4t
lun (£, ) —u @, )| Zp (1, x,8) |[f (§—) —f ()] '% —é“ — Dih};.

Here, Dy is also independent of x, y = 1 for Scheme 1, and y =2 for Scheme 2.

This theorem shows that for Scheme 1, convergence is only first-order, regardless of how
non-smooth f is at &. For Scheme 2, discontinuity in the first-order derivative does not change
the convergence order; however, discontinuity in the payoff undermines the order. A simple
grid design that would restore second-order convergence for Scheme 2 is to place & halfway
between two grid points. This midpoint rule was proposed and validated in [55] for diffusions
with two killing boundaries.

The convergence rate for the first passage probability IF’(rZX > t|Xp = x) can be analyzed in
essentially the same way. One can treat z as a killing boundary for the diffusion and assume
that z is on the CTMC grid. The estimates in Theorem 4 apply with the payoff f identically 1,
so convergence is first-order for Scheme 1 and second-order for Scheme 2. It is important to
place the passage level z on the grid as explained in [55, Section 4.5]; otherwise convergence
becomes first-order even for Scheme 2.

Remark 5. For the sticky interior point case, we can also prove that Scheme 1 is first-order
and Scheme 2 is second-order. There are three main steps to show convergence of u, to u.
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TABLE 1: Model parameters for the sticky OU process.

Model K 0 o P X

1 0.4500  0.1000 0.0500 4.0 x 103 0.0100
2 0.7500  0.0500 0.0150 1.0 x 10~  0.0010
3 0.2210  0.2000 0.0170 5.8 x 10> 0.0000

First, we can show that (G, — G)g = O(h)) for some function g, where y equals 1 for Scheme
1 and 2 for Scheme 2. Second, we need to define m,,, M, and s, appropriately to show that
they converge to the speed density, speed measure, and scale density of the diffusion. The main
results of Propositions 2—4 still hold. Finally, all other results can be obtained in an analogous
way following the steps in the proof for the sticky lower boundary case.

5. Two financial applications of sticky diffusions

We demonstrate the usefulness of our method by studying two distinct types of processes:
a sticky OU process and a geometric Brownian motion with switching drift and volatility
coefficients.

5.1. Numerical results for the sticky OU short-rate model
The sticky OU process is given by the following SDE:

dX, = (c (0 — X)) I (X; > 0) + pI (X; = 0)) dt + oI (X; > 0) dB,

where [ = 0 is the left boundary. This process is used in [42] (and also in [43]) to model short
rates, which are instantaneous interest rates. The advantages of using this model over standard
short-rate models are explained in [42]. In particular, this model is able to produce various
shapes of yield curves observed in the market, including the S-shaped yield curve in a low-
interest environment seen after the 2008 financial crisis. To illustrate this point, we consider
three different sets of values for the parameters of a sticky OU process, which are listed in
Table 1. These sets are able to produce three different shapes of yield curves: upward-sloping
(Model 1), inverted (Model 2), and S-shaped (Model 3). In general, the magnitude of the sticki-
ness parameter plays an important role in controlling the shape of the curve. Calibration shows
that the implied stickiness parameter from real market data is on similar scales with the values
in the table (see [42]).

Throughout this section, we consider pricing zero-coupon bonds with unit payoff, i.e.
u(t, x) =Ex(exp (— f(; X, du)) with k(x) = x. The paper [43] obtained an eigenfunction expan-
sion formula for the bond price under the sticky OU model. We use the method of [43] to
obtain benchmarks for our method. Table 2 shows the absolute difference between the results
of the CTMC method with 20,000 grid points and the eigenfunction expansion method using
50 to 100 terms in the expansion.

It can be seen that these methods yield consistent results for all maturities shown in the table.
The eigenfunction expansion method can be slow for small maturities (e.g., 1 or 3 months).
This is because the nth term in the expansion involves et (see [43, Proposition 4.2]), where
Ay 1s the nth eigenvalue and ¢ is the time to maturity. This exponential term decays slowly for
small #, so more terms in the expansion are required to achieve good accuracy.
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TABLE 2: Differences in prices for the CTMC method and the eigenfunction expansion method of [42,
Section 6].

Maturity 6M 1Y 2Y 3Y 10Y 20Y 30Y

Model 1 7.98E-10 2.90E-09 9.88E-09 9.24E-09 8.13E-08 1.28E-07 1.40E-07
Model 2 9.74E-08 1.48E-07 4.71E-07 8.71E-07 3.50E-06 6.04E-06 7.65E-06
Model 3 1.14E-05 9.86E-06 7.34E-06 5.43E-06 2.03E-06 9.41E-06 1.48E-05

5.2. Convergence rates

We localize the state space [0, oo) to [0, 1]. Simple calculations show that for the OU
process with parameter values in Table 1, the probability of breaching this upper boundary
is extremely small for all maturities under consideration, and hence the localization error is
negligible. We then discretize [0, 1] with n = 100, 200, 400, 800, 1600 points using a uniform
grid and apply the squaring and scaling algorithm to calculate the matrix exponential. The
convergence rate is detected numerically. Figure 1 plots the results for three models with two
maturities. It is clear that for Models 1 and 3, Scheme 2 converges at second order while
Scheme 1 only attains first order; this can be seen by checking the slope of the convergence
line against that of the small triangle in the lower left corner of each plot. This validates our
theoretical estimates in Theorem 4. For Model 2, the convergence orders of Scheme 1 and
Scheme 2 are both around two. This may at first seem unexpected, but the value of p is very
small in this model (much smaller than in the other two models), which makes G, .1 roughly
zero under both schemes. So the two schemes perform similarly.

We can further observe that in Models 2 and 3, Scheme 1 is more accurate than Scheme 2
for small n. The reason is that G, .1 is always positive in Scheme 1, whereas it can become
negative in Scheme 2. In the latter case, the matrix G, is not a proper transition rate matrix,
which leads to larger errors near the boundary. Finally, for all models it is observed that the
absolute error is greater when the maturity is longer.

A practical question is which scheme should be used. The choice depends on the parameter
values. When p is extremely small (like the value of p in Model 2), we recommend Scheme 1
for the reasons mentioned above. For moderate and big values of p, one can always implement
Scheme 2 if highly accurate results are needed.

5.3. Some comparisons

The calculation of the value function under the CTMC model is based on the calculation
of the matrix exponential. In this section, we compare three ways of computing the matrix
exponential in our problem (the three ways listed in Section 3.2), and we also compare the
CTMC approximation algorithm with a standard finite difference scheme.

We now briefly describe the extrapolation approach of [19] for numerically solving the
ODE system satisfied by the matrix exponential. This approach uses a basic step size H, where
H = 0.5 if the maturity T is greater than 0.5 and H = T otherwise, to divide the interval [0,7]
into smaller time periods. For each basic interval, M; =1, ..., s time steps are used to evolve
the differential equation according to the implicit scheme to calculate the matrix exponential,
where s > 1 denotes the extrapolation stage number. Let the approximation of the solution after
one basic step be denoted by A; | = u,(H, x; M;) where M; time points are used for the interval
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Absolute error of CTMC method (7' = 6M) Absolute error of CTMC method (7" = 30Y)
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FIGURE 1: Absolute error vs. n on log-log scale for Models 1-3 (from top to bottom) with six-month and
30-year maturities.

[0,H]. An extrapolation tableau is constructed by the equation

Ajj1—Ai—1j-1
M; ’
Mi—j+

Ajj=Ai_1j1+

fori=2,...,sand j=2,...,i. We then use the value Ay, after s extrapolation steps as
the starting point of the approximation over the time interval [H, 2H]. This calculation of
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approximations after basic steps is repeated until one obtains an approximation of u, (T, x)
after M basic steps, where 7 = MH. Finally, the value of A; ; after M steps is the approximation
of the zero-coupon bond price with maturity 7 at time 0.

For the finite difference scheme, which discretizes both time and space in the PDE satisfied
by the value function of the sticky diffusion, we use Crank—Nicolson time-stepping, which is a
standard choice in the literature for numerical solutions of PDEs. It is also considered in [42].
We use equal time steps with 5 steps in a month. This allows for an adequate number of time
steps even for longer maturities.

The MRRR algorithm, the extrapolation approach, and the finite difference method are
implemented in C++, whereas the scaling and squaring method is already implemented in
Matlab so we directly call it in Matlab. Although a Matlab implementation may generally be
less efficient than an equivalent C++ implementation, it does not affect the conclusion that the
scaling and squaring method is typically the slowest for obtaining similar levels of accuracy,
as it involves the highest amount of computational complexity.

The results are obtained using a workstation running CentOS 7 with 3.2 GHz CPUs (32
cores) and memory of 256 GB. We did not make use of parallelization or other methods to
speed up computations. The workstation was used because a larger amount of memory is
needed to store the matrix exponential when calculating the benchmark prices with 20,000
grid points. All numerical calculations were run 10 times to obtain the average running time.
Figure 2 displays a comparison of the three models for bonds with one-year and 30-year
maturities.

The comparison clearly favors the extrapolation method, which defeats the other three meth-
ods in all cases, and its leading edge becomes greater as the bond’s maturity increases. It should
be noted that the eigendecomposition method based on the MRRR algorithm does not always
work. For Model 2, it cannot be applied when n is too large, and for Model 3, it fails for
n =100 because of overflow/underflow errors in calculating a similar symmetric tridiagonal
matrix required by the algorithm.

5.4. Simulation

We also consider how to perform simulations for sticky diffusions. Our CTMC approxima-
tion method offers a natural alternative to the standard Euler scheme. The simulation of sample
paths from a CTMC is straightforward, and unlike the Euler scheme, it does not require time-
discretization. We use 500 grid points for the CTMC Y constructed by Scheme 2, start with
Yo = x, and then draw an exponentially distributed random variable with intensity |G, . .| to
determine the amount of time spent in the initial state. After determining the time point when
the Markov chain is transitioning, we use the transition rates G,, , ,—, G, , ,+, and k(x) to sam-
ple the new state. These steps are repeated until maturity is reached. Using the definition of
the order of weak convergence given in [21] and [29] together with Theorem 4, we find that
the weak convergence order of the CTMC simulation scheme using the transition rate matrix
under Scheme 2 is two (it is one if Scheme 1 is used).

The Euler scheme is implemented in the following way. Time is discretized using 50 time
steps per month. The process starts with Xo =x, and subsequent values of the process are

computed using the discretization of the SDE (2.3). In particular, for 1 =0, At, ..., T — At,
P Xi+ 1 (Xp) A+ 0 (Xy) vV Aty ar it X, >0,
A =
AT par if X, =0,
e nr ~Exp (1),
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Loglog plot for different methods (Model 1, T = 1Y)
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. N Loglog plot for different methods (Model 1, T = 30Y)
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FIGURE 2: Comparison of four methods. ‘CTMC expm’ stands for using the scaling and squaring
algorithm for computing the matrix exponential in the CTMC method. In the extrapolation approach,
extrapolation is only applied once (i.e., s = 2).
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FIGURE 3: Monte Carlo simulation results for zero-coupon bond pricing. The blue line indicates the
benchmark prices. The left panel shows the results for Model 1 with p = 4.0 x 1073, In the right panel,
the results are obtained by setting p = 0.1 with all other parameters remaining fixed.

where &4 A, 1s standard normally distributed and e,y A, is exponentially distributed with rate 1.
The new value Z; 1 a; is accepted as given by

Zii At it Ziynr >0, erpnr >k (Xp) At,
Xi+ar=10 it Ziiar <0, erpar >k (Xy) At
d if erpnr <k (Xp) At,

where 9 is the cemetery state and f(d) = 0.

Figure 3 shows the Monte Carlo simulation results when sample paths are simulated by a
CTMC and the Euler scheme. In both cases, 1000 samples paths are simulated and the price
estimator together with the 99% confidence intervals are displayed. The Euler scheme clearly
fails when p is small, i.e., when the process is very sticky. However, it becomes acceptable
when p is big enough. In contrast, the CTMC simulation scheme works well regardless of the
degree of stickiness.

We provide some intuition about why the Euler scheme flops in very sticky cases. Note that
this method only simulates a discrete-time process. If at some time point on the grid, say iAf,
the process is at zero, it moves to p At at (i + 1)At. If Aris small enough, the interpolated path
of the Euler scheme should resemble the path of the continuous-time process to which the Euler
scheme converges in the limit. Thus, it is intuitively clear that the limiting continuous-time pro-
cess is instantaneously reflected at zero and hence not sticky there. When the original diffusion
is only mildly sticky, it is not very different from the reflected case, so the Euler scheme pro-
duces acceptable results. However, if the original diffusion is very sticky, the difference from
the reflected case is large and the results of the Euler scheme become useless. Figure 4 shows
one path simulated from the CTMC scheme and the other from the Euler scheme. The CTMC
simulation scheme does not discretize time, so it can generate the phenomenon that the process
sticks to zero, whereas the Euler scheme cannot.

5.5. Geometric Brownian motion with a sticky interior point

We consider the model proposed in [26], where the asset price follows dX; = u(X,)dt +
o (Xp)dB; with pu(x) = (uil(x < S*) + wal(x > S*))x and o (x) = (o1 1(x < §*) + o2l(x > §%))x.
We set 1 =0.1, u2 =0.2, 01 =0.3, and 02 = 0.4, and the process starts at Xy = 100. We
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Sample path simulated by CTMC (7' = 10Y) Sample path simulated by Euler scheme (7' = 10Y)
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FIGURE 4: Sample paths over 10 years generated by the CTMC and Euler scheme. The sample path for
the Euler scheme was simulated using At = 1/600, i.e., with 50 time steps per month.
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FIGURE 5: Absolute error vs. n on log-log scale for call option prices with one-year maturity obtained
with the CTMC method: $* = 110 (left) and $* = 90 (right). The geometric Brownian motion is localized
to [0,1000], and the scaling and squaring algorithm is used to compute matrix exponentials.

consider two cases, $* =110 and S$* =90, and calculate the price of a European call option
with strike price & = 100. The risk-free rate is 5%, and time to maturity equals one year. The
stickiness at $* is given by p = 1/(2 x 0.02) = 25. To obtain benchmark prices, we apply the
method in [26] to numerically invert the Laplace transform of the option price which was
derived by the authors of [26]. However, for more general diffusion models, explicit formulas
for the Laplace transform may not be available.

To implement the CTMC approximation method, we use the grid design in [55] which
places the strike price K midway between two adjacent grid points. This would make conver-
gence smooth for call options. In our design, we also place the sticky point S* on the grid.
Figure 5 shows convergence results for the two cases, from which the convergence orders for
Scheme 1 and Scheme 2 are confirmed to be one and two. It should be noted that the initial
price X at which the option is priced is not on the grid, as Xo = K. In this case, we used cubic
splines to interpolate the prices on the neighboring grid points to obtain the price at X¢. This
does not reduce the convergence order of CTMC approximation, as a cubic spline interpolation
has higher convergence order.
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6. Conclusion

This paper develops a CTMC approximation of one-dimensional diffusions with sticky
boundary or interior points. A direct finite difference approximation of the generator of the dif-
fusion at the sticky point leads to a first scheme, which only converges at first order. Matching
the first and second moments of the infinitesimal changes at the sticky point, we obtain a sec-
ond scheme, which is second-order. Under the CTMC model, calculations of the action of the
Feynman—Kac operator and first passage probabilities can be obtained in closed form using
matrix exponentials. Our method has several nice features. First, it is applicable to sticky dif-
fusions with general drift, volatility, and killing rate. Second, it is computationally efficient.
We show that when the extrapolation method of [19] is used to solve the ODE system for the
matrix exponential, our method outperforms a standard finite difference scheme that is often
used for solving diffusion PDEs. Third, the CTMC can be used to simulate the sticky diffusion,
and it produces good results, whereas the Euler scheme completely fails when the diffusion is
very sticky.

It is possible to define multidimensional sticky diffusions (see [22] and [25, Section IV.7]).
A CTMC approximation can be constructed for these processes, but it suffers from the curse
of dimensionality. Furthermore, analyzing its convergence rate based on spectral representa-
tions will be more difficult, as certain properties, like the simplicity of the spectrum or the
asymptotics of the eigenvalues, may not be available in higher dimensions. For multidimen-
sional sticky diffusions, it is important to develop efficient simulation schemes. As CTMC
approximation can be used to produce sticky behavior in the interior or at the boundary, we
expect that combining CTMC approximation with traditional simulation schemes will lead to
computationally efficient algorithms; we plan to work in this direction in our future research.

Appendix A. Proofs

This appendix contains the proofs of major results of the paper. Additional proofs can be
found in the online supplement.

Proof of Proposition 1: Application of the Liouville transform i (x) = flx 1/0 (z) dz and a
linear transformation hy(y) = —2y/B + 1, where B = h;(r), changes the problem into

2
—ﬁl/f” @Q+9@ Vv @@= (2), ze(—1,1),

2p h4 (0)

vEb=0 5o

1sﬁ/(l)=(k(l)— —x)wa),

- o)
Jo (it (" @) (5 (1" @)

q@)=U (hl_l (hz_ ! (z))) and U is the potential function,

(' o) (o (r ) (' @)

" @):W’ o= (' @)s (' o) ’

¥ (2)=

(A.1)
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and ¢ and ¢ are the eigenfunctions of the original and the transformed problem. It should
be noted that ¢ denotes the eigenfunction and ¢ the normalized eigenfunction of the original
problem. The potential function is defined in [36, Equation (3.31)].

This setting resembles the setting in [1], with a; =a» =2/B* and y; =8; =1 fori=1, 2,
which allows the transmission condition to disappear, and the solution and its derivatives are
continuous in [ — 1, 1]. Further following [1], let 1 =1 and a; =0, and fix 8] = —1, 5 =0,
and B, # 0. It should be noted that because g = 0, it is unimportant what value | takes, and
normalization to 1 is a simplification of notation.

The results in [1, Section 4] then show that the kth eigenvalue of the problem in Liouville
normal form satisfies the asymptotic representation

a%kzrrz 1 1 1
A= 7] —a1ﬁ2+a q(dz+ 0 ) (A.2)
-1

and so C1k% < A < C2k? for constants Cy, C2 > 0 independent of k. Using [1, Theorem 3.1]
with trigonometric calculations, we have that for any x e [ — 1, 1],

ai Sinx/)»_k(x-i-l) / «/_(
Vi ai an/_

Vr(x) = — q (2) Y (2) dz. (A.3)

Then

1 C3 /x
— 4 )| dz
|1/fk(x)|_\/— avi ) _\/— Nerd lg @) 1Yk (2] dz

for some constant C3 > 0. The Gronwall inequality shows that

Glg@l,\ _Cs
V()| = —= = eXP ( ——dz| =
VA VA k
for a constant C4 > 0 independent of k and x, using the asymptotic representation of Ay in

(A.2).
Furthermore, for the first derivative we have

R G ) / f(
COS—

Iq(Z)I Wi ()] dz <

Y| < |- YAOTD g @) ds

C X
§1+75/ 19 (2)] dz < Ce,
—1

where Cs, Cg > 0 are constants independent of k and x.

Similar bounds can be established for further derivatives, i.e. for j =2, 3, 4, by differen-
tiation of (A.3). Hence, one derives that |y (x)| < C7&~!. Finally, by [41, Theorem 4.2] it
follows that

IVll2 = — + O(1/k") = Co /k.
wk
The normalized eigenfunctions then have the following asymptotic representation:

Yi(x) Cz/k<c
lwll, = Co/k —

10-
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Using the relationship between ¢ and v in (A.1) and the fact that o and s are bounded
on S, one derives @r(x) = O(1/k) and ||@k|l2 > C11/k. This implies that for all x € S, @r(x) =
o)/ |@x]l = O(1). Using similar arguments, one can prove <pk)(x) Ok for all xe S, j=
1,...,4 O

Proof of Proposition 2: We will prove the claim first for xq, then for x1, and finally for all
X=2xp, ..., X,. First, note that

M, (x0) — M (x0) = M (xo) exp( +xo> —M (xo)

5
a2 (xo)

=M (x0) ———5%xg + O(h2)
o2 (x0) "
In a second step, applying the logarithm to (3.9) for x = x yields
w(x1)

log my, (x1) =log My, (x0) + log B + log p + §x1 + O(hy)

o2 (x1)

mxo) @)\ o o) o)) 4
+1°ga2(x>+<oz(xo) oZm))“‘) <02(X0) oZm))“‘)

8% x0 +log B —log M (xo) + O(hy)

=log M (xo) + 2( 5

mxn) ooy m(o) o
Ty O OTm) = e

:10gm(x1)+:(xl) (8% x1 — 67 x1) + 02,

+ logm (x1) + X0

where we used that

2 )
log m (x1) = log 5T D) —i—/ al; gidy
X0

mxo) | pxn)\ oo 2
=18 2 (02(x0)+02(x1))8 X0+ O)

and
o w (xo)
8Tx0 +log B — 8t
T TP T
0 for Scheme 1,
- L5ty — LoL@0) sty KOO sty L O(h2) for Scheme 2 e
o200 " 0T o2a) o2(x0) n :
Thus these terms equal O for Scheme 1 and are O(h ) for Scheme 2.
Now let x € {x2, ..., x,}; then applying the logarithm to (3.9) and using the Taylor
expansion for the logarithm yields
X
log my,(x) =log M,, (x¢) + log B + log p + ,uz( %) (6Ftx—87x)+ M X
(x) o” (x1)
2 OB (u (x0) | m () ) +
+ 1o + + 8y + + 87X
502 yz <o~2 o o2 () o2 (x) o2 (x1)
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_(M(XO) G

+ 2
o2 (xg) o2 (XI)>8 o+ 0n)

— log My, (x0) + log B + log p + : 2((’;)) (5tx—57x)
+ log m(x) — MZ(XO) 8T xo + O(hﬁ),
o= (x0)

where we used

—[(re  nOh) (M(xo) M(m)) + _/XZM(Y) >
2 (02<y>+02 (y+)>5y+ o) o)’ 0T ), @O

Y=X1 0

and
T 2u(y)

2
log m(x) = log o2 —{—/ 520 dy.
X0

Furthermore, using M (xg) = % and (3.7) yields

o

o) oy )

o2 (x0) X0 o2(x) (87x — 87 x) +log m(x) + o).

log my(x) = 8Txo+1log B —

o (x0)

Therefore, by using (A.4), we obtain from the previous result that

w(x)
o2(x)

My (xX) — m(x) = m(x) ( (*x— a—x)) + O(h2).

Hence, (4.2) holds for all x €S, and we have proved the convergence for all xeS, . The
error estimate for the scale function can be obtained from similar calculations, which are
omitted here. O

Proof of Proposition 3: For x € S5, the proof of [55, Proposition 2] shows that

|G () — Gor()] < CLR*R.

For ¢y the Taylor expansion at xj is given by
1 2
@k (11) = @i (0) + 4 (x0) 330 + S (x0) (8+x0)

1 1
+ g‘P/Q” (x0) (545‘0)3 + ﬁ%(:‘) () (SJFJCO)4 ,

for some 1 € [xo, x1]. Subtracting ¢i(xo) and dividing by 8§ xq yields

1 1 2 1 @ 3
V7 r (x0) = g (0) + 59 (0) 8730 + 2 (o) (8¥0)” + 570" ) (67 x0)”
Further, note that as ¢ is in the domain of the generator, it also satisfies

p—u(xo) ,

1 "
5%k (x0) = 0’2—()6())(pk (x0) .
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Using these results, one obtains

|G (x0) — Goor (x0)| = | pBY Tk (x0) — pgy. (x0)]

—p ‘(ﬂ 1)} o)+ B8 G0 570+ Lo ) (5700)” + 22 () (570)’
=0 |6 =g} o)+ 82D ot (o) 5130+ L (o) (57 x0)
B @ 3
+g¢£ " () (5% x0)
Ca |y (x0)| 8Tx0 + Oh2) < C3 | @ || o n + O(B2) for Scheme 1,
<
Cz;l%| lo” (x0)| (8+xo)2 +0 (hz) <Cs ||(p,’c”noo h2+0 (hi) for Scheme 2,

where the boundedness of § was used, and the particular form of B8 in Scheme 2 allows the
terms involving <p,’((x0) to cancel. Here the constants C,, C3, C4, C5 > 0 are independent of n
and k.

Applying the result from Proposition 1 shows that [|¢;[loc < Cek < Cek® and oy lloo <
C7k®. Thus summarizing the two cases for xo and combining them with the result for x € Sy
implies

Gk — Gl o0 < max{Cik*hy., Cek’h)} < Cok*hy,

where Cg, Cog > 0 are independent of n and k, and as always, y =1 for Scheme 1 and y =2
for Scheme 2. Using the fact that Gop = —Aggy implies

|1 — ak| < Crok*n?,

where Cjp > 0 is a constant independent of k and n, and u} = argmingeca(G,) | — Akl with
A(Gy) denoting the set of eigenvalues of —G,. The arguments stated in the proofs of [55,
Proposition 2] and [35, Proposition 3.6] still remain valid; hence it can be shown that ,u;’ = AZ,

and so the claim follows for any k < h;l/ 4 with sufficiently small A,,. O

Proof of Proposition 4: The main arguments in [55] for the error of eigenfunctions cannot be
applied to the problem here, so we use different ideas. Define ;' (x) = cg}/(x) with a constant
¢ such that V¥ (x,) = VT gr(x,). Furthermore, let e} (x) =] (x) — ¢i(x). Then for every
xesy,

Guéf (x) = Gy (V7 (0) — ()
= G (x) — G (x) + (G — Gp) gr(x)
= =MV () + Ak () + (G — Gy) pr(x)
= Al (x) — (A} — M) o) + (G — Gp) ().

We multiply both sides by m,,(x) 6x and sum the terms over x from y € S;, to x,,, obtaining

Z my(x) 8xG el (x)

Y=X<Xp41

= Z 5§ xV~ (%@)V*‘eﬁ(x))— Z k(x)e} (x)my,(x) 8x

YSX<Xn) YEX<Ent
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1 1
=— VT (xpp1) — vtel (y~
Sn (Xn41) ki Sn (y‘) k (y )
— ) k@exmy(x) 8x
Y=X<Xp41
1
=— — V+ez (y_) - Z k(x)e} (x)my (x) 8x
51 (07)
=—A7 Z e (X)my(x) 8x — (AZ - Ak) Z O (X)m,(x) 8x
VSX<Xpi1 VEX<Xpyl
+ Y m)8x (G — Gy grl),
V=X<Xpt1

because ;' (xn) = @i (xn),
Vi (nr1) = e (K1) = @k (Xp11) =0,
and VT e} (x,) = 0. Then

—1 Ty )= —— ol __an\ ,n
sn (™) 8ty “07)= sn (y7) 8Ty~ O +nyZ:xn+1 (k(x) — A%) €fxma(x) bx
— (M=) Y erImu(x) 8x
V=X<Xpt1]
+ Y M) 8x (G — G) k().
YEX<Xnp1

Multiplying both sides by s,(y~)8 Ty~ and taking the absolute value, we get

e O <[ O+ [sn (7) 8Ty D7 (k) = A7) f@max)

Y=X<Xpt1

F{OF =) s (7)) 8T YD erom(x) bx

Y=X<Xp41

+ls (07) 8Ty YD ma(08x (G — Gy gr(x)

YEX<Xp41
<l 0|+ Cikhy Y |ero] ox (see (a)
V=X<Xpt1
+ Cok*ny ! (see (b))
+ C3k*ny ! (see (c))
<leg O]+ Cikhy Y || 8x + Cak Ry T
V=X<Xpt1
<CskPhy Y |ep(n)] sx+ Caktry (see (d))

Y=X<Xp4]
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where
e (a) holds because AZ < Ck? by Lemma (B.3), m,(x) <C, s, (y_) < (C, and 8+y_ < hy;
e (b) holds because |1} — Ax| < Ck*h}; by (4.4) and

Y @@ma(x) x| <Chy Y g0 < Chan il o < C;

Y=X<Xp41 Y=X<Xp4]

e (c) holds because

D ma®)8x (G = Gp) @@ < 1G9k — Gutpillnco Y ma(x) 8x

YEX<Xpg YEX<Xni

< ClIG@k — Gurll .0 thn < CK*RY,

as shown in the proof of Proposition 3, which can be found in the online supplement;

e (d) holds because one can choose C; large enough so that C kzhnSx > 1, and the first
term can be put into the sum.

The constants Cy . .., Cs > 0 are independent of k, n and x, y. Using the discrete version of
Gronwall’s inequality and noting that k < h;, Y 4, we have

led ()] = Z Cyk*hl T exp | Csk*hy Z 8x

Y=X<Xpp1 Y=X<Xp41

< Cak*h i exp (c5 r—1) 5‘/2) < Cok*n! .

Note that this inequality also holds for y = x,,1| because of the choice of ¢ and ¥}, so that
e (Xu+1) = €} (x,). Furthermore, Cg > 0 is independent of k, n and x, y.
Then we have

1

ot —ok| = —"—gok < U =] A — 1| Nkl
Ioi =0l H il < s M~ et | g = ot

Cok*hl 1

<+ Oy | — 1
v, I,
and furthermore,
n|2 el 2 n 2
IS / GLEOM (dx) = D V(0 My (x)
0 x€S;
= Ca llof oo 1+ 3 |oxo? = R M) = ok,

x€eS,
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by making use of Lemma 5 and the fact that

D [er0? = | Maco = 37 [ebo] o + w0 | Ma)

xeSy xeSy
2
< D @ M) +2 ) |R00] ler)] M) < Crok* i
x€S, xeS,

Putting this result back into the above equation yields

07,22 V1 = Coth, = VT = oo,

ask<h, 1 5. Collecting all results shows that

Cek*hy, ! 4
n_ < +C — 1| < Ciok™h)
| — Hnoo = /1= Cos7 =275 7 1 — Cosv—4/5 = 1%

and thus the claim is proved. (]

Proof of Theorem 3: We first take a more detailed look at the approximation of the transition
density p, in the interior of the state space.
Comparing the eigenfunction expansions of p,, and p shows that for y € S;,

1
my, (y)pn ( ’ 7)’) - m[’ (t,x, )’)'

Zexp PRl () — Z exp (—Axt) pr()px ()

k=1
Z exp (=241) |0f = 0kloo 108 e+ D o (=270) lgklloo [0} — il o

l<k<hy '3 l<k<hy '3

+ Z lexp (—271) — exp (—AiD) | 1@kl 91l
1<k<h, '

+ Y e (M) [ o [0 oo+ Do &P (—ha) Ipklloo Nokllog
hnl/S —1/5

IA

<k<n k>hy,

< Cih! Z exp (—Czkzt) (ks + k4> +C3 Z lexp (—At) — exp (—Axh)|

1§k§h;'/5 1§k§h;1/5

+Cy Z exp (—A}1) K+ Cs Z exp (—Cﬁkzt) ,

h V5 <k<n kshy 3

for positive constants independent of k, n and also x, y. We study the last three terms further:
we have

Cs Z |exp (—AZI) —exp (—Akt)| <C3Cy Z exp (—Cgkzt) tk4hll’
1<k<hy ' I<k<hy '/

<Co (1) ),
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where Co(f) = C3C7 Y 52| exp (—Csk*t) th* < oo;

Cy Z exp (—AZI) kK> < Can exp (—Czh;z/St) n?
h;l/s<k§n

< Cioh? exp (—czh;Z/St) "
<Cu () Iy,
where C11(f) = Cipexp (— Czh,zz/st)n5 < 00; and lastly
G Y exp (—cﬁkzz) <Cph2 Y exp (—C7k2t> K2 < Cys (1) 2.
k>hy k>hy '

Summarizing the above results yields

1
(t,x,y) — ——p (t,x, )| < Cra () kY + C15 (1) h2 < C,hY,

‘ nn )" m ()

for some constant C; > 0 depending only on ¢. Finally, by using the difference between m,(x)
and m(x), derived in (4.2), we obtain

pn (t? X, y) _P (tv X, y) :P (tv X, y) (n’,::l((j;) - 1) + Cch
n () _
=p %) — o) (8FTy—8"y)+ Chl.

It can also be shown using the same steps as above that

1
Pn (taxvy)_ _P(tv-xvy)

M, ) M) =G
and by (4.1) it holds that
Py, (1, x, x0) — P (1, x, X0) = P (1, X, X0) (AA?((;;O)) - 1) +ChY
=P (1, x, X0) ——8x0 + Cih].
o~ (x0)
This concludes the proof. (|

Proof of Theorem 4: For x € S, we have the following decomposition of the value function:

Xn

+1
Un (tv-x)_u(t’-x)z Z Pn (tv-xa Y)f()’)_f P(t’ X, dY)f()’)

V€S, 0

o

=P (1, x, x0) f (x0) 8 xo0 + Chlf (xo)

o (x0)

+ Y a6 X ) =p X I F DSy + Y ptx ) )y

yes; yesg
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Xn+1

| 1
+ 2P (1%, x0) f (x0) §xo — 2P (&%, x0) f (x0) 8xo — / p@.x,y)f () dy

X0

=f 0 5 )3+XOM(XO)ZCXP( i) POk (x0)
k=1
1
—f (0) o §Txo Z exp (—Akt) @e(x)gx (x0) + O (hY) (see ()
k=1
LO) 5ty — 573) £ () By + OUR) (sce (b))
o o° ()
1 Xn+1
+3 Y (ptxf e +p(txyh)f (o)) 8+y—/ P x, ) f () dy
YES, 0
= (@M (x0) = 1) O () + O (h])) + OChy) (A5)
1) (6ty—=87y)f () dy (A.6)
ves; (y) Xn+1
+= Z pt,x, NfO)+p(txy")f (" ))8+y—/ pt,x,y)f dy, (A7)
yeSn 0
where
e (a) holds because
(1% x0) = lim p(t,x,y) = — Ze (—Ak) PRk (X0) ;
Pt xxo)=lim p (%) ="—5~ ) 4 Xp (—Akt) @)@k (X0

e (b) holds because of Theorem 3;
e (A.5) holds because

1
o (x0)

Z exp (—2xt) )k (x0) < € Z exp (—Cok?) = Cs.

k=1
It can be seen that the approximation error for the value function consists of three parts. The
first error is due to the boundary behavior and depends on the scheme. The second error results
from the discretization error of the transition kernel, and the last error is the discretization error
of the integral. Here we denoted by O(k), ) a term that is bounded by C;4), , where the constant
C; is independent of n, x, and y but might depend on ¢ and f.

The first term in (A.5) is of order O(h,) for Scheme 1 and vanishes for Scheme 2 as
aM(xp) = p x 1/p =1. The term in (A.6) is of order O(h%), as can be seen in [55, Equation
(23)]. The term in (A.7) is generally of order O(h;,), as seen in [55, Equation (25)]. For call- or
put-type payoffs, the term is of order O(hﬁ).

One can also summarize the above cases by using Equation (25) and the proof of Theorem
1 in [55], so that

lun (1, 0) —u (t, )| <p (1. x,8) |[f =) —f (§)] ‘é_ S‘+Ct

+
ltn (1, ) —u (@, )| = p (t, x, E) |f =) —f ()] ‘% —é‘ — Dih};
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with positive constants C;, D; > 0 independent of 7 and x. Taking the maximum on both sides
then proves the claim of the theorem. (]
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