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1. INTRODUCTION

Teaching graduate econometrics means covering three different kinds of sub-

ject matter a grounding in the theory of econometti@slong laundry list of

available econometric techniqyeshd an introduction to the fact that the prac-

tice of linking models and data is every bit as untidy as mathematical statistics

is neat | assignEconometric Theory and MethodETM) as a primary text in

our first PhD. econometrics cours&TM is in charge of getting the students

their theoretical groundingd also assign Greene’s excelldatonometric Analy-

sis (2003 for its coverage of a long list of techniquedy laptop, EViews and

I, together with a whole lot of real datare responsible for being untidy
ETM'sforte is that it presents econometric theory in a consistasthodical

sequence that gives students mathematical tools immediately applicable to econo-

metric theoryWritten by renowned econometricigriSTM reflects the authors’

personal tastes in choice of which mathematical techniques to emphaék&e

book contains what the authors find most important and leaves out other mate-

rial. There is considerable use of projection matrj@sificial regressionsand

Gauss—Newton regressig@sd more space than is usual is spent on the geom-

etry of least square3he method of moments is the underlying statistical prin-

ciple through most of the texBootstrapping is introduced early oflithough

occasionally idiosyncratic in their choice of mateyidle authors keep the book

to the point andadmirably on the short sideETM is 750 pagesAs compari-

sons Greeng2003 is 1,026 pagesHayashi'sEconometric§2000 is 683 pages

Ruud’sAn Introduction to Classical Econometric Thed8000 is 951 pages

the authors’ 199&stimation and Inference in Econometrid993 is 874 page$

As an indication of how much more econometrics there is,rtbe 1984 vin-

tage third edition of JohnstonEconometric Methods-a favorite of many

connoisseurs—is only 508 pages
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In their preface the authors discuss two themes that help organize the book
advances in computation and the use of unbiased estimating equéteers
ing to these themes is clearly an important element in the book’s straight-
forward presentatian(Note that “advances in computation” means mostly
bootstrapping and the use of artificial regressioftsere is a discussion of the
method of simulated momentsut not for example Markov Chain Monte Carlo
[MCMC] methods)

So what's missing ETM is much less an encyclopedia or reference book
than is GreeneAs an exampleETM spends 50 pages on discrete and limited
dependent variable§&reene spends 140 pag&milarly ETM gives an excel-
lent 5-page introduction to the vector autoregres<idAR). Greene uses 19
pages and discusses more aspd8tgah approaches are valuapbbnd there is
limited time in a first-year econometrics courfestudent usindeTM will know
the basics of limited dependent variable models and what a VAR is but will
have to look elsewhere to bring his or her knowledge to the level where the
techniques can be applied

The more striking omission is th&TM contains neither illustrative applica-
tions nor any examples using dat@here are a small number of applied exam-
ples in the chapter end exercis&ata for these are on the text Web sit€his
would be fatal in a self-teaching bookortunately the market for self-taught
graduate econometrics is vanishingly smathd ETM use will invariably be
accompanied by a skilled and lively graduate econometrics instruntother
words ETM needs to be supplemented with another source for all the practical
stuff.

2. CHAPTER-BY-CHAPTER REVIEW

The opening chapter &TM is called “Regression ModelsThe book opens
with the definition of a simple linear regression

Vi = B1t BaoX T Uy (2.1)

This first chapter gives a good sense of the flavor of the bbokh in terms of
strengths and in noting practical areas that require some supplementation

The opening pages talk through equati@rl) sufficiently clearly that after
only three pages a reader has a basic understanding of what you get out of a
regressionOn the other handhe simple regression is illustrated with equa-
tion (2.1) but without the traditional scatter diagram showing pointéyiyx). It
is hard to imagine that a student who has never seen a regression can learn
from the equation without a picture

Major negative? Not necessatrillyirst, students starting a graduate econo-
metrics course almost certainly bring with them a rough idea of what a regres-
sion is Secondit’s not difficult to show the traditional scatter diagram in class
On the other handhe absence of a scatter diagram surely makes the concept
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of a residual less intuitivelFor comparisonGreene does provide a scatter dia-
gram Hayashi does not

ETM announces that equatidq@.1) might be a consumption function relat-
ing household consumption in yeato measured disposable inconi is the
marginal propensity to consumand 3, is autonomous consumptiott is not
that difficult to teach graduate students to regrgsm x and to then give an
interpretation of the resulting computer outplttis extraordinarily difficult to
dissuade students from running regressions with endogenous variables on the
right-hand side(l find it somewhat effective to have my labor economist wife
make a guest appearance during lecture to threaten mayhem upon any student
who runs such a regressiddut this option may not be available to most econ-
ometricians Page 1 of a text is not the place to bring up endogenéity
couldn’'t we have an example that doesn’t leave something to unlearn? Mind
you, both Greene and Hayashi open with the Keynesian consumption function
as the first example

Writing style is probably less important than contedh the other handstu-
dents are going to—it is hoped—spend mamngny hours with the texDavid-
son and MacKinnon write delightfully and are unafraid to say what they mean
in a straightforward wayl find their use of language engaginiere is one
example taken from a footnate

In this book all logarithms are natural logarithms . Some authors use “In” to
denote natural logarithms and “log” to denote base 10 logariti8imce econo-
metricians should never have any use for base 10 logarjttm@svoid this aes-
thetically displeasing notation

Chapter 2 presents the geometry of linear regresgidhorough review of
the geometry of vector spaces is followed by everything you ever wanted stu-
dents to know about the geometry of least squaEgsphasis is given to the
use of projection matrices because these play an important role in the algebra
of regressionsThe Frisch—-Waugh—LovellFWL) theorem is proved and dis-
cussed at lengthFWL states tha; in the regressiory = X;8; + X8, + u
can be estimated by forming the residuals from a regressigroafX, and the
residuals from a regression ¥f on X, and regressing the former on the latter
Three applications of FWL are givesweeping out the dummigeemoving a
deterministic time trend from a regressjamd the relation between several
measures of goodness of.fithe final section discusses influential observa-
tions and leverage

The third chapter turns to the statistical properties of ordinary least squares
(OLYS). Least squares is shown to be unbiased if the right-hand-side variables
are exogenoysmplying E(u|X) = 0, but not necessarily if the right-hand-side
variables are merely predetermindg{u,|X;) = 0. As an algebraic illustration
of the latter point the authors consider the regression ohy, , given inde-
pendent and identically distributeédi.d.) errors pointing out that least squares
is not unbiasedThis is true but not helpfuEndogeneity is an important source
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of bias in least squareMeasurement error is an important source of bedec-
tion is an important source of biakagged dependent variables with serially
correlated errors are an important source of bldee presence of a lagged de-
pendent variable with.iid. errors is not an important source of hiddthough
mathematically an estimator either is unbiased or it jstiie untidy part of
econometrics involves learning when biases are likely to be large or. Soafle
other example would have been better here

Continuing the third chapter explains probability limits and consistegoyes
the covariance of OLSroves the Gauss—Markov theorgdiscusses the rela-
tion between error terms and residyajgzes a good discussion of misspecifi-
cation and concludes with defining? and discussing goodness of. fit

The fourth chapter covers hypothesis testiie chapter opens with a dis-
cussion of the principles of hypothesis testing and proceeds to work thteugh
andF-tests The discussion is both thorough and succiAstmight be expected
from the authors the bootstrap is introduced as a standardatioér than exotica
relegated to the back of the baok

Chapter 5 covers confidence intervals addition to the obvious material
this chapter discusses bootstrap confidence regions and confidence regions in
multiple dimensionsHeteroskedasticity-consistent covariance matrices are
explained So is the delta method for nonlinear hypothesis tests

The sixth chapter takes up nonlinear regressidiis is earlier than is tradi-
tional. But the early placement has two advantadéisst, with modern soft-
ware nonlinear regression is not much harder to execute than is linear regression
Second this permits introduction of the Gauss—Newton regressiotool that
the authors use later in the book for computing both linear and nonlinear tests
The chapter concentrates on estimation and testing but gives little in the way of
examples of useful nonlinear functional forms or in the way of guidance in the
interpretation of nonlinear model$he chapter explores several basic optimi-
zation algorithmsSuch algorithms are useful not only in econometrics but in
the growing areas of economics that employ significant computafibe dis-
cussion of optimization is terrificas one would expect from the authofhey
make it look almost too easgo an additional word of warning that numerical
computation is a difficult field might have been in order

Generalized least squares is introduced in chapt&tohg with the discus-
sion, autoregressivéAR) and moving averageMA ) processes are introduced
Several tests for serial correlation are givérs noteworthy that the Durbin—
Watson(DW) statistic is explained cleatlydentified as the most popular test
for serial correlationand then it is explained why the DW is now obsolete and
should not be used?anel data are briefly introduced in this chapterd the
fixed effect and random effect models are explained

The eighth chapter covers instrumental variable estimabeginning with
brief discussions of errors-in-variables and simultaneous equation sys$fems
latter is discussed in depth in chapter)IPhe discussion covers finite-sample

https://doi.org/10.1017/50266466605000356 Published online by Cambridge University Press


https://doi.org/10.1017/S0266466605000356

BOOK REVIEW 651

propertiestest of overidentifying restriction®urbin—-Wu—-Hausman testand
instrumental variable estimation of nonlinear modé€lkapter 9 moves to gen-
eralized method of moment&MM). The discussion begins with using GMM
for the linear regression modethich is a good way to build intuitiarCareful
discussion is given to alternative formulations of the GMM estimator and to
heteroskedasticity and autocorrelation consistent estimaiioariety of tests
are discussed he chapter concludes with an introduction to the method of sim-
ulated moments

Up to this point in the text the underlying estimation theory is based on method
of moments Chapter 10 turns to maximum likelihood estimatiddLE). In
addition to explaining MLEthe authors use this opportunity to introduce the
likelihood ratig Wald, and Lagrange multiplier trioChapter 11 begins with
logit and probit models(It would be nice if a little more time were spent on
interpreting resultssomething students frequently—and even experts some-
times—have trouble with Multinomial, ordered and nested models are then
presentedModels for count datecensored and truncated modelslection mod-
els and duration models are all introduced briefly and clearly

Multivariate regression models are covered in chapter Tt&e chapter
begins with seemingly unrelated regressiocluding nonlinear systemSimul-
taneous equation models are then covel@MM, three-stage least squares
(3SLY9, full information maximum likelihood(FIML), and limited informa-
tion maximum likelihood(LIML ) are discussedStructural and reduced forms
are given although there is no discussion of the interpretation of the reduced
form.

Chapter 13 goes over methods for stationary time sefies chapter opens
with autoregressive moving avera@®RMA) models Estimation is discussed
including some of the practical difficulties of MA estimatioDistributed lag
models come nexincluding partial adjustmenautoregressive distributed lag
and error-correction model&either polynomial distributed lag nor adaptive
expectations models are discuss@d unusually thorough discussion of sea-
sonal adjustment is givemBasic autoregressive conditional heteroskedasticity
(ARCH) and generalized autoregressive conditional heteroskedas@Gztir CH)
models are givenVARs are discussed extremely brigflyithout mention of
identification issuesimpulse response functionsr variance decompositions

Chapter 14 turns to unit roots and cointegratibhe chapter opens by build-
ing the idea of a random wall he subject is then motivated with a discussion
of spurious regression&nit root tests are discussefdllowed by a discussion
of cointegration and tests for cointegration

Chapter 15 concludes the text with an examination of specification testing
A number of tests based on artificial regressions are presehtede are then
a section on nonnested hypothesis testgery brief discussion of model selec-
tion based on the Akaike information criterigAlC) and Bayesian information
criterion (BIC), and an introduction to nonparametric estimation
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3. CONCLUSION

The cost of keeping a book focused is that some things have to be omitted
Along the theory-to-practice dimension the authors have chosen a spot in the
middle lopping off both the more theoretical and the more applied wiNggh-
ing in the text is going to teach a student how to derive an asymptotic distribu-
tion. From a personal perspectjyeniss more the absence of practical examples
Greene illustrates most methods with an application to real datdoes Wool-
dridge in his fine undergraduatatroductory Econometric§2003. Modern
econometric software has made many “advanced” techniques readily available
to the practicing econometriciaAs a result more graduate students should be
taking more than just the first-year introduction to econometf¢sl, it would
be nice for the introductory year book to do more to help students connect econo-
metric theory with both data and economic models

ETM is an excellent graduate textike any successful textt champions a
particular approach rather than attempting to be all things to all peAgtspt-
ers will need to find another way to get practical applications to the students
but when it comes to econometric theory you should hear the faint echo of the
authors’ voices in the back of your hedltudents who pick up that sound will
have learned a lot of econometrics

NOTE

1. Note thatETM isn’'t a new edition ofEstimation and Inferencélhere are significant simi-
larities but ETM is a new—and even better—baok
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