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Article

The Ethics of Medical AI and the  
Physician-Patient Relationship

SALLY DALTON-BROWN

Abstract: This article considers recent ethical topics relating to medical AI. After a general 
discussion of recent medical AI innovations, and a more analytic look at related ethical 
issues such as data privacy, physician dependency on poorly understood AI helpware, bias 
in data used to create algorithms post-GDPR, and changes to the patient–physician rela-
tionship, the article examines the issue of so-called robot doctors. Whereas the so-called 
democratization of healthcare due to health wearables and increased access to medical 
information might suggest a positive shift in the patient-physician relationship, the physi-
cian’s ‘need to care’ might be irreplaceable, and robot healthcare workers (‘robot carers’) 
might be seen as contributing to dehumanized healthcare practices.
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Is artificial intelligence the ‘stethoscope of the 21st century?’1 AI detection systems 
claim impressive effectiveness ratings, such as 80 percent accuracy for a British AI 
program that detects heart disease, 95 percent for an American ‘smart’ microscope 
that detects blood infections, and 94 percent for a Japanese endoscopic system for 
diagnosing cancerous growths.2 The US Food and Drug Administration approved 
the first software powered by artificial intelligence that replaces the need for a 
specialized doctor to interpret medical imagery in April 2018; IDX-DR software 
analyses images of the retina to detect whether a person with diabetes has a com-
plication from diabetic retinopathy.3 Eye-screening technology, developed by the 
CSIRO (the Commonwealth Scientific and Industrial Research Organisation) in 
Australia, enables GPs to test diabetic patients for diabetic retinopathy—a condition 
affecting one in three diabetic people, and that can lead to blindness if untreated.4 
Also in Australia, NEC is working on AI intelligence algorithms for eye tracking 
and facial recognition, as part of developing new diagnostic tools for detecting 
autism at a young age.5 The Queensland University of Technology and Children’s 
Health Queensland are exploring the use of robots as healthy eating companions, 
designed to deliver nonjudgmental advice.2

But what are the ethical issues of concern in a highly disruptive technological 
environment where it is claimed that up to 40 percent of jobs will need to be 
restructured due to the rise of AI and automation in the next few decades? The 
Economist has argued that “AI will remain narrow, not general. Instead of wonder-
ing whether AI can replace a job, it is better to ponder whether it could replace 
humans at a specific task.”6 Crunching big data7 and working diagnostically 
within specific parameters to a high degree of accuracy would indeed seem to be 
useful tools to assist clinicians. In 2016 IBM’s Watson supercomputer was credited 
with “diagnosing in minutes the precise condition affecting a leukaemia patient in 
Japan that had been baffling doctors for months, after cross– referencing her infor-
mation with 20m oncology records.”8 A London hospital in 2016 teamed up with 
Google’s DeepMind AI arm to develop a health app that allegedly could free up 
more than half a million hours spent annually on paperwork.9
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The value approach to technological design suggests 12 human values that are 
implicated in technological design: human welfare, ownership and property, 
privacy, freedom from bias, universal usability, trust, autonomy, informed con-
sent, accountability, identity, calmness, and environmental sustainability.10 The 
EU’s Ethics in Science and New Technology Group’s statement in March 2018 on 
AI suggests the following key concerns: safety, moral responsibility, manipulation 
(‘data nudging’), value preservation, and the impact on current governance and 
regulation.11

A more useful and succinct approach comes from a Stanford March 2018 study 
which identified the following four issues relating to medical AI as: issues of data 
privacy; physician dependency on AI helpware that is poorly understood; data 
used to create algorithms containing the bias of the companies or health care sys-
tems that developed them; and a change in the dynamics of the physician-patient 
relationship.12

Data privacy is a general concern, not one limited to medical AI.13 A machine 
that has no real memory of a patient may be more secure than a doctor who 
remembers certain facts about his patients, and the safety of patient files is an issue 
whether AI is used or not. Bitcoin technology offers potential solutions in this 
area.14 However, public trust, or rather the lack thereof, in data privacy was 
recently demonstrated in Australia with the introduction of an opt-out record-
keeping system, ‘My Health.’ Concerns about security have been raised following 
the hacking of Singapore’s health records database, as well as the potential issue 
of private companies getting access to such personal data. The government and 
Australia’s opposition party continue to ponder how best to regulate AI, after calls 
from the country’s Chief Scientist, Alan Finkel, for a voluntary scheme in terms of 
which companies would apply for a ‘Turing stamp’ for artificial intelligence pro-
viders, similar to the Fairtrade logo on coffee.15

Physicians’ dependency on helpware leads to questions of liability, of who 
exactly is to blame if a doctor accepts the wrong recommendation of an AI.16 The 
issue of how an AI might be ‘credentialled’ is a complex one; AI systems that claim 
to provide particular clinical services or benefits to patients such as unregulated 
online mental health services have given rise to lawsuits. Arguably however, 
AI issues of liability can be debated under the general rubric of evolving law. The 
more interesting question is that of the level of moral agency that can be ascribed 
to an algorithm. John P. Sullins proposes that intelligent machines (i.e., robots) are 
indeed moral agents when the machine has autonomous intentions and responsi-
bilities. If the machine is seen as autonomous, then the machine can be considered 
a moral agent.17 Australian lawmakers are taking some steps to consider matters 
related to robot innovation, such as drone regulation and driverless vehicles, but 
these chiefly target issues of safety.

The next two issues identified in the Stanford study are the interlinked concerns 
of how data derived from diagnostic AI algorithms is both created and used, and 
the algorithm’s impact on how clinicians make decisions and communicate with 
their patients.

Potential bias in algorithm development suggest that the diagnostic data 
process may contain flaws from the outset. The agenda of the data manager such 
as an insurance company, for example, might skew the process. Agendas aside, 
there is also the issue of ‘loopthink,’ i.e., “programming biases that would 
exclude outliers and reduce abstract or even ethical thinking on the part of an 
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AI program.”18 The algorithm ignores data that does not ‘fit.’ While this is not an 
issue limited to nonhuman diagnosticians when examining datasets, the problem 
is how AI might replicate that often intuitive diagnostic thinking that experienced 
practitioners allegedly possess. AI diagnoses are unsurprisingly more consistent 
than those of clinicians, as a study comparing AI diagnoses of oxygen deprivation 
in newborns versus clinicians’ diagnoses revealed—the latter group not only dis-
agreed with each other, but on the data being re-presented to them later, disagreed 
with themselves.19 But this may not necessarily be a bad thing; it depends on 
whether one believes a consensual diagnosis evolved through debate is more 
accurate than one derived through strictly applied parameters.20 In other words, 
the question is whether a little inconsistency through aggregated thinking, rather 
than algorithmic consistency, might lead to better patient outcomes. In analysing 
a cybersecurity AI program, researchers noted that:

…individuals who are making ‘outlier decisions’ should not be consid-
ered as ‘wrong’. In fact, in some cases they may represent people at the 
forefront of new knowledge creation. In these cases the individuals have 
an important role to play in challenging the ‘group think.’ 21

The concern about algorithm bias is part of a larger concern with the compre-
hensibility and accessibility of data to the patient. The EU’s new General Data 
Protection Regulation (GDPR) means that from May 25, 2018, according to section 4, 
article 22, users have a ‘right to explanation’ on all decisions made by automated 
or AI algorithm systems.22 Informed consent, not to mention patient dignity and 
autonomy, require that the basis for making the diagnosis should be comprehensible. 
The ‘black box’ issue, as it is termed with AI—is that the algorithm operates in 
a way incomprehensible to most non-specialists, who can only see input and 
output, without any understanding of the process itself.

Comprehensibility is only one aspect of communication, however. An AI diag-
nosis of a 50 percent likelihood of a fatal illness requiring strong intervention can 
be presented to a patient in various ways. If the AI diagnosis is one derived at 
through a range of factors resulting in a 40–60 percent likelihood of an outcome, 
then should the patient be apprised of all the variant factors that have gone into 
arriving at that possible outcome? And is this different from how a doctor might 
advise a patient when trying to predict a percentage chance of mortality?

Data accessibility—whether driven by AI or physician—can be seen within the 
larger context of the so-called ‘democratization’ of healthcare. The accessibility of 
knowledge through online information (no matter how misleading), and of health 
wearables that allow users to collect and track some of their own health data sug-
gests a shift in the patient-physician paradigm. (A 2017 PWC report on medical AI 
noted the growing prevalence of consumer wellbeing apps, including wearables 
for early detection.) There are also ‘softbots,’ or online therapeutic avatars, that are 
allegedly producing good health care results.23 Digital camera records of the wear-
er’s day have been shown to help dementia patients to recollect aspects of earlier 
experiences that have subsequently been forgotten, thereby acting as a retrospec-
tive memory aid.24 Other AI programs assist those with ‘locked-in’ syndrome or 
with autism—the AI effectively operating as an extended brain function in much 
the way computers do, generally speaking. Previously, Nicholas Jewson’s object-
oriented medical cosmology, as encapsulated under the rubric of ‘sick man 
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theory,’ predicated medical knowledge as increasingly guarded by the gatekeeper 
physician.25 According to some medical sociologists, the increasing distribution of 
medical knowledge amongst lay people has reversed Jewson’s model.26 The 
patient now faces both the added autonomy and the added responsibility deriving 
from access to a far greater range of complex data.

In terms of autonomy, an AI might be more ‘ethical’ than a human practitioner. 
Categorising an effective physician-patient relationship in terms of key processes 
such as autonomy, managing the power imbalance, and offering a competent ser-
vice as a physician, an AI carer-physician might be more effective. A patient may 
trust an AI more, believing the AI’s health advice is unbiased and not prone to 
human fallibility. An AI doctor will not be exhausted after a long shift, nor has it 
any concept of power.

Yet these aspects of the relationship relate to knowledge and decision-based 
virtues such as informed consent and autonomy, rather than to the empathic skills 
that reinforce patient dignity. For some patients, autonomy is arguably less impor-
tant than empathy, and care less a question of democracy than of dignity.

The issue is that of how the AI ‘values’ the patient, of that human contact that 
can be a significant aspect of a trusting relationship. Are shared human values and 
experience (rather than programmed ethical parameters) required for ethical 
approaches that demonstrate respect? A European Parliament Committee report 
on the civil law of AI has stated that “human contact is one of the fundamental 
aspects of human care” and replacing humans with robots could “dehumanise 
caring practices.”27 The EU has called for a specialist commission to answer ques-
tions in relation to AI ethics in hospitals and health care institutions.28 Japan 
devotes a third of its robotics funding to elderly29 and end-of-life care robotics, 
thus the urgent need for ethical understanding of the issues relating to such a vul-
nerable population group.30

Given that the basic tenets of care ethics are those of recognizing others’ needs, 
taking on responsibility for addressing those needs competently, and the respon-
siveness of the care receiver to the carer, can an AI entirely fulfil the ethics of care? 
The first two acts, of recognizing and addressing patient needs, are not particu-
larly problematic, but the third—the notion of responsiveness, of patient and 
physician acknowledging common humanity and responding appropriately and 
genuinely, might be. Yet, not all physicians are highly empathic, and empathy can 
be a detraction from care, given its focus on the agent rather than on the altruistic 
act. Whether a carer robot could be programmed to respond to emotional needs as 
well as to physical requires ethicists to ponder whether a simulation of empathy is 
sufficient. If empathy comes from shared human experiences, can those be recre-
ated ethically and effectively?

Phrasing the argument in extreme terms—given that robots cannot die, how are 
they able to care for mortals, for example—exposes the irrelevance. One does not 
need to experience a concept in order to understand it or to demonstrate empathy. 
Palliative care workers for example are not resurrects. Doctors with, for example, 
severe autism may struggle with empathy but not with care.

An ethics of care and an ethics of empathy are not identical. Care ethics is 
grounded in a mutual identification of ‘humanness,’ as the notion of responsive-
ness indicates. Carers are enmeshed within reciprocal, dependent interrelations. 
The recognition of the interests of both self and other, carer and cared for, within 
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such ethical practice is based on mutual recognition. Surely such recognition 
requires species recognition? However, an alien would be ‘programmed’ by an 
entirely different ontological-epistemological mindset, a care robot by those 
involved in a value-derived algorithmic process. (And probably also by an ethics 
committee.) It is a dehumanized product but not a dehumanized process. And one 
that brings us back to the ethics of the programmer. Given that the AI carer is the 
product of human design, although not an empathic agent, it can be an agent of 
care. Though this argument would mean that a toaster could be seen as ethical, the 
difference comes back to the degree and complexity of the simulation of human 
agency.

One argument would suggest that there is no reason why acts of care cannot be 
accepted as synonymous with thoughts of care. The patient could accept an action 
as one backed by an intent to care, whether that intent is produced by a human 
desire to help those in need, or a program, and assess not the agent, but the benefi-
cence of the act. For the patient, the AI physician’s intent is recognized as humane, 
if not human.

Can a robot carer simulate ‘recognition,’ empathy, and human experiences, suf-
ficiently to fulfil the requirements of an ethics of care? Or will it always be required 
to work alongside a human practitioner to ensure that the patient literally receives 
that valuable human touch? Some patients do not in fact distinguish between AI 
and human physicians, the danger thus that of becoming attached to AI diagnosti-
cians, even forming attachments to them, vulnerable patients thus becoming 
unable to determine if they are interacting with a machine or not.31 The ethical 
issue may be not that of physical touch that suggests care and recognition of 
human suffering, but the exact opposite, namely the danger of anthropomor-
phizing AIs.

For patients, a vulnerable population group, the issue is not necessarily even 
ethical, but philosophical; one of how we define ourselves as human. The problem 
of the cyborgism of a robot carer is one extreme of the debate begun with the use 
of the first prostheses and other artificial aids to human health. Being cared for by 
AIs can be controlled to ensure that the ethics of care are not violated. But the fact 
that there is real concern about whether such carers might increase human isola-
tion and alienation suggests that AI might offer an efficient solution to physical 
needs but has yet to provide a sufficient answer to that universal need to recognize 
something human, fallible, and mortal.
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