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Abstract

Nowadays, firms are constantly looking for methodological approaches that help them to
decrease the time needed for the innovation process. Among these approaches, it is worth
mentioning the TRIZ-based frameworks such as the Inventive Design Methodology (IDM),
where the Problem Graph method is used to formulate a problem. However, the application
of IDM is time-consuming due to the construction of a complete map to clarify a problem
situation. Therefore, the Inverse Problem Graph (IPG) method has been introduced within
the IDM framework to enhance its agility. Nevertheless, the manual gathering of essential
information, including parameters and concepts, requires effort and time. This paper inte-
grates the neural network doc2vec and machine learning algorithms as Artificial
Intelligence methods into a graphical method inspired by the IPG process. This integration
can facilitate and accelerate the development of inventive solutions by extracting parameters
and concepts in the inventive design process. The method has been applied to develop a new
lattice structure solution in the material field.

In recent decades, many companies have been competing on reducing the innovation cycle
time in order to obtain pioneering profits in the market (Cohen et al, 1996). To achieve
this goal, these companies can utilize systematic approaches such as Theory of Inventive
Problem Solving (TRIZ). The TRIZ was introduced by Genrich Altshuler. TRIZ can help
reduce the time needed to achieve an inventive solution and develop a new product
(Altshuller et al., 1996). However, this approach does not provide any means to select
among the proposed solutions. Moreover, it does not offer any methods to formulate the prob-
lems. To solve these drawbacks, several frameworks have been developed by researchers.
Among them, it is worth mentioning the Inventive Design Methodology (IDM). IDM is a
TRIZ-based systematic approach that has been developed to complement the TRIZ body of
knowledge with other theories such as graph theory (Cavallucci and Strasbourg, 2009). This
approach includes the following phases (Zanni-Merk et al., 2011):

(1) Initial Analysis phase: This phase relates to the gathering of the expert’s tacit know-how,
the knowledge from patents, and other relevant documents. Subsequently, it is time to use
tools such as the Problem Graph to transform the collected knowledge into a graphical
model (Hanifi et al., 2019).

(2) Contradiction Formulation phase: In this phase, the designers formulate the contradic-
tions, which are physical and technical problems in a system (Chibane et al., 2021).

(3) Solution Concept Synthesis phase: In the third phase, the TRIZ methods such as the con-
tradiction matrix and inventive principles are applied to solve the contradictions.

(4) Solution Concept Selection phase: In the final step, the designers can use an evaluation
grid to measure the impact of the concepts (Hanifi et al., 20200).

However, one of the criticisms often leveled is that IDM is time-consuming and lacks the
necessary agility (Chai et al., 2005; Cavallucci et al., 2009; Souili and Cavallucci, 2017). This is
because a complete map related to a problem situation has to be built at the beginning of the
project without considering its effectiveness in solving the problem. As a result, the Inverse
Problem Graph (IPG) method was introduced to formulate a problem situation.

The IPG method (Hanifi et al., 2021, 2022) was developed by several authors to formulate a
problem situation in the inventive design process. This method consists of seven main steps,
which are as follows: (1) Define the project goal, (2) Determine the initial problem, (3) Identify
the causes of the initial problem, (4) Rank the identified causes and select the most important
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one, (5) Determine the type of the selected cause , (6) Extract the
formulated contradiction, and (7) Allocate the appropriate
parameters to the formulated contradiction. The formulation of
contradictions in the IPG method contrasts with the other
methods in helping to formulate problems. Indeed, by applying
the IPG method, designers search for the causes of a problem
at the lower level of a problem situation. In contrast, using
methods such as the Problem Graph, designers look for the effect
of a general problem at the upper level (Hanifi et al, 2020a,
2020b). IPG could give the process of IDM the characteristics
of agile methodologies, including capacity to generate flexible
and rapid response to change and the capability for iterative
development (Kumar and Bhatia, 2012). However, the collection
of critical data such as parameters and solution concepts within
the IDM framework is still done manually, reducing the agility
of the process. Hence, it is necessary to integrate automatic infor-
mation retrieval methods, such as the neural network doc2vec
model and machine learning algorithms, into the process to
increase its agility.

The doc2vec model was proposed by Le et al. (Le and Mikolov,
2014) (paragraph vectors) as a document-embedding method in
2014. This model is applicable in text classification and document
similarity calculation (Park et al, 2019). Text classification is
known as the task of classifying a given text into a set of prede-
fined classes (Dalal and Zaveri, 2011). This can be done by apply-
ing machine learning algorithms (Sarkar, 2019). The main
objective of this paper is to integrate the doc2vec model and
machine learning algorithms into the inventive design process.
Therefore, the main contribution of this paper is to propose a
method that facilitates and accelerates the extraction of essential
data, helping to develop inventive solutions in the inventive
design process.

The rest of the paper is organized as follows. In Section
“Literature review”, we present the literature on automatic extrac-
tion methods, a review of several document-embedding tech-
niques, a method for measuring the similarity, and a
description of several machine learning algorithms. Section
“Proposed method” displays the structure of the proposed method
and describes the steps of this proposal. Then, we evaluate the
machine learning algorithms in the section “Evaluation of the
reviewed machine learning algorithms”. In Section “Application
of the proposal to lattice structure case study”, a case study is pre-
sented in which the proposal is used to formulate the inventive
problems related to the lattice structures and extract the solution
concepts. In Section “Comparison of the proposal and the prob-
lem graph’s system”, we make a comparison between our proposal
and another automatic technique applied in IDM. We present the
discussion in the section “Discussion”. In the last section, we
report the conclusion of the paper.

In the literature, various methods have been developed to support
the designers in the inventive design process by extracting the
information. For example, Han et al. (2018b) have proposed a
computational tool, based on ontology and analogical reasoning,
to assist designers in creative idea generation during the initial
stages of inventive design. In addition, the authors in Shi et al.
(2017) developed an approach using data analytic and text mining
techniques to extract design information from engineering
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perspective. Besides, Chen et al. (2019) introduced an approach
using data mining and artificial intelligence techniques to bring
inspiration in a visual and semantic way. Moreover, in the
paper (Song et al., 2019), a data-driven method was developed
to build a function co-occurrence network based on the function
data in prior product designs. This method helps to detect periph-
eral and core functions to be included in a product platform. The
authors in Siddharth and Chakrabarti (2018) introduced a web-
based tool that supports designers in problem-solving by transfer-
ring concepts from the biological field to engineering domains. In
the paper (Han et al, 2018a), a computational method, based on
simulating aspects of human cognition in obtaining combinator-
ial creativity, was presented. In addition, Sarica et al. (2020) have
developed a method that uses NLP techniques to extract terms
from patents. In the literature, there are also several automatic
methods that have been proposed within the IDM framework.
Our focus in this paper is on the methods related to the initial
phase of IDM.

Generally, it is possible to classify the automatic extraction tools
utilized in the first phase of the IDM into two major groups:

Patent documents are an important depository of technical
knowledge applied to obtain competitive benefits (Li et al.,
2015). To extract patent information, researchers have introduced
various patent analysis tools (Valverde et al., 2017). Nevertheless,
in this article, we only discuss those that are related to the first
phase of the IDM framework. One of the approaches that auto-
matically extracts the IDM concepts was introduced by Souili
et al. (2015). However, one of the drawbacks of this approach is
the extraction of partial solutions and problems from the patents
without considering the requirements of designers. Hence,
Berduygina and Cavallucci (2020) proposed to use claims hierar-
chical structure to improve the final output of the IDM-related
information extraction tool. This proposal could help removing
the repeated information from the extraction. However, draw-
backs resulting from the extraction based on the designer’s
requirements remain in the tool. Another weakness that can be
mentioned here concerns the incapability to extract information
from scientific papers.

Scientific papers include information that their extraction could
help improve the quality of human life (Nasar et al, 2018).
Therefore, Nédey et al. developed a tool within the IDM frame-
work to extract problems, partial solutions, and parameters
from scientific articles by improving the IDM patent extraction
methodology (Nédey et al., 2018). Nevertheless, this proposal,
as its original method, extracts information beyond the designer’s
requirements, making their analysis quite laborious and
time-consuming,.

As we have seen, the tools developed under the IDM frame-
work ignore the main requirements of designers to extract the
information. This makes analyzing their results time-consuming.
For this reason, in this article, we integrate document-embedding
techniques and machine learning algorithms into a graphical
method inspired by the IPG method. In the next section, we
will review two document-embedding techniques, and we will
choose one of them to apply to our proposed method.
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The Bag of Words (BOW) is a simple method that represents a
text as a fixed-length vector (Zhao and Mao, 2018).
Nevertheless, this method ignores the meaning of the words,
the grammar, and the order in a text (Zhang et al, 2008).
Furthermore, BOW does not integrate linguistic meanings either.
Therefore, the retrieved information by this method is not under-
standable (Li et al., 2015). Moreover, extending the number of
texts, using the BOW method, leads to high-dimensional and
sparse representation. Hence, it is not an effective method to
represent the proximity among the texts (Kim et al., 2017).

Word2vec has been proposed by Mikolov et al. (2013). This
technique permits the calculation of the semantic similarity
among two words and to derive similar words semantically
(Mimura and Tanaka, 2018). Nevertheless, this method loses
this order in a text (Zhang and Zhou, 2019). Hence, to overcome
this drawback of word2vec, the researchers developed doc2vec.

Doc2vec is an unsupervised method developed by Le and
Mikolov (2014). This method is an extension of word2vec that
can express a document as a vector (Aman et al, 2018). Doc2vec
provides the possibility to exploit the semantic information existing
in a text. Moreover, this method applies to texts of different lengths
(Hanifi et al., 2019). This method can also obtain higher accuracy
term vectors by extracting the word order information in the text
(Zhang and Zhou, 2019). After getting the term vectors of two dif-
ferent texts, the similarity of the terms corresponds to the correla-
tion between their vectors. This similarity can be calculated by a
method such as Cosine Similarity (Huang, 2008).

Cosine similarity is a method to measure the similarity among
two vectors (two sentences) (Chang et al., 2018). This method
helps to find similar sentences to a given text. As a result, we inte-
grated it into our method. To extract the type of each sentence
and its related parameters, we also need the machine learning
text classification algorithms. In the next section, we will review
some of these algorithms.

Text classification is defined as the task of classifying a given
document into a set of predefined classes according to the
extracted features (Dalal and Zaveri, 2011). To automate text clas-
sification, there are two main types of machine learning algo-
rithms which include (Sarkar, 2019): (1) Unsupervised learning
and (2) Supervised learning. Here, we will focus only on the exist-
ing algorithms in the second group, as our proposal uses the pro-
vided prelabeled samples to build the model. In what follows, we
will describe some of these algorithms.

David Cox developed the logistic regression model in 1958
(Sarkar, 2019). Logistic regression (LR) is a supervised machine
learning classification technique based on the probabilistic statis-
tics of the data (Feng et al., 2014). Logistic regression is classified
as follows (Park, 2013): (1) Binominal or binary logistic model.
(2) Multinomial logistic regression model. Logistic regression is
effective in predicting categorical outputs (Kowsari et al., 2019).

The Multilayer Perceptron (MLP) was proposed by Rosenblatt
in 1958 (Panchal et al., 2011). The MLP consists of multiple-
layers including an input layer, an output layer, and one or
more hidden layers between its input and output layers
(Ramchoun et al, 2016). This algorithm is applied in the various
business and industrial domains to classify and predict problems
(Adwan et al., 2014).
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Random forest (RF) is an ensemble learning classification
algorithm that uses bagging to build multiple decision trees
(Singh et al., 2017). Random forest is efficient in handling large
datasets and feature sets (Rane and Kumar, 2018). Besides, it
does not overfit on large datasets (Pandey et al, 2017).
Additionally, it is one of the most accurate algorithms (Silva
et al, 2013).

The K-Nearest Neighbor (KNN) was introduced by Cover and
Hart in 1968 (Mulak and Talhar, 2015). This algorithm classifies
the objects based on nearest training samples in the feature space
(Imandoust and Bolandraftar, 2013). The KNN classification
algorithm is easy to implement (Pawar and Gawande, 2012).
Moreover, it works well even in multi-class document manage-
ments (Kowsari et al, 2019). However, KNN requires more
time to categorize texts when there is a large number of training
samples (Pawar and Gawande, 2012).

The support vector machine (SVM) was introduced by Vapnik
(Vapnik, 1995). SVM is a supervised learning algorithm that is
based on Structural Risk Minimization (SRM) principle in the sta-
tistical learning theory (Lin et al., 2019). SVM is applied to a wide
variety of classification problems including nonlinearly separable
and high-dimensional problems (Soofi and Awan, 2017). This
algorithm generally has the highest classification accuracy
(Khan et al., 2010). However, SVM requires more computation
time (Khan et al., 2010).

In this section, we integrated doc2vec and machine learning algo-
rithms into a graphical method, inspired by the IPG process, to
extract information from existing databases. This enabled us to
introduce a new method for the Initial Analysis and Solution
Concepts phases of the inventive design process. This method
consists of two main parts: (1) Graphical Model to Formulate
Contradictions and (2) Agile Automated — Question-Answering
System (AA-QAS), which includes the creation of corpora sub-
parts and the question-answering subparts. Figure 1 shows the
different parts of this proposal. In the following, we explain
these parts in detail.

Part 1: Graphical Model to Formulate Contradictions: We
developed a graphical method, inspired by the IPG method, to
link the problem formulation process to the second part.

Step 1: Determine the initial problem of IPG: In the first step of
the first part, the initial problem is determined by considering
the project objective.

Step 2: Find the most relevant causes of the initial problem: Next,
it is time to find the most relevant causes (problems) of the
initial problem by entering the Agile Automated -
Question-Answering System (AA-QAS) in the second step.

Step 3: Select the most important causes and determine their type:
At the beginning of the third step, the designers must select the
most important causes (problems). Then, it is time to deter-
mine their type. (3.a.i) If the selected causes (problems) are
harmful-useful, they must be converted into partial solutions.
(3.a.ii)) In what follows, the causes of the partial solutions
should be determined through the application of AA-QAS.
(3.a.’) If the selected causes (problems) are not harmful-useful,
the designers should determine their causes by applying
AA-QAS.

Step 4: Extract the illustrated contradictions and assign the appro-
priate parameters: After demonstrating the contradictions on the
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Integration of Graphical Model to Formulate Contradictions and Agile Automated - Question Answering System
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Fig. 1. Integration of modified IPG and agile automated - question-answering system.

graph, it is time to extract them from the graph at the beginning Question”. This question helps to extract the concept from
of the fourth step. Then, the parameters are allocated to the con- the concepts corpus.
tradictions by using the extracted parameters from the corpus.
Step 5: Construct the poly-contradiction templates: In the fifth
step, the allocated parameters in the previous step are used to Part 2: Agile Automate - Question-Answering System
construct the poly-contradiction templates. (AA-QAS): This part of the system allows the designers to extract
Step 6: Find the appropriate solution concepts: At the end of the  the essential data, including parameters and concepts, from the
first part, it is time to extract the solution concepts for the for-  project corpora. Part 2 consists of the following parts: (a)
mulated contradictions from the concepts corpus. To do this, it ~ Creation of the problems corpus, (b) Question-Answering
is necessary to enter (E6) subpart 4 to formulate the “How  (What) and parameters extraction, (c) Creation of the concepts
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corpus, and (d) Question-Answering (How) and concepts
extraction.

Subpart 2.1: Creation of the problems corpus: In this sub-
part, the data collection to create the problems corpus and its
training are performed. This subpart includes the following steps:

Step 1: Collect data by considering the objective: In the first step
of this subpart, it is essential to collect a considerable amount
of data considering the area and objective of the project.

Step 2: Extract the cause sentences: Next, the cause sentences are
extracted from the corpus created in the first step. To do this, it
is necessary to train the doc2vec model and machine learning
algorithms by using the provided data samples, including cause
and non-cause labels.

Step 3: Preprocess the cause sentences: In the third step, it is
necessary to apply certain preprocessing techniques such as
Tokenization, Stopword removal, and Lowercase conversion
to remove unnecessary content from the data (Sarkar, 2019).

Step 4: Train the model: At the end of this subpart, it is necessary
to use doc2vec and the extracted cause sentences to train the
model. To implement this training, it is possible to apply the
Gensim library (Mimura, 2019).

Subpart 2.2: Question-Answering (What) and Parameters
Extraction: The second subpart of the proposal facts as an inter-
face between Part 1 and subpart 2.1. Indeed, this part helps to
extract the essential data such as the TRIZ parameters from the
problems corpus. The second subpart consists of the following
steps:

Step 1: Create a What-Cause question and preprocess the ques-
tion: At the beginning of the first step of the second subpart,
the designers should formulate the question “What causes
the problem?” The problem posed by the question could be a
partial solution (E3.a.ii), an initial problem (E2), or any other
problem (E3.a.i’) that designers require to know its causes.
Then, it is essential to use some preprocessing techniques to
eliminate undesirable content from the question.

Step 2: Extract the most similar cause sentences to the question
and select the most relevant ones: In the second step, the cosine
similarity is applied to find the most similar cause sentences to
the question. Subsequently, the designers should evaluate them
to choose those that are closest to the problem.

Step 3: Extract the positive and negative parameters: After select-
ing the cause sentences, the system extracts the positive and
negative parameters existing in the cause sentences by applying
a machine learning algorithm in the third step. For this pur-
pose, the system uses our labeled data to train the machine
learning algorithm used. The results of Subpart 2.2 can be
used as the causes in Step 2 (R2), Step 3.a.ii (R3.a.ii), or Step
3.ai’ (R3.a.i') of Part 1.

Step 4: Extract TRIZ parameters: In the final step of this subpart,
TRIZ parameters related to each cause sentence are extracted
regarding the positive and negative parameters. To extract
these parameters, the system also uses the provided labeled
data.

Subpart 2.3: Creation of the concepts corpus: In this subpart,
the collection of data to create the concepts corpus and its training
are performed. It includes the following steps:
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Step 1: Collect data using the assigned parameters in Step 4 of
IPG: In the first step, it is essential to collect a considerable
amount of data using the assigned parameters in the fourth
step of the first part.

Step 2: Preprocess collected data: In the second step, it is neces-
sary to use some preprocessing techniques such as
Tokenization, Stopword removal, and Lowercase conversion
to remove unnecessary content from the data (Sarkar, 2019).

Step 3: Train the model: At the end of this subpart, it is necessary
to use doc2vec to train the model.

Subpart 2.4: Question-Answering (How) and Concepts
Extraction: It helps to extract the solution concepts from the con-
cepts corpus. The steps in this subpart are as follows:

Step 1: Create the How question and preprocess the question: The
first step begins with the formulation of the “How Questions”.
To do so, it is possible to use the parameters, including TRIZ,
positive, and negative parameters, as the keywords. Next, it is
time to apply some preprocessing techniques to remove
unwanted content from the formulated questions.

Step 2: Extract the most similar concepts to the question: The
cosine similarity could help the designers to find the most sim-
ilar concepts to the questions in the second step.

Step 3: Select the most appropriate concepts: Finally, the designers
must evaluate the concepts in order to select the most appro-
priate ones. The results (R6) of Subpart 2.4 are used as the solu-
tion concepts in Step 6 of Part 1.

In this section, we evaluate the accuracy of the reviewed machine
learning algorithms for the “Cause, Non-cause” and “Parameters”
datasets. Furthermore, we test the ability of the algorithms with
the highest precision to predict the labels of several sentences.
To perform this evaluation, the system configuration was as fol-
lows: Intel Xeon (R) CPU 2.2 GHz, 13 GB RAM in Ubuntu
18.04 environment.

For the first evaluation, we used our “Cause, Non-cause” data-
set. Our machine learning algorithm is trained by using this data-
set to remove Non-cause sentences from the problem corpus. This
dataset consists of 2800 sentences and two labels (61.60% Cause
and 38.40% Non-cause). We perform a train-test split using the
80-20 rule where 80% of the data is used for training, and the
remaining 20% is applied for testing. The machine learning algo-
rithms reviewed in the literature were trained using the training
data and tested on the test set to evaluate their accuracy. For accu-
racy evaluation, we consider F1, recall, and precision to evaluate
the overall accuracy of the machine learning algorithms. Table 1
displays the accuracy of each machine learning algorithm related
to the “Cause, Non-cause” dataset.

We apply MLP as the algorithm with the highest precision to
predict the labels of five new sentences for the “Cause,
Non-cause” dataset. Table 2 shows the result of this application.
As the table shows, there is only one error in these predictions.
The algorithm predicted non-cause for the sentence N° 4, while
its label should be “Cause”.

The “Parameters” dataset is used for the second evaluation of
machine learning algorithms. This dataset is applied in our pro-
cess to train our machine learning algorithms, helping to extract
the parameters from the sentences. The parameter dataset consists
of 3607 sentences and the 4 following groups of parameters: (1)
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Table 1. Accuracy of machine learning algorithms related to the “Cause,
Non-cause” dataset
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Table 3. Evaluation of machine learning algorithms for the “Positive TRIZ
Parameter” group

F1 Precision Recall F1 Precision Recall
Algorithms scores scores scores Algorithms scores scores scores
Logistic regression 84.37% 84.95% 84.64% Logistic regression 83.35% 85.24% 83.67%
Random forest 82.65% 82.89% 82.85% Random forest 78.57% 81.42% 79.59%
K-nearest neighbor 85.28% 85.31% 85.35% K-nearest neighbor 91.81% 92.12% 91.83%
Support vector 83.75% 83.96% 83.92% Support vector 80.50% 85.84% 81.63%
machine machine
MLP 85.69% 85.68% 85.71% MLP 78.62% 81.79% 79.59%

Table 2. Results related to the application of MLP algorithm to predict the
“Cause, Non-cause” labels of five sentences

Table 4. Evaluation of machine learning algorithms for the “Negative TRIZ
parameter” group

N Cause, F1 Precision Recall
° Texts Non-cause labels Algorithms scores scores scores
1 Raise the storage pressure can increase Cause Logistic regression 80.60% 84.09% 80%
e liyelgm ety B sl else Random forest 87.83% 89.77% 88%
remarkably increase the energy
consumption for compression K-nearest neighbor 84.66% 88% 84%
2 The compressive strength of CA mortar Cause Support vector 84.27% 86.66% 84%
decreases with higher temperature. machine
3 The small increase of the cutting speed Cause MLP 80.66% 83.42% 80%
value from 30 to 35 m/min leads to an
increase of temperature.
4 Loss of energy in PDE due to the viscosity Non-cause Table 5. Evaluation of machine learning algorithms for the “Positive
of the fuel is an important factor. Parameter” group
5 Biodiesel can reduce carbon dioxide (CO,) Cause F1 Precision Recall
emissions. Algorithms scores scores scores
Logistic regression 86.36% 87.09% 87.10%
The “Positive TRIZ Parameters” group includes 40 labels (39 Random forest 81.38% 83.22% 80.64%
TRIZ parameters labels + nan label); (2) The “Negative TRIZ K-nearest neighbor 76.64% 81.52% 77.41%
Parameters” group consists of 40 labels (39 TRIZ parameters + S 53,939, g6.4501 83.67%
nan label); (3) The “Positive Parameters” group has 78 labels; muaii?r:te vector et it e
and (4) The “Negative Parameter” group includes 51 labels. To
MLP 87.52% 88.38% 87.09%

evaluate the reviewed machine learning algorithms by the param-
eters dataset, we first selected eight highest labels in each group of
parameters as follows:

(1) “Positive TRIZ Parameters” group (469 sentences,
Parameters: 15.77% Strength, 14.07% Object-generated harm-
ful factors, 13.21% Temperature, 12.36% Use of energy by sta-
tionary object, 11.72% Loss of energy, 11.30% Speed, 10.87%
Quantity of substance, 10.66% nan (nan means that there is
not positive TRIZ parameter in the sentence), ...).

(2) “Negative TRIZ Parameter” group (410 sentences,
Parameters: 13.90% Strength, 13.41% Loss of energy,
12.92% Temperature, 12.68% Loss of substance, 12.43%
Reliability, 11.95% Use of energy by stationary object,
11.46% Object-generated harmful factors, 11.21% nan (nan
means there is not negative TRIZ parameter in the sen-
tence),...).

(3) “Positive Parameters” group (327 sentences, Parameters:
13.76% Weight, 13.45% Energy consumption, 13.14%
Energy efficiency, 12.84% Thermal conductivity, 12.53%
CO2 emission, 11.92% Density, 11.62% Thermal stability,
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10.70%, nan (nan means that there is not a positive parameter
in the sentence), ...).

(4) “Negative Parameters” group (230 sentences, Parameters:
7.80% Energy consumption, 7.80% Temperature, 7.80% Loss of
energy, 7.56% Compressive strength, 7.56% Weight, 5.85%
Energy dissipation, 5.85% Material loss, 5.85% nan (nan means
that there is not a negative parameter in the sentence),...).

Then, we performed a train-test split using the 80-20 rule
where 80% of data is used for training, and the remaining 20%
is used for testing. In what followed, the reviewed machine learn-
ing algorithms in the literature were trained using the training
data and tested on the test to verify their accuracy. Tables 3, 4,
5, and 6 show the accuracy for each machine learning algorithm
related to the parameter dataset.

We applied the algorithms with the highest precision to pre-
dict the labels related to four groups of the parameter dataset
for four sentences. Tables 7 and 8 illustrate the result of these pre-
dictions. As shown in the tables, there is one error for the
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Table 6. Evaluation of machine learning algorithms for the “Negative
Parameter” group

F1 Precision Recall
Algorithms scores scores scores
Logistic regression 82.96% 87.77% 83.33%
Random forest 74.14% 78.88% 75%
K-nearest neighbor 74.24% 85.71% 75%
Support vector 83.33% 88.88% 83.33%
machine
MLP 91.75% 93.33% 91.66%

“Positive Parameters” group in Table 8. The machine learning
algorithm we used predicted “nan” for sentence N°4, while its
label should be “CO, emission”.

In this section, we applied the proposed method “Integration of
Graphical Model to Formulate Contradictions and Agile
Automated - Question-Answering System” to the Lattice
Structure (LS) case study. This application helps us to evaluate
its applicability. Due to the wide use of LS in energy-absorbing
applications, the energy absorption of this kind of structure has
always been an interesting research topic for materials scientists
and engineers (Li et al, 2019; Edouard et al, 2021).
Energy-absorbing structures are the components that convert
kinetic energy into other types of energy, such as plastic strain
through large deformations of the material (Fazilati and
Alisadeghi, 2016). Figure 2 illustrates a lattice structure. In this
case study, we will identify the factors that affect the energy

Fig. 2. An example of a lattice structure.

absorption of the lattice structure and extract the possible solution
concepts. To do so, we first created the problems corpus by col-
lecting about 7000 articles. We, then, applied the proposed
method to formulate the inventive problems related to the lattice
structure case and extract their possible concepts. In the following,
we will explain the steps of this application.

In the first part of the case study, we created a problem database
by following these steps: At the beginning of the first step of this

Table 7. Results related to the application of the machine learning algorithms with the highest accuracy to predict the “Positive and Negative TRIZ Parameters”

labels of four sentences

Negative TRIZ

N° Texts Positive TRIZ Parameters Parameters
1 Raise the storage pressure can increase the hydrogen density but will also remarkably Quantity of substance Use of energy by
increase the energy consumption for compression. stationary object
2 The compressive strength of CA mortar decreases with higher temperature. nan Strength
3 The small increase of the cutting speed value from 30 to 35 m/min leads to an increase of nan Temperature
temperature.
4 Biodiesel can reduce carbon dioxide (CO,) emissions. Object-generated harmful nan
factors

Table 8. Results related to the application of the machine learning algorithms with the highest accuracy to predict the “Positive and Negative Parameters” labels of

four sentences

Positive
N° Texts Parameters Negative Parameters
1 Raise the storage pressure can increase the hydrogen density but will also remarkably increase Density Energy consumption
the energy consumption for compression.
2 The compressive strength of CA mortar decreases with higher temperature. nan Compressive strength
3 The small increase of the cutting speed value from 30 to 35 m/min leads to an increase of nan Temperature
temperature.
4 Biodiesel can reduce carbon dioxide (CO,) emissions. nan nan
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Cause Sentences Similarity Question

1 It is also evident that there is a monotonic enhance in the energy absorption with the 0.871 What reduces the energy absorption
density of the EPS foam and the relative density of the octet-truss LS. of the lattice structure?

710 This is because the strong rotation will make the structure easy to have local vibration, 0.701 What reduces the energy absorption

but at the same time, the strong chirality is more likely to yield a small porosity, result in

the decrease of photonic bandgap.

of the lattice structure?

part, we chose “Improvement of the energy absorption of the
Lattice Structure” as the objective. Then, we downloaded about
7000 articles, including 231,360 sentences, using “Lattice
Structure” as the keyword, from the ScienceDirect Open Access,
SpringerOpen, and IEEE Xplore Open Access data sources.
After collecting the data, we extracted the cause sentences in
the second step. To do so, we first trained our doc2vec model
by applying the prepared data sample, including “Cause and
Non-cause” labels. Then, we used MLP as one of the evaluated
machine learning algorithms to extract the cause sentences. In
the third step, we used the standard Natural Language Toolkit
(NLTK) python library to perform the preprocessing of the
extracted cause sentences. We trained the doc2vec model by
applying the extracted cause sentences in the last step of this
part. This helps to use cosine similarity to extract the similar
cause sentences to the question from the corpus.

In the second part of the case study, we formulated the contradic-
tions related to the lattice structure by following the steps defined
in Subpart 2.2 of the AA-QAS and Part 1:

In the first step of this part, we determined the initial problem,
which was that “The energy absorption of the lattice structure is
reduced”, by considering the project objective.

After defining the initial problem, we had to determine the causes
of this problem in the second step. Therefore, we entered the
AA-QAS to use the information in the database. For this purpose,
we first formulated our question, which was “What reduces the
energy absorption of the lattice structure?” Then, we preprocessed
the question by lemmatization, lowercase conversion, and tokeniza-
tion. In what followed, we used the most similar method to find

the cause sentences nearest to our formulated question. Table 9 dis-
plays some of these sentences. We should also mention that the mini-
mum threshold for this case study is considered to be 0.70.

Subsequently, we analyzed the proposed cause sentences and
selected the most relevant ones, as shown in Table 10, for the
defined initial problem of the Inverse Problem Graph.

We extracted the parameters, including the positive, negative,
and TRIZ parameters in the third step of the second part. To
do so, we first trained our machine learning algorithm.
Subsequently, this algorithm allowed us to extract the parameters.
Table 10 also shows the extracted parameters related to the
selected causes.

In the fourth step, we first wrote them down in an appropriate
format and linked them to the initial problem, as Figure 3 illus-
trates. In this figure, the first cause “The volume fraction of the
lattice structure is enhanced” was inspired by the first row of
Table 10, which is “when the volume fraction is reduced from
40.4% to 12.5%, the maximum energy absorption efficiency
enhances from 35.20% to 45.95%”. In the same way, we formu-
lated the other causes of the initial problem based on the other
rows of Table 10. Then, we should select the most important
causes. Here, we selected just one cause, which is “The volume
fraction of the lattice structure has been enhanced”, in order to
show the application of our method. Next, we needed to deter-
mine the type of selected cause by asking the question “Is the
cause harmful-useful type?”. In this case study, our selected
cause “The volume fraction of the lattice structure has been
increased” was a harmful-useful problem. Hence, we had to con-
vert this problem to the partial solution “To enhance the volume
fraction of the lattice structure”, which means that we converted
the problem structure to the partial solution structure, as
Figure 3 demonstrates.

Table 10. The selected cause sentences related to the first formulated question and their extracted parameters

Positive Negative
N° Selected Cause Sentences Parameters Parameters TRIZ Parameters
1 When the volume fraction is reduced from 40.4% to 12.5%, the maximum Energy absorption nan Reliability, Shape
energy absorption efficiency enhances from 35.20% to 46.95%.
2 The 316 L stainless steel Gyroid lattice shows higher energy absorption Energy nan Reliability, Shape,
capacity and stiffness compared to the BCC lattice. absorption, Strength
Stiffness
3 Compare to BCC structure and diamond, tetrakaidecahedron structure is able Energy absorption nan Reliability, Shape
to absorb high energy at high stress.
4 Most hollow truss lattice have high energy absorption and strength capability Energy nan Strength,
than solid truss lattice due to the higher specific second moment of inertia of absorption, Reliability, Shape
the constituent beam. Strength
5 The energy absorption of the Gyroid LCS is increased by increasing the relative Energy absorption nan Reliability, Shape

density.
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Second-Level problem 1:

problem

problem_id = 2

Fn B LRl | | structure is enhanced.

-problem_description: The
I volume fraction of lattice

Second-Level problem 7:

problem
problem_id = 8

| -problem_description: To
| enhance the volume fraction of

problem

problem_id =1

-problem_description: The
energy absorption of the lattice

. Second-Level problem 6:
structure is reduced.

problem

problem_id =7

relative density.

| lattice structure

-problem_description: The lattice
structure does not have a good

Fig. 3. Connection of the causes to the initial problem, selection of the most important causes, and conversion of the selected causes to the partial solution.

Table 11. Part of the similar cause sentences to the second question

Cause Sentences Similarity Question

1 The strength of the scaffold enhances with the diameter of the dense core, as the porosity 0.882 What enhances the volume fraction
is decreased. of the lattice structure

1255 Porous carbon materials are attracting the attention of researchers largely due to their 0.703 What enhances the volume fraction

excellent electronic conductivity, confined nanospace, high specific area, and high

structural stability.

of the lattice structure

Once the selected cause was converted to the partial solution,
we formulated the following question “What enhances the volume
fraction of the lattice structure” at the beginning of the fifth step.
We then preprocessed the question, and we extracted the cause
sentences most similar to the question. Table 11 shows some of
the extracted cause sentences from the database.

In the sixth step, we selected the most probable causes of par-
tial solutions and extracted their parameters by applying our
machine learning algorithm, as shown in Table 12. As the first
row in the table shows, the system also proposed the sentences
that include “porosity”, being one of the nearest words to volume
fraction.

We interpreted the selected causes of the partial solution to
write them on the graph in the seventh step. Figure 4 illustrates
the graphical model of this case study.

In the eighth step, we extracted the illustrated contradiction for
the selected cause from the graphical model, as shown in Figure 6.

The contradiction in this image is between the energy absorption
of the structure and its strength. This means that attempting to
enhance the strength results in reducing energy absorption.
Figure 5 illustrates two different structures, one with a high energy
absorption, Figure 5b, and the other with a high strength, Figure 5a.
As shown in Figure 5a, the structure with a high strength and low
energy absorption leads to the rebound of the object. Conversely, as
shown in Figure 5b, the structure with a high energy absorption
and low strength is deformed to absorb the kinetic energy.

In the ninth step, we assigned the evaluation parameters to the
initial problem and the cause of the partial solution, and the
action parameter to the partial solution, as Figure 6 demonstrates.
To do so, we used the extracted parameters by our system. These
parameters help us to extract the concepts from our database. In
this allocation, we allocated two parameters to the energy absorp-
tion, as Figure 6 displays. The first one is “Reliability of the struc-
ture” and the second one is “Shape of the structure”.

Table 12. The selected causes related to the second question and their extracted parameters

Positive Negative TRIZ
N° Selected Cause Sentences Parameters Parameters Parameters
1 The strength of the scaffold enhances significantly with the diameter of the dense Strength nan Strength,
core, as the porosity is decreased. Strength
2 While porous T64 scaffold can decrease stiffness due to their enhanced porosity. nan Stiffness Strength
3 For a small volume fraction, the impact of a rough surface is relatively higher than nan Strength Strength
for a high volume fraction, resulting in lower strength.
4 It is evident that stiffness enhances with enhance in volume fraction. Stiffness nan Strength
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Second-Level problem 7: Third-Level problem 1: cause of
problem the partial solution
problem_id = 8 problem_id=9
-problem_description: To -problem_description: Structure
enhance the volume fraction of does not have enough strength
lattice structure and stiffness.

First-Level problem 1: initial

problem

problem_id =1

-problem_description: The

energy absorption of the lattice Second-Level problem 6:
problem

structure is reduced.

problem_id =7

-problem_description: The
lattice structure does not have a
good relative density.

Fig. 4. Graphical model of the case study.

Energy absorption is low. Energy absorption is high.

(a) I (b)

An object with high volume fraction : An object with low volume fraction

Fig. 5. Comparison of the strength and energy absorption of two structures with a low and high volume fraction (“Duocel® Foam Energy Absorbers”).
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First-Level problem 1: initial

problem

problem_id =1 problem_id =8

-problem_description: The
energy absorption of the lattice
lattice structure

structure is reduced.

Second-Level problem 7:

-problem_description: To
enhance the volume fraction of

11

problem_id=9

-problem_description: Structure
does not have enough strength

and stiffness.

Parameterl: evaluation

parameter

parameter_id =1

-problem_description:
Reliability of the structure or

Parameter2: action parameter

parameter_id = 2

-problem_description: Enhance
of volume fraction

Parameter3: evaluation

parameter

parameter_id=3
-problem_description: Strength

of the structure

shape of the structure

Fig. 6. Allocation of parameters to the extracted contradiction.

In the final step of the second part, we should apply the
assigned parameters in the previous step of the proposal to con-
struct our poly-contradiction table, as presented in Figure 7.

Third part

In the third part of our case study, we created a concepts database
by using the assigned parameters of the ninth step of the case
study. This part consists of the following steps:

In the first step of the third part, we downloaded the articles
from the scientific data sources by using the assigned parameters,
including energy absorption and strength, in the tenth step of the
second part as the keywords. We used the standard Natural
Language Toolkit (NLTK) python library to implement the pre-
processing of the extracted data in the second step. In the last
step of the third part, we trained the model by applying doc2vec.

Fourth part

In the fourth part of the case study, we extracted the solution con-
cepts from the created concepts database through the following
steps:

In the first step of this part, we formulated the question “How
is it possible to increase the energy absorption (positive
parameter) without reducing the strength (negative parameter)

Strength of the structure

Reliability or shape of the structure (energy absorption
is enhanced — deformation is enhanced )
Shape of the structure: The appearance of a system.

of the lattice structure?”. This question helped us to extract the
solution concepts from the concepts database in the second step
of the fourth part. In the final step, we analyzed the extracted con-
cepts to select the most appropriate ones. Table 13 displays the
extracted concepts by the system. These concepts help us to
develop our solutions.

At the end of this case study, we combined the first (applica-
tion of the arch geometry) and the fourth concept (application of
glass fiber and carbon fiber as the material) to develop our solu-
tion. We were inspired by the first concept “The ARCH lattice
structures have superior energy absorption and mechanical prop-
erties” to add arch geometry to the interior surface of our lattice
structure. Besides, the fourth concept helped us to use glass fiber
as the material of one of the layers of the structure. This concept
also served us to apply Onyx (a mix of carbon fiber and plastic) to
construct other layers. Figure 8 displays the different views of our
proposed lattice structure.

Comparison of the proposal and the problem graph’s
system

In this section, we compare our proposal with the conventional
system based on the Problem Graph method.

To analyze the IPG’s automated system, we selected five arti-
cles related to the extracted sentences for the Lattice Structure

Low

®
©

High

©
)

Strength of the structure: The extent to which the object is able to resist changes in response to force.

Reliability of the structure: The ability of the structure to perform its intended function in a predictable

manner.

Fig. 7. Construction of poly-contradiction by applying the parameters.
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Table 13. The extracted solution concepts from the concepts database for the formulated contradiction

N° Solution concepts Similarity Images
1 The ARCH lattice structures have superior energy absorption and mechanical properties (Ding 0.8880

et al., 2021).
2 The composition ratio of micro and nano silica particles contributed to the significant effects 0.8501

on the dynamic stiffness, stress transmissibility, and energy absorption performance

(Sekiguchi, 2017).

Micro silica particles (Devi et al.,
2016)

Nano silica particles (Devi et al.,
2016)

3 They believed that the energy absorption capacity of rubber concrete could be accurately 0.7850
reflected using the normalized energy absorption value of compressive strength, which was

54%-79% higher than that of ordinary concrete (Hu et al., 2021).

Rubber (Bala et al., 2014)

4 Moreover, dispersed chopped glass and carbon fibers were used to produce fiber-reinforced 0.7730
polymer concrete with enhanced strength, stiffness, and energy absorption.

Glass fiber (Muley et al., 2015)

"‘ -
AT

Carbon fiber (Muley et al., 2015)

5 The auxetic lattice reinforced composites with a unique combination of stiffness and energy 0.7605

absorption (Li et al., 2018).

Auxetic lattice (Li et al., 2018)

case study. As shown in Table 14, the system extracted one cause
sentence from each of the selected articles by considering the need
of the designer (formulated question). Considering that the anal-
ysis of each sentence requires 5 min, the analysis of each of the
articles also took 5min (1 x5=5 min). Therefore, the average
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time to analyze one article through the application of IPG’s auto-
mated system is 5 min, as illustrated in the table.

Table 15 illustrates the information about the capability of the
Problem Graph’s automated system in extracting the elements
from the article. To construct this table, we used the same article
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Layer in glass fiber (3D) Layer in glass fiber (Top)

Fig. 8. The proposed solution for the lattice structure.

Table 14. Analysis of the IPG’s automated system

Inverse Problem Graph’s Automated System

Number of extracted cause sentence (Considering Time required to analyze Total time required to analyze one

Article the need) sentence article
Article 1 1 5 min 5 min
Article 2 1 5 min 5 min
Article 3 1 5 min 5 min
Article 4 1 5 min 5 min
Article 5 1 5 min 5 min
Average 1 5 min 5 min
Keyword used to Lattice structure

extract

Table 15. Analysis of the conventional system based on the problem graph

Problem Graph’s system

Number of extracted elements (Without Time required to analyze each Total time required to analyze one

Article considering the need) element article

Article 1 5 5min 25 min

Article 2 17 5 min 85 min

Article 3 7 5 min 35 min

Article 4 30 5min 150 min

Article 5 9 5 min 45 min

Average 13.6 5 min 68 min

Keyword used to Lattice structure

extract
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COMPARISON OF THE PROPOSAL
AND THE PROBLEM GRAPH'S
SYSTEM

(g
| E—
AVERAGE TIME TO ANALYZE ONE

ARTICLE BY USING IPG'S AUTOMATIC
SYSTEM (MIN)

68

AVERAGE TIME TO ANALYZE ONE

ARTICLE BY USING PROBLEM GRAPH’S

SYSTEM (MIN)

Fig. 9. Comparison of the proposal and the problem graph’s system in average time to analyze one article.

as the one used to analyze the IPG’s automated system. As shown
in Table 15, the number of retrieved elements for the first article,
without considering the designer’s requirement, was five.
Considering that the analysis of each element required 5 min,
the analysis of the first article took 25 min. The automatic system
retrieved 17 partial solutions and problems from the second arti-
cle. Hence, the analysis of the whole article required 85 min.
Table 15 shows the number of extractions for the other three arti-
cles, as well as the time required for their analysis. The table also
displays the average time (68 min) required to analyze the
extracted data from the conventional system.

Here, we compared the collected information in Tables 14 and
15. As shown in the “Number of extracted cause sentences” col-
umn in Table 14, the IPG’s automated system extracted the
cause sentences from the articles by using its question-answering
part. This part allows the system to take into account the needs of
designers in each extraction, thus reducing the total time required
to analyze one item. In contrast, as the column “Number of
extracted elements” in Table 15 illustrates, the conventional sys-
tem extracts all the elements from the article without considering
the needs of the designers. This increases the analysis time of one
article in this system. Figure 9 shows a comparison between the
average time to analyze one article in the IPG’s automated system
and the conventional system.

Discussion

In this paper, we presented an automated method to retrieve the
information such as parameters and solution concepts. The con-
tribution of this work to the inventive design process is reflected
in several aspects. First, the use of similarity computation in the
automated system can help to extract similar cause sentences to
the formulated questions from scientific data. This capability of
the system can facilitate and accelerate the collection of data by
the designers in the initial analysis phase of inventive design pro-
cess. As the second contribution, the system can extract the
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parameters, including positive, negative and TRIZ parameters,
from the cause sentences by using machine learning text classifi-
cation algorithms. This can significantly reduce the amount of
time and effort required to formulate a problem situation in the
process. As the third, the use of assigned parameters to the formu-
lated problems enables the designers to extract the nearest concepts
to the formulated problems. The existence of this capability in the
process can facilitate and accelerate the development of inventive
solutions for the designers. As the last contribution, we can men-
tion that the application of our proposal helped to design a new lat-
tice structure in the case study section of this article. This new
structure can improve the energy absorption of materials, which
can be used for shock absorption and cushioning applications.

Our analysis of these initial results shows some limitations that we
would also like to underline. The first is that the formulation of the
questions has an impact on the information retrieved by the system.
Hence, if the system does not receive an appropriate question, it
will not be able to propose acceptable sentences, used as the problems
or the concepts. One of the solutions to this drawback could be the
integration of an automatic system that proposes questions to the
designers. Secondly, this system does not provide any technique to
evaluate and select the extracted concepts. To solve this drawback, it
is essential to integrate the method into the process that makes the
evaluation and the selection of the proposed concepts possible. The
third drawback is that the system uses supervised machine learning
algorithms, which learn from data samples and their associated train-
ing labels. Providing a complete data sample to help the system
extracts the parameters is time-consuming. In this case, using transfer
learning in future works can reduce the amount of labeled data and
resources needed to train new models.

Conclusion

In this study, we developed a new method for extracting essential
information, including parameters and solution concepts, in the
inventive design process. To propose our method, we first
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reviewed some of the leading document-embedding techniques to
highlight their advantages and limitations. As such, we selected
doc2vec, which can extract semantic and order information
from text. Next, we analyzed one of the most common techniques,
called cosine similarity, to measure the similarity among extracted
vectors by doc2vec. In what followed, we reviewed several
machine learning algorithms. In the end, we proposed to integrate
doc2vec, cosine similarity, and the machine learning algorithms
into a graphical method to develop a new approach. We then
tested the capability of the approach to collect essential parame-
ters and concepts by applying it to the case study of Lattice
Structure. Based on this application, we realized that our proposal
could facilitate and accelerate the formulation of contradictions
and the extraction of concepts in the inventive design process.

Further research is necessary to appreciate our proposal. As the
first one, in order to facilitate question formulation, it is possible
to integrate a question/suggestion system, proposing the relevant
questions to the designers through the application of the key-
words related to a formulated contradiction. Secondly, another
future study might be to develop a method to facilitate the evalu-
ation of concepts for the designers.
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