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Abstract. We provide a complete system of invariants for the formal classification
of unfoldings ϕ(x, x1, . . . , xn)= ( f (x, x1, . . . , xn), x1, . . . , xn) of complex analytic
germs of diffeomorphisms at (C, 0) that are tangent to the identity. We reduce the formal
classification problem to solving a linear differential equation. Then we describe the formal
invariants; their nature depends on the position of the fixed points set Fix ϕ with respect to
the regular vector field ∂/∂x . We get invariants specifically attached to higher dimension
(n ≥ 3), although generically they are analogous to the one-dimensional ones.

1. Introduction
We provide a complete system of invariants for the formal classification of n-parameter
unfoldings of complex analytic germs of diffeomorphisms at (C, 0) that are tangent to
the identity. Consider coordinates (x, x1, . . . , xn) in Cn+1. Denote by Diff(Cn+1, 0) the
group of complex analytic germs of diffeomorphisms at (Cn+1, 0). We define the group

Diffp(Cn+1, 0)= {ϕ ∈ Diff(Cn+1, 0) : x j ◦ ϕ = x j for any 1≤ j ≤ n}

of parameterized diffeomorphisms. The group

Diffup(Cn+1, 0)=
{
ϕ ∈ Diffp(Cn+1, 0) :

∂(x ◦ ϕ)

∂x
(0, . . . , 0)= 1

}
is the set of unipotent elements of Diffp(Cn+1, 0). If ϕ ∈ Diffup(Cn+1, 0) then we say that
ϕ is a unipotent parameterized diffeomorphism (or up-diffeomorphism for brevity). Let
ϕ ∈ Diffp(Cn+1, 0). We have that (∂(x ◦ ϕ)/∂x) (0)= 1 if and only if the unperturbed
diffeomorphism ϕ|x1=···=xn=0 ∈ Diff(C, 0) is tangent to the identity. Thus the elements of
Diffup(Cn+1, 0) are exactly the n-parameter unfoldings of germs of diffeomorphisms that
are tangent to the identity.
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The complex analytic germs of diffeomorphisms in one complex variable are well
known. Those germs whose linear part is not periodic are formally linearizable. On the one
hand they are analytically linearizable if the linear part is not a rotation. On the other hand
we find ‘small divisor problems’ [3, 13, 18, 20], leading to very complicated dynamics if
we deal with non-linearizable diffeomorphisms whose fixed point is of indifferent type.

The study of diffeomorphisms with periodic linear part can be reduced to that of
diffeomorphisms that are tangent to the identity where we know the formal, topological
[4, 8] and analytical [9, 19] classifications. The only topological invariant is the order of
contact with the identity; this discrete invariant plus a numerical invariant called residue
(cf. §5.1) make up a complete system of formal invariants. The analytical classification
is more complicated; we can express the invariants as a collection (changes of charts) of
one-variable germs of diffeomorphisms [11]. The number of changes of charts is twice the
order of contact with the identity.

A natural generalization of germs of diffeomorphisms at (C, 0) are their unfoldings. We
are interested in the formal classification of unfoldings, i.e. elements of Diffp(Cn+1, 0).
We denote the fixed points set of a diffeomorphism ϕ by Fix ϕ. Consider ϕ ∈
Diffp(Cn+1, 0) such that (∂(x ◦ ϕ)/∂x) (0) is not a root of unity. The function linear
part ∂(x ◦ ϕ)/∂x : Fix ϕ→ C is the only formal invariant attached to ϕ as in the one-
dimensional case. Thus the task of obtaining a formal classification in Diffp(Cn+1, 0) can
be reduced to exhibiting a complete system of formal invariants for up-diffeomorphisms.

We denote by D̂iff(Cn+1, 0), D̂iffp(Cn+1, 0) and D̂iffup(Cn+1, 0) the formal
completions of Diff(Cn+1, 0), Diffp(Cn+1, 0) and Diffup(Cn+1, 0) respectively.

A unipotent ϕ ∈ Diff(Cn+1, 0) is the exponential of a unique formal nilpotent vector
field (see §3 for definitions), the so-called infinitesimal generator, that we denote by log ϕ.
Consider ϕ in Diffup(Cn+1, 0); we have that log ϕ is of the form (x ◦ ϕ − x)û ∂/∂x where
û ∈ C[[x, x1, . . . , xn]] is a unit. The infinitesimal generator of ϕ can be extended to Fix ϕ,
more precisely.

PROPOSITION 1.1. Let ϕ = exp((x ◦ ϕ − x)û ∂/∂x) ∈ Diffup(Cn+1, 0). Then û belongs
to the projective limit lim← C{x, x1, . . . , xn}/(x ◦ ϕ − x) j .

In other words, for any j ∈ N there exists u j ∈ C{x, x1, . . . , xn} such that û − u j

belongs to the ideal (x ◦ ϕ − x) j .
We say that a germ of analytic variety at (Cn+1, 0) is fibered if it is a union of

orbits of ∂/∂x . By definition ρ̂ ∈ D̂iff(Cn+1, 0) is normalized with respect to f = 0 (for
f ∈ C{x, x1, . . . , xn}) if ρ̂ ∈ D̂iffp(Cn+1, 0) and ρ̂|γ ≡ Id⇔ x ◦ ρ̂ − x ∈ I (γ ) for any
non-fibered irreducible component γ of f = 0.

PROPOSITION 1.2. Let ϕ1, ϕ2 ∈ Diffup(Cn+1, 0). Assume that ϕ1 and ϕ2 are formally
conjugated. Then there exist σ ∈ Diff(Cn+1, 0) and a normalized σ̂ ∈ D̂iffp(Cn+1, 0)
(with respect to x ◦ ϕ2 − x = 0) such that (σ̂ ◦ σ) ◦ ϕ1 = ϕ2 ◦ (σ̂ ◦ σ).

The last proposition implies that up to analytic change of coordinates every pair
of formally conjugated up-diffeomorphisms are conjugated by a normalized element of
D̂iffp(Cn+1, 0). We study the equivalence relation ∼∗ in Diffup(Cn+1, 0) given by ϕ1 ∼∗

ϕ2 if ϕ1 and ϕ2 are formally conjugated by a normalized transformation with respect to

https://doi.org/10.1017/S0143385707000867 Published online by Cambridge University Press

https://doi.org/10.1017/S0143385707000867


Formal classification of up-diffeomorphisms 1325

Fix ϕ1. In particular ϕ1 ∼∗ ϕ2 implies Fix ϕ1 = Fix ϕ2. Moreover, the ideals (x ◦ ϕ1 − x)
and (x ◦ ϕ2 − x) of the fixed points sets of ϕ1 and ϕ2 coincide.

Every class of equivalence is contained in a set

D f = {ϕ ∈ Diffup(Cn+1, 0) : (x ◦ ϕ − x)/ f is a unit}.

The set D f is composed by the unfoldings of parabolic diffeomorphisms with fixed points
set f = 0. Let us remark that we do not suppose that f = 0 is reduced; for instance we
have Dx ∩Dx2 = ∅. The classes of the equivalence relation ∼∗ are connected sets in the
compact-open topology. As a consequence, to determine whether or not there exists a
formal normalized conjugation between up-diffeomorphisms can be reduced to solving a
linear problem. More precisely, we can associate to ϕ1, ϕ2 ∈D f the homological equation

∂α

∂x
=

1
f

(
1
û1
−

1
û2

)
,

where log ϕ j = û j f ∂/∂x for j ∈ {1, 2}. Let
∏p

j=1 f
l j
j

∏q
j=1 F

m j
j be the irreducible

decomposition of f . By choice F j = 0 is fibered for 1≤ j ≤ q whereas fk = 0 is non-
fibered for 1≤ k ≤ p. We say that the homological equation is special (with respect

to f ) if there exists a solution of the form α = β̂/(
∏p

j=1 f
l j−1
j

∏q
j=1 F

m j
j ) where β̂ ∈

C[[x, x1, . . . , xn]]. Such a solution is also called special. We have the following
proposition.

PROPOSITION 1.3. Let ϕ1, ϕ2 ∈D f ⊂ Diffup(Cn+1, 0). Then ϕ1 and ϕ2 are formally
conjugated by a normalized transformation if and only if the homological equation
associated to ϕ1 and ϕ2 is special.

Let ϕ = exp(û f ∂/∂x) ∈D f . The formal 1-form dx/(û f ) is the dual of log ϕ in the
relative cohomology of the vector field ∂/∂x . Moreover there exists u in C{x, x1, . . . , xn}

such that û − u ∈ ( f ) by Proposition 1.1. Therefore we obtain

dx

û f
−

dx

u f
=

1
ûu

u − û

f
dx .

Since the right-hand side does not have poles then the formal properties of dx/(û f )
and dx/(u f ) are the same. The only formal invariant of ϕ ∈D f ⊂ Diffup(C, 0) for the
normalized conjugation is the residue of dx/(u f ) at 0. The generalization of this invariant
in the higher dimensional case is the collection of residues of dx/(u f ) at Fix ϕ. This
collection defines a meromorphic function in every non-fibered irreducible component
of f = 0.

There are other invariants which are purely related to higher dimension. For a non-
zero f ∈ C{x, x1, . . . , xn} we define the additive group Fr( f ) of homological equations
∂α/∂x = A/ f (for A ∈ C{x, x1, . . . , xn}) such that (A/ f ) dx has vanishing residues. It
can be considered as an additive subgroup of C{x, x1, . . . , xn}. Moreover we denote by
Sp( f ) the subgroup of Fr( f ) of special equations.

THEOREM 1.1. A complete system of formal invariants for the normalized conjugation
in D f ⊂ Diffup(Cn+1, 0) is composed by the residue functions plus the complex vector
space Fr( f )/Sp( f ).
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For D f ⊂ Diffup(Cn+1, 0) with n ≤ 1 the only invariants are the residues; in
other words we have Fr( f )/Sp( f )= 0. The situation is different in higher
dimension; for instance for f0 = (x2 − xx1)

2 and D f0 ⊂ Diffup(C3, 0) we have that
dimC Fr( f0)/Sp( f0)= 1. Moreover we have dimC Fr( f )/Sp( f ) <+∞ for D f ⊂

Diffup(C3, 0). Thus besides the residue functions there are only finitely many linear
invariants. In spite of that Fr( f0)/Sp( f0)∼ C{x3, . . . , xn} is infinite dimensional if D f0

is considered as a subset of Diffup(Cn+1, 0) for n + 1≥ 4.
The nature of Fr( f )/Sp( f ) depends on the evil set S( f ) of f . This set is the union of

the orbits of ∂/∂x contained in non-fibered irreducible components γ of f = 0 such that
f ∈ I (γ )2. For instance we have S((x2 − xx1)

2)= {x1 = x2 = 0}.
Consider the set

K (n)= { f ∈ C{x, x1, . . . , xn} : f (0)= (∂ f/∂x) (0)= 0},

endowed with the Krull topology. The set

E(n)= { f ∈ K (n) : f (x, 0, . . . , 0) 6≡ 0}

is open and dense in K (n). Moreover we have S( f )= ∅ for any f ∈ E(n). The
reciprocal is not true; for instance we have S(x1)= S(x2

1)= ∅ since x1 = 0 is fibered and
S(x2 − xx1)= ∅ since x2 − xx1 6∈ (x2 − xx1)

2.

PROPOSITION 1.4. Let 0 6= f ∈ C{x, x1, . . . , xn} such that S( f )= ∅. Then we have
Fr( f )/Sp( f )= 0.

THEOREM 1.2. Fix n ∈ N. There exists a dense open subset E(n) of K (n) such that for
f ∈ E(n) the residue functions provide a complete system of formal invariants for the
normalized conjugation in D f ⊂ Diffup(Cn+1, 0).

Theorem 1.1 and Proposition 1.4 imply that the residue functions provide a
complete system of formal invariants for the unfoldings ϕ ∈ Diffup(Cn+1, 0) of parabolic
diffeomorphisms ϕ|x1=···=xn=0 of finite codimension. Theorem 1.2 just reflects the fact that
such unfoldings are generic.

A large part of this paper is devoted to dealing with the infinite codimension case, i.e.
unfoldings of the identity map. Why such a large generality? In order to understand
the properties of an unfolding, we can try to desingularize it by using blow-ups. Even if
we consider an unfolding ϕ of a finite codimension parabolic diffeomorphism we obtain
unfoldings of the identity map throughout the desingularization process. This strategy can
be successfully used in the following two settings.

Topological. In [14] a complete system of topological invariants is provided for one-
parameter unfoldings of parabolic germs of diffeomorphisms. The invariants are analogous
in the finite and infinite codimension cases. The desingularization techniques are an
ingredient in the proof of the completeness of the invariants.

Analytic. In [10] Mardesic, Roussarie and Rousseau provide a complete system
of analytic invariants for unfoldings of generic parabolic diffeomorphisms. Such a
result was generalized by the author for unfoldings of finite codimension parabolic
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diffeomorphisms [15]. Moreover, we provide a geometric interpretation of the system of
invariants [15]. It is based on the notion of infinitesimal stability of the unfolding, whose
definition and properties are obtained via a desingularization approach.

Voronin classifies analytically germs of diffeomorphisms ϕ ∈ Diff(C2, 0) such that
ϕ|y=0 ≡ Id and jkϕ is of the form (x + yk, y) for some k ∈ N (see [6]). The
diffeomorphism ϕ is not necessarily an unfolding. He points out that both his invariants
and the EcalleVoronin ones are based on the lack of pseudo-convexity of the space of
orbits. This property is shared by the unfoldings of finite codimension parabolic germs.
Then, the existence of a unified approach for the analytic classification of unfoldings
of parabolic diffeomorphisms is possible regardless of whether or not they are of finite
codimension. Even more, as Voronin’s paper suggests, such an approach can be fruitful for
general unipotent germs of diffeomorphisms.

2. Notation and definitions
We deal with complex analytic germs of diffeomorphisms defined at (Cn+1, 0). Consider
coordinates (x, x1, . . . , xn). Consider a set W ⊂ Cn+1. We define the ring GW of germs
of holomorphic functions in a neighborhood of W .

We say that a variety β ⊂ Cn+1 is fibered if it is a union of orbits of ∂/∂x , or in other
words if there exists a system of generators of the ideal I (β) not depending on x .

We define the group

Diffp(Cn+1, 0)= {ϕ ∈ Diff(Cn+1, 0) : x j ◦ ϕ = x j ∀ 1≤ j ≤ n}

of parameterized diffeomorphisms. We denote by Diffu(Cn+1, 0) the subgroup of
Diff(Cn+1, 0) of unipotent germs of diffeomorphisms. An element ϕ of Diff(Cn+1, 0) is
unipotent if its linear part is unipotent, in other words if j1ϕ has the unique eigenvalue 1.
Let us remark that Diffu(C, 0) is the group of diffeomorphisms in one variable that
are tangent to the identity. An element ϕ of Diffp(Cn+1, 0) is unipotent if and only if
(∂(x ◦ ϕ)/∂x) (0)= 1. We will study the elements in the group

Diffup(Cn+1, 0)
def
= Diffp(Cn+1, 0) ∩ Diffu(Cn+1, 0)

of unipotent parameterized diffeomorphisms. For the sake of simplicity we will usually
replace the expression ‘unipotent parameterized diffeomorphism’ with the shorter up-
diffeomorphism. The groups that we have just defined have formal completions; we will
denote them D̂iffp(Cn+1, 0), D̂iffu(Cn+1, 0) and D̂iffup(Cn+1, 0).

Given f ∈ C{x, x1, . . . , xn} we consider the set

D f = {ϕ ∈ Diffup(Cn+1, 0) : (x ◦ ϕ − x)/ f is a unit}

of up-diffeomorphisms whose fixed points set is f = 0.
Let ϕ ∈ Diffup(Cn+1, 0). Given P ∈ Fix ϕ we define ϕP as the one-dimensional germ

ϕ|
⋂n

j=1{x j=x j (P)} considered in a neighborhood of P .
The unipotent germs of diffeomorphisms are related with nilpotent vector fields. We

denote by X (Cn+1, 0) the set of germs of complex analytic vector fields which are singular
at 0. We denote by XN (Cn+1, 0) the subset of X (Cn+1, 0) of nilpotent vector fields, i.e.
vector fields whose first jet has the unique eigenvalue 0. The formal completions of these
spaces are denoted by X̂ (Cn+1, 0) and X̂N (Cn+1, 0) respectively.
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3. Basic properties of the unipotent parameterized diffeomorphisms
We denote by exp(t X) the flow of the vector field X . It is the unique solution of the
differential equation

∂

∂t
exp(t X)= X (exp(t X))

with initial condition exp(0X)= Id. The flow can be developed in power series. Such a
property allows one to define the formal flow for formal vector fields. We define X0(g)= g
and X j+1(g)= X j (X (g)) for any j ≥ 0. The flow of X can be expressed in the form

exp(t X)=

( ∞∑
j=0

t j X j (x)

j !
,

∞∑
j=0

t j X j (x1)

j !
, . . . ,

∞∑
j=0

t j X j (xn)

j !

)
.

For any formal nilpotent vector field X̂ the sums defining exp(t X̂) converge in the Krull
topology. The exponential application is by definition exp(1X̂). The next proposition is
classical; it relates formal nilpotent vector fields and formal unipotent transformations.

PROPOSITION 3.1. The exponential application induces a bijective mapping from
X̂N (Cn, 0) onto D̂iffu(Cn, 0). Moreover, if X̂ ∈ X̂N (Cn, 0) then every component of
exp(t X̂) belongs to C[t] [[x1, . . . , xn]].

Definition 3.1. We call infinitesimal generator of a formal ϕ ∈ Diffu(Cn, 0) the only
formal nilpotent vector field X̂ whose exponential is ϕ. We denote X̂ by log ϕ.

The formal classifications of up-diffeomorphisms and of their infinitesimal generators
are equivalent tasks. Indeed we can express the formal properties of ϕ in terms of log ϕ.

3.1. Infinitesimal generator of a up-diffeomorphism and fixed points. A up-
diffeomorphism preserves the fibration dx1 = · · · = dxn = 0. Somehow its infinitesimal
generator has to preserve the same fibration too.

PROPOSITION 3.2. Let ϕ ∈ D̂iffu(Cn+1, 0). Then ϕ ∈ D̂iffp(Cn+1, 0) if and only if log ϕ
can be expressed in the form f̂ ∂/∂x for some f̂ ∈ C[[x, x1, . . . , xn]].

Remark 3.1. Since the infinitesimal generator f̂ ∂/∂x of ϕ ∈ D̂iffup(Cn+1, 0) is nilpotent
then f̂ (0)= 0 and (∂ f̂ /∂x) (0)= 0.

Proof of Proposition 3.2. The implication ⇐ is a direct consequence of the formula
defining exp(log ϕ).

Let us prove the implication⇒. The components of

exp(t log ϕ)= (ϕ0(t, x, x1, . . . , xn), . . . , ϕn(t, x, x1, . . . , xn))

belong to C[t] [[x, x1, . . . , xn]] for 0≤ j ≤ n. Since D̂iffp(Cn+1, 0) is a group then
ϕ j (t, x, x1, . . . , xn)= x j for all t ∈ Z and 1≤ j ≤ n. For 1≤ j ≤ n the power series
ϕ j − x j is identically 0 because it is 0 for t ∈ Z and it is polynomial in t . Since

(log ϕ) (x j )= lim
t→0

x j ◦ exp(t log ϕ)− x j

t
= lim

t→0
0= 0

for 1≤ j ≤ n, then log ϕ is of the form f̂ ∂/∂x . 2
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A up-diffeomorphism ϕ has a fixed points set x ◦ ϕ − x = 0; it is a germ of a
hypersurface if ϕ 6= Id. We prove next that the fixed points set of ϕ and the singular set of
log ϕ coincide.

PROPOSITION 3.3. Let ϕ = exp( f̂ ∂/∂x) be a up-diffeomorphism. There exists a formal
unit û ∈ C[[x, x1, . . . , xn]] such that x ◦ ϕ − x = û f̂ .

Proof. We define

h0 = x, h1 = f̂ , . . . , h j+1 = f̂ ∂h j/∂x for all j > 0.

We have ϕ = (
∑
∞

j=0 h j/j !, x1, . . . , xn). Since f̂ ∂/∂x is nilpotent then h j/ f̂ belongs to

the maximal ideal of C[[x, x1, . . . , xn]] for j ≥ 2. We define û = 1+
∑
∞

j=2 h j/( j ! f̂ ).
Clearly the series û is the unit we are looking for. 2

4. Formal transversality of the infinitesimal generator
The infinitesimal generator of a up-diffeomorphism can be extended to the fixed points
set. Roughly speaking, the infinitesimal generator is convergent in the tangent directions
to the fixed points set but it can diverges in the transverse direction. We introduce some
definitions to make this very simple idea rigorous.

The formal completion of a complex space (U, 2(U )) (U is a topological space and
2(U ) is its sheaf of analytic functions) along a subvariety V given by a sheaf of ideals I
is the space (U, 2̂I (U )) where

2̂I (U )= lim
←

2(U )

I j .

Throughout this paper we consider three types of formal transversality.

Definition 4.1. Let V ⊂ (Cn+1, 0) be a germ of analytic variety given by an ideal I (V ). A
series ĝ ∈ C[[x, x1, . . . , xn]] is:
• transversally formal along V (or equivalently, and in short, t.f. along V ) if ĝ ∈

lim← C{x, x1, . . . , xn}/I (V ) j ;
• uniformly transversally formal along V (or u.t.f. along V ) if ĝ belongs to

lim← O(U )/I (V ) j for some neighborhood of the origin U ; or
• uniformly semi-meromorphic along V (or u.s.m. along V ) if ĝ belongs to

lim← (O(U ))I (V )/I (V ) j for some neighborhood of the origin U . Note that
(O(U ))I (V ) is the localized ring of holomorphic functions in U with respect to the
ideal I (V ).

For the u.s.m. definition we suppose that V is irreducible. In general we say that ĝ is
u.s.m. along V if ĝ is u.s.m. along every irreducible component of V .

The analytic spaces that we complete are (0, C{x, x1, . . . , xn}), (U,O(U )) and
(U, (O(U ))I (V )) respectively. We say that X ∈ X̂ (Cn+1, 0) is t.f. along V if all
the functions X (x), X (x1), . . . , X (xn) are t.f. along V . The other kinds of formal
transversality for formal vector fields are defined in an analogous way.
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Definition 4.2. Denote the fixed points set of a diffeomorphism ϕ by Fix ϕ. Let ϕ be a
up-diffeomorphism and consider an irreducible component γ of Fix ϕ. We say that γ is
unipotent with respect to ϕ if ∂(x ◦ ϕ)/∂x ≡ 1 in γ .

If γ is unipotent then the germ of ϕ at P is unipotent for any P ∈ γ . Later on we prove
that its infinitesimal generator depends analytically on P ∈ γ or more precisely that log ϕ
is u.t.f. along γ .

The germ ϕP (§2) is embeddable in a formal flow except if (∂(x ◦ ϕ)/∂x) (P) is a root
of the unit different from 1 and ϕP is not periodic. As a consequence there is no hope in
general for log ϕ to be u.t.f. along the non-unipotent components of Fix ϕ. Nevertheless, if
ϕP can be embedded in a formal flow for any P ∈ γ contained in an irreducible component
γ of Fix ϕ, then log ϕ is u.t.f. along γ . We will make clear and prove the previous
assertions.

4.1. One-dimensional results. The next results are well known and they are included
here for the sake of clarity.

PROPOSITION 4.1. Let τ ∈ Diff(C, 0) such that j1τ 6= Id. Then τ is the exponential of a
formal vector field if and only if it is formally linearizable.

Proof. Let X̂ = (
∑
∞

j=1 a j x j ) ∂/∂x be a formal vector field such that τ = exp(X̂). Since

j1τ = ea1 x and j1τ 6= Id then a1 6= 0. The linear part is a complete system of invariants
for the elements of X̂ (C, 0) with no vanishing linear part. As a consequence there
exists σ̂ ∈ D̂iff(C, 0) such that σ̂∗(a1x ∂/∂x)= X̂ . By taking exponentials we obtain
σ̂ ◦ j1τ = τ ◦ σ̂ .

Suppose that σ̂ ◦ j1τ = τ ◦ σ̂ . Since j1τ = exp(cx ∂/∂x) for any c ∈ C such that
ec
= (∂τ/∂x) (0) then τ = exp(σ̂∗(cx ∂/∂x)). 2

PROPOSITION 4.2. Let τ ∈ Diff(C, 0) with j1τ not periodic. Assume that we have
τ = exp(X̂)= exp(Ŷ ) for X̂ , Ŷ ∈ X̂ (C, 0) such that j1 X̂ = j1Ŷ . Then X̂ = Ŷ .

Proof. We can suppose that τ = j1τ by Proposition 4.1. It suffices to prove that X̂ = j1 X̂ .
Since j1 X̂ 6= 0 there exists σ̂ ∈ D̂iff(C, 0) such that σ̂∗( j1 X̂)= X̂ . By taking exponentials
we obtain σ̂ ◦ τ = τ ◦ σ̂ . Since τ is linear and not periodic the center of τ in D̂iff(C, 0) is
the linear group. Therefore σ̂ is linear, which implies that j1 X̂ = σ̂∗( j1 X̂)= X̂ . 2

PROPOSITION 4.3. Let τ ∈ Diff(C, 0) such that j1τ is periodic and τ is linearizable.
Suppose we have h ◦ τ ◦ h−1(x)− j1τ(x)= O(xk+1) for some h ∈ Diff(C, 0) and some
k ≥ 1. Then there exists σ ∈ Diff(C, 0) such that jkσ = jkh and σ ◦ τ ◦ σ−1

= j1τ .

Proof. It suffices to prove that if τ − j1τ = O(xk+1) there exists σ ∈ Diff(C, 0) such that
σ ◦ τ = j1τ ◦ σ and σ(x)− x = O(xk+1). We denote j1τ = ax and the period of j1τ by
q . Since τ q is formally conjugated to ( j1τ)

q
= Id, then τ q

= Id. We are done by defining
σ(x)= (

∑q−1
j=0 τ

j (x)/a j )/q . 2
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4.2. Division neighborhoods, and convergence by restriction. We work in domains
in Cn+1 in which the components of Fix ϕ behave like their germs at 0. Consider
g ∈ C{x, x1, . . . , xn}. We say that a domain U containing the origin is a division
neighborhood for g if:
• there is a decomposition g = gl1

1 · · · g
lr
r of g into irreducible factors in the ring

C{x, x1, . . . , xn} such that g j ∈O(U ) for 1≤ j ≤ r ; and
• the regular part of g j = 0 is connected in U for any 1≤ j ≤ r .
The definition of division neighborhood is intended to extend the division of germs to
bigger domains. More precisely, if U is a division neighborhood for g, then

a = gb where a ∈O(U ) and b ∈ C{x, x1, . . . , xn} H⇒ b ∈O(U ).

The following results can be immediately deduced from the definition of division
neighborhood.

LEMMA 4.1. Let U be a division neighborhood for g and consider a domain V ⊂U such
that U ∩ {g = 0} = V ∩ {g = 0}. Then V is a division neighborhood for g.

LEMMA 4.2. Let U be a division neighborhood for g. Consider an analytic set S 63 0.
Then U \ S is a division neighborhood for g.

The last lemma is trivial since we cannot break the connectedness of the regular parts by
removing sets of real codimension at least 2.

It is not difficult to find a division neighborhood for f = x ◦ ϕ − x . Let (y1, . . . , yn+1)

be a set of coordinates such that any irreducible component γ of Fix ϕ can be expressed
as the vanishing set of a monic Weierstrass polynomial in the variable y1. Let
(c1, . . . , cn+1) ∈ R+ × · · · × R+. Every polydisk

⋂n+1
j=1{|y j |< c j } small enough such

that

{|y1| = c1} ∩

n+1⋂
j=2

{|y j |< c j } ∩ { f = 0} = ∅

is a division neighborhood for f .
We define a new concept, which is simpler to handle than the formal transversality; it is

a sort of formal transversality at the 0-level.

Definition 4.3. We say that h ∈ C[[x, x1, . . . , xn]] converges by restriction to γ if there
exists h′ ∈ C{x, x1, . . . , xn} such that h − h′ belongs to I (γ ) where I (γ ) is the ideal of
γ . If V ⊂ γ is a neighborhood of 0 in γ we say that h converges by restriction to γ in V if
h′ can be chosen holomorphic in a neighborhood of V .

Let ϕ = exp((x ◦ ϕ − x)û ∂/∂x) ∈ Diffup(Cn+1, 0). The proof of the formal transver-
sality of log ϕ along an irreducible component g = 0 of Fix ϕ is based on an induction
process and the analysis of the Taylor expansion of the exponential mapping. In every
induction step it suffices to prove the convergence of a certain formal power series by
restriction to g = 0. More precisely, suppose that there exists uα ∈ C{x, x1, . . . , xn}

such that û = uα + gα v̂ for some v̂ ∈ C[[x, x1, . . . , xn]]. Then the existence of uα+1 ∈

C{x, x1, . . . , xn} such that û − uα+1 ∈ (gα+1) is equivalent to the convergence of v̂ by
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restriction to g = 0. The next couple of lemmas are of technical type and they are used to
carry out this approach.

LEMMA 4.3. Let h be an irreducible element of C{x, x1, . . . , xn}. Consider series
ĉ ∈ C[[x, x1, . . . , xn]] and d ∈ C{x, x1, . . . , xn} \ (h). Suppose that ĉd converges by
restriction to h = 0. Then ĉ converges by restriction to h = 0.

There is also a uniform version of the previous lemma but we have to be careful
with the setting. We keep the notation in the previous lemma. We consider coordinates
(y1, . . . , yn+1) such that

h = v(y1, . . . , yn+1) (y
l
1 + yl−1

1 al−1(y2, . . . , yn+1)+ · · · + a0(y2, . . . , yn+1)),

for some unit v and some functions a j (0≤ j ≤ l − 1). For a generic point
(y0

2 , . . . , y0
n+1) the number of points in h(y1, y0

2 , . . . , y0
n+1)= 0 is l. We enumerate them

α1(y2, . . . , yn+1), . . . , αl(y2, . . . , yn+1). We define

1(h, d)=

( l∏
j=1

(d ◦ α j )
∏

1≤ j<k≤l

(α j − αk)
2
)
(y2, . . . , yn+1).

The function1(h, d) is well defined since it is symmetric in α1, . . . , αl ; it is holomorphic
in 1(h, d) 6= 0 and continuous in a neighborhood of the origin. By Riemann’s theorem
1(h, d) is holomorphic in a neighborhood of the origin. It is a type of discriminant
function. Given a holomorphic function c0 defined in a neighborhood of D ∩ {h = 0}
and the remainder c1 of the Weierstrass division of c0/d over h, we have that 1(h, d)c1 is
still holomorphic in a neighborhood of D ∩ {h = 0}. The function1 is an auxiliary tool to
prove Lemmas 4.3 and 4.4.

There exists a division neighborhood D = D1 × D2,...,n+1 ⊂ C× Cn for h such that
D2,...,n+1 is a division neighborhood for 1. Given any neighborhood of the origin W the
set D can be chosen to be contained in W . Suppose that d converges in a neighborhood of
D ∩ {h = 0}. In this context we prove the following result.

LEMMA 4.4. If ĉd converges by restriction to h = 0 in D ∩ {h = 0} and d 6∈ (h) then ĉ
converges by restriction to h = 0 in D ∩ {h = 0}.

Proof of Lemmas 4.3 and 4.4. It is clear that Lemma 4.4 implies Lemma 4.3. Consider a
holomorphic function c0 defined in the neighborhood of D ∩ {h = 0} such that ĉd − c0 ∈

(h). The next step is using the Weierstrass division. We want to divide c0/d by h. The
remainder of that division is

R =
l∑

j=1

c0(α j (y2, . . . , yn+1))

d(α j (y2, . . . , yn+1))

∏
k 6= j (y1 − αk(y2, . . . , yn+1))∏

k 6= j (α j (y2, . . . , yn+1)− αk(y2, . . . , yn+1))
.

The function 1R is holomorphic in a neighborhood of the origin and since 1 does not
depend on y1 then 1R is the remainder of the Weierstrass division [(1c0)/d]/h. We
define R̂ to be the remainder of the Weierstrass division ĉ/h; it is a formal power series.
We have

1c0 −1Rd ∈ (h) and 1ĉd −1R̂d ∈ (h).
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Since d 6∈ (h) we obtain 1R −1R̂ ∈ (h). Both 1R and 1R̂ are polynomials in the
variable y1 whose degree is less than or equal to l − 1. Therefore, we have 1R ≡1R̂
by uniqueness of the Weierstrass division. The function 1 divides the l coefficients of
the polynomial 1R. As a consequence R is convergent in the neighborhood of the origin.
Since D2,...,n+1 is a division neighborhood for 1 then R is defined in C× D2,...,n+1. The
series ĉ converges by restriction to h = 0 in D ∩ {h = 0} since ĉ − R = ĉ − R̂ ∈ (h). 2

We relate formal transversality along an analytic hypersurface with formal transversality
along its irreducible components.

LEMMA 4.5. Let f be an element of C{x, x1, . . . , xn}. Then û in C[[x, x1, . . . , xn]] is
t.f. (respectively u.t.f.) along f = 0 if and only if û is t.f. (respectively u.t.f.) along every
irreducible component of f = 0.

Proof. The implication⇒ is obvious. Let us prove the implication⇐.
Suppose we are in the u.t.f. case; the proof for the t.f. case is simpler. Let f =

f n1
1 · · · f nl

l be the decomposition of f into irreducible factors in C{x, x1, . . . , xn}. We
choose coordinates (y1, . . . , yn+1) such that f j = 0 can be expressed up to a unit as
a monic Weierstrass polynomial in the variable y1 for any 1≤ j ≤ l. We can choose
a polydisk D = D1 × D2,...,n+1 such that (∂D1 × D2,...,n+1) ∩ { f = 0} = ∅. Moreover,
we can suppose that D is a division neighborhood for every f j and D2,...,n+1 is
a division neighborhood for every 1( f j , fk) with j 6= k. Finally we suppose that
û ∈ lim← O(D)/( f j )

k for any 1≤ j ≤ l.
Let F =

∏l
k=1 f ak

k . Suppose we have u ∈O(D) such that û − u ∈ (F). Fix
j ∈ {1, . . . , l}; it suffices to prove the existence of a function v ∈O(D) such that
û − v ∈ ( f j F). We claim that (û − u)/ f

a j
j converges by restriction to f j = 0. There

exists ua j ∈O(D) such that û − ua j belongs to ( f j
a j+1) by hypothesis. Denote

w = (ua j − u)/ f
a j
j ; we have (û − u)/ f

a j
j − w ∈ ( f j ). By Lemma 4.4 the series

(û − u)/F converges by restriction to f j = 0 in D ∩ { f j = 0}. As a consequence there
exists b(y1, . . . , yn+1) ∈O(C× D2,...,n+1)⊂O(D) such that (û − u)/F − b ∈ ( f j ).
This implies that û − (u + bF) ∈ ( f j F). 2

The next lemma provides a handy characterization of u.t.f. functions. Lemmas 4.5 and
4.6 allow one to simplify the calculations intended to prove formal transversality of the
infinitesimal generator of a up-diffeomorphism ϕ.

LEMMA 4.6. Let V ⊂ Cn+1 be a germ of an analytic hypersurface at 0. Then a series
ĝ ∈ C[[x, x1, . . . , xn]] is u.t.f. along V if and only if û belongs to lim← GV∩W /I (V ) j

(see §2) for some neighborhood W of the origin.

Proof. The implication⇒ is obvious.
Consider coordinates (y1, . . . , yn+1) such that I (V )= (h) for some monic Weierstrass

polynomial h ∈ C[y1] [[y2, . . . , yn+1]] in the variable y1. Choose a polydisk D = D1 ×

D2,...,n+1 ⊂ C× Cn in the variables (y1, . . . , yn+1) such that (∂D1 × D2,...,n+1) ∩ V = ∅.
Moreover, we choose D such that it is a division neighborhood for h and D ∩ V ⊂W .
We denote π(y1, . . . , yn+1)= (y2, . . . , yn+1). There exists a function b j ∈ GV∩W

such that ĝ − b j ∈ (h j ) for any j ∈ N. Since h j is a monic polynomial in y1 we can
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consider the remainder g j of the Weierstrass division b j/h j . Since b j ∈ G D∩V then
g j ∈O(π−1(π(D ∩ V )))⊂O(D) for any j ∈ N. Clearly ĝ is u.t.f. along V . 2

Remark 4.1. The results in this section can also be set out in the uniform semi-
meromorphic case with minor adjustments. For the sake of simplicity we omit such a
formulation.

4.3. Main results. Let us fix ϕ = exp((x ◦ ϕ − x)û ∂/∂x) ∈ Diffup(Cn+1, 0) and an
irreducible component γ of Fix ϕ. Denote f = x ◦ ϕ − x . Consider an irreducible
equation g = 0 of γ .

Definition 4.4. We call m(γ ) the multiplicity of γ in f = 0, i.e. the greatest m ∈ N such
that gm divides f .

Suppose γ is unipotent (see Definition 4.2). The germs ϕP (see §2) are tangent to the
identity and then embedded in a formal flow. It turns out that such a formal flow depends
holomorphically on P ∈ γ or more precisely that log ϕ is u.t.f. along γ (Proposition 4.4).

The situation is more interesting if γ is non-unipotent. Denote T = ∂(x ◦ ϕ)/∂x .
Given P ∈ γ such that T (P) 6∈ e2π iQ

\ {1} there exists a formal vector field X P satisfying
ϕP = exp(X P ) (Proposition 4.1). We choose X0 = log ϕ0, hence X0 has vanishing linear
part. Indeed X P is well defined for P ∈ γ \ T−1

{e2π iQ
\ {1}} in a neighborhood of 0 if

we require that the linear parts of X P tend to 0 when P tends to 0. Roughly speaking
X P is analytic on P for P ∈ γ \ T−1(S1) (Lemma 4.7). The singularities of the mapping
P→ X P defined in γ are meromorphic or more precisely log ϕ is u.s.m. along Fix ϕ
(Proposition 4.5). Proposition 4.7 implies that, whenever ϕP is embedded in a formal flow
for any P ∈ γ , then P→ X P can be extended analytically to the whole γ ; in other words
log ϕ is u.t.f. along Fix ϕ.

Denote f/gm(γ ) by h. We choose a set of coordinates (y1, . . . , yn+1) and a
polydisk D = D1 × D2,...,n+1 ⊂ C× Cn in the variables (y1, . . . , yn+1) such that (∂D1 ×

D2,...,n+1) ∩ γ = ∅ and:
• ϕ is holomorphic in D;
• up to a multiplicative unit g is of the form

g = yl
1 + yl−1

1 al−1(y2, . . . , yn+1)+ · · · + a0(y2, . . . , yn+1),

where a j (0)= 0 for any 0≤ j ≤ l − 1;
• D is a division neighborhood for f = 0; and
• D2,...,n+1 is a division neighborhood for 1(g, h).
If γ is a non-unipotent component (see Definition 4.2) there are two more conditions:
• D2,...,n+1 is a division neighborhood for 1(g, ∂ f/∂x); and
• ln(∂(x ◦ ϕ)/∂x) is a holomorphic function defined in D such that the set {∂(x ◦

ϕ)/∂x = 1} ∩ (D ∩ γ ) is connected.
This notation is fixed throughout this section.

PROPOSITION 4.4. Let ϕ be a up-diffeomorphism and let γ be a unipotent irreducible
component of Fix ϕ. Then log ϕ is u.t.f. along γ .
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Proof. It suffices to prove that û belongs to lim← G D∩γ /I (γ ) j (see §2) by Lemma 4.6.
We have (log ϕ) j (x) ∈ (gm(γ )+1h) (see Definition 4.4) for j ≥ 2. It is a consequence

of g dividing ∂g/∂x if γ is fibered or m(γ ) > 1 in the non-fibered case. By the Taylor
expansion for the exponential mapping there exists a formal series ŵ such that

ϕ = (x + ûgm(γ )h + ŵgm(γ )+1h, x1, . . . , xn+1).

Hence u1 = 1= (x ◦ ϕ − x)/ f ∈O(D) satisfies û − u1 ∈ (g).
We proceed by induction. Suppose that û = uα + gα v̂ where uα ∈ G D∩γ ; the result

is already proved for α = 1. We want to find a similar expression for α + 1. It suffices
to prove the existence of v ∈ G D∩γ such that v̂ − v ∈ (g) since then uα+1 = uα + gαv
satisfies û − uα+1 ∈ (gα+1). We have

x ◦ ϕ = x ◦ exp(uα f ∂/∂x)+ gα+m(γ )hv̂ + gα+m(γ )+1h Â,

for a certain formal series Â. The vector field uα f ∂/∂x is defined in a neighborhood of
D ∩ γ and it vanishes in γ . Therefore, its exponential is defined in a neighborhood of
D ∩ γ . We define

d = (x ◦ ϕ − x ◦ exp(uα f ∂/∂x))/gα+m(γ ).

We obtain that d ∈ G D∩γ by Lemma 4.1 since D is a division neighborhood for f and
then for g. We have hv̂ − d ∈ (g), thus hv̂ converges by restriction to γ in D ∩ γ . By
applying Lemma 4.4 we get that v̂ converges by restriction to γ in D ∩ γ . Then there
exists v ∈ G D∩γ such that v̂ − v ∈ (g). 2

Let us fix ϕ = exp((x ◦ ϕ − x)û ∂/∂x) ∈ Diffup(Cn+1, 0) and an irreducible component
γ of Fix ϕ. We can express û in the form

∑
∞

j=0 uγj g j where uγj ∈ C[y1] [[y2, . . . , yn+1]]

is a polynomial in y1 such that degy1
uγj ≤ l − 1 for any j ≥ 0. These properties

characterize the sequence {uγj } since uγ0 is the remainder of the Weierstrass division û/g,

the series uγ1 is the Weierstrass remainder of [(û − uγ0 )/g]/g, and so on.
We define Eγ0 = Eγ1 = ∅ and

Eγk =

{
Q ∈ γ : ∃ 1< j ≤ k s.t.

(
∂(x ◦ ϕ)

∂x

) j

(Q)= 1
}∖{

∂(x ◦ ϕ)

∂x
= 1

}
,

for any k ≥ 2. We define π(y1, . . . , yn+1)= (y2, . . . , yn+1). The obstruction for ϕ to
be u.t.f. along γ is the obstruction for the linearizability of the germs ϕP (see §2) for
P ∈ γ \ {∂(x ◦ ϕ)/∂x = 1} (see Proposition 4.1). Since the lack of linearizability of ϕP

implies that (∂(x ◦ ϕ)/∂x) (P) ∈ e2π iQ for any P ∈ γ , it is natural that the singularities of
uγk are located over π(Eγk ).

LEMMA 4.7. (Generic expression) Let ϕ = exp(û f ∂/∂x) be a up-diffeomorphism and
let γ be a non-unipotent irreducible component of Fix ϕ. Then uγj is holomorphic in

π−1(D2,...,n+1 \ π(E
γ

j )) for any j ≥ 0. In particular uγj ∈ C{x, x1, . . . , xn} for any
j ≥ 0. Moreover, we have

ϕ = exp
(( ∞∑

j=0

uγj g j
)

gh
∂

∂x

)
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in the neighborhood of every point in

γ ∩

[
D \ π−1

(⋃
j≥0

π(Eγj )

)]
.

Proof. The proof is based on the analysis of the Taylor expansion of the exponential
mapping. We have

x ◦ ϕ −

(
x +

∞∑
k=1

1
k!
(uγ0 )

k
hk(∂g/∂x)k−1g

)
∈ (g2), (1)

and then ∂(x ◦ ϕ)/∂x − euγ0 h∂g/∂x
∈ (g). We deduce that uγ0 h ∂g/∂x converges by

restriction to γ in D ∩ γ . By Lemma 4.4 there exists u′0 ∈ G D∩γ (see §2) such that
uγ0 − u′0 ∈ (g). Since uγ0 coincides with the remainder of the Weierstrass division u′0/g

then uγ0 is holomorphic in π−1(D2,...,n+1). We denote L = euγ0 h∂g/∂x .
We are going to prove the result by induction on j . The result is true for uγ0 . Suppose

that uγj is holomorphic in π−1(D2,...,n+1 \ π(E
γ

j )) for any j < α. We will prove that uγα

is holomorphic in π−1(D2,...,n+1 \ π(E
γ
α )). Let u =

∑α−1
j=0 uγj g j ; we denote u0 = uγ0 and

v̂ = (û − u)/gα .
Let B̂0 = H0 = x ; we define B̂ j+1 = ûgh ∂ B̂ j/∂x and H j+1 = ugh ∂H j/∂x for j ≥ 0.

The next step in the proof is proving by induction that B̂ j ( j ≥ 0) can be expressed in
the form

B̂ j = H j + v̂gα+1h j u j−1
0 (∂g/∂x) j−1C j + gα+2h D̂ j ,

where D̂ j belongs to C[[x, x1, . . . , xn]] and C j ∈ C. The relations defining the sequence
are C0 = 0 and C j = (α + 1)C j−1 + 1 for any j > 0. The induction result is immediate
for j = 0 and j = 1. We can develop

B̂ j+1 = (∂ B̂ j/∂x) (u + gα v̂)gh

to obtain

B̂ j+1 ≡

[
∂H j

∂x
+
∂

∂x

(
v̂gα+1h j u j−1

0

(
∂g

∂x

) j−1

C j

)]
(ugh + gα+1hv̂),

modulo (gα+2h). By using u − u0 ∈ (g) and equation (1) we get

∂H j/∂x − u j
0h j (∂g/∂x) j

∈ (g).

This leads us to the desired expression

B̂ j+1 − [H j+1 + u j
0h j+1(∂g/∂x) j gα+1v̂(1+ C j (α + 1))] ∈ (gα+2h)

for B̂ j+1. We note that C j = ((α + 1) j
− 1)/α. We have

x ◦ ϕ ≡ x ◦ exp(ugh ∂/∂x)+
∞∑
j=1

C j u
j−1
0 h j−1(∂g/∂x) j−1

j !
hgα+1v̂,

modulo (gα+2h). We simplify to obtain

x ◦ ϕ −

[
x ◦ exp(ugh ∂/∂x)+

(Lα+1
− L)hgα+1v̂

αu0h ∂g/∂x

]
∈ (gα+2h).

https://doi.org/10.1017/S0143385707000867 Published online by Cambridge University Press

https://doi.org/10.1017/S0143385707000867


Formal classification of up-diffeomorphisms 1337

Since u is defined in a neighborhood of (D ∩ γ ) \ π−1(π(Eγα−1)) and ugh ∂/∂x vanishes
on γ , then x ◦ exp(ugh ∂/∂x) is defined in a neighborhood of (D ∩ γ ) \ π−1(π(Eγα−1)).
We have the inclusion

{∂(x ◦ ϕ)/∂x = 1} ∩ D ∩ γ = {L = 1} ∩ D ∩ γ ⊂ {u0h ∂g/∂x = 0},

since otherwise {∂(x ◦ ϕ)/∂x = 1} ∩ D ∩ γ is not connected. As a consequence we obtain
that (L − 1)/(u0h ∂g/∂x) is never vanishing in D ∩ γ . The function

K
def
=

x ◦ ϕ − x ◦ exp(ugh ∂/∂x)

1+ L + · · · + Lα−1

α

L

u0h ∂g/∂x

L − 1

is holomorphic in a neighborhood of (D ∩ γ ) \ (π−1(π(Eγα−1)) ∪ Eγα ). The polydisk D
is a division neighborhood for g. By Lemmas 4.2 and 4.1 the series K ′ = K/gα+1 is a
holomorphic function in a neighborhood of (D ∩ γ ) \ (π−1(π(Eγα−1)) ∪ Eγα ).

Since (K ′/h)h converges by restriction to γ in (D ∩ γ ) \ π−1(π(Eγα )) then so does
K ′/h by Lemmas 4.4 and 4.2. The series uγα is the Weierstrass remainder of the division
[K ′/h]/g. Therefore uγα is holomorphic in π−1(D2,...,n+1 \ π(E

γ
α )).

Since x ◦ ϕ − x ◦ exp((
∑α−1

j=0 uγj gα−1)gh ∂/∂x) ∈ (gα+1) we can apply Lemmas 4.2
and 4.1 to prove the existence of a holomorphic function Mα defined in a neighborhood of
(D ∩ γ ) \ π−1(π(Eγα−1)) and such that

x ◦ ϕ − x ◦ exp
((α−1∑

j=0

uγj gα−1
)

gh ∂/∂x

)
= gα+1 Mα.

The previous equality running on α ∈ N implies that

ϕ = exp
(( ∞∑

j=0

uγj g j
)

gh
∂

∂x

)
,

in the neighborhood of every point in

γ ∩

[
D \ π−1

(⋃
j≥0

π(Eγj )

)]
. 2

Remark 4.2. There is not always uniform formal transversality. The infinitesimal generator
of ϕ = (x + y − x2, y) is not u.t.f. along γ ≡ {y = x2

}. We claim that ϕP (see §2)
cannot be embedded in a formal flow if P ∈

⋃
j≥0 Eγj ⊂ Fix ϕ. Otherwise ϕP is formally

conjugated to j1ϕP (Proposition 4.1) and then periodic; that is not possible since ϕP is
nonlinear and polynomial. We obtain that log ϕ is not u.t.f. along γ since 0 ∈

⋃
j≥0 Eγj .

Consider ϕ = exp(û f ∂/∂x) ∈ Diffup(Cn+1, 0) and let γ be a non-unipotent (see
Definition 4.2) irreducible component of Fix ϕ. When calculating the coefficients of the
linearizing mapping of ϕP for P ∈ γ we obtain fractions whose denominator is of the form
((∂(x ◦ ϕ)/∂x)p

− 1) (P) for some p ∈ N. The obstructions to the linearizability of ϕP for
P ∈ γ lead to the lack of u.t.f. character of the infinitesimal generator of ϕ along γ (see
Proposition 4.1). It is then natural to think that log ϕ has meromorphic nature. Indeed, this
is the case; the functions uγj are meromorphic for any j ≥ 0.
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PROPOSITION 4.5. Let ϕ = exp(û f ∂/∂x) ∈ Diffup(Cn+1, 0) and let γ be a non-
unipotent irreducible component of Fix ϕ. The coefficients of uγj in C{y2, . . . , yn+1} are
meromorphic in D2,...,n+1 for any j ≥ 0.

Proof. We denote L = euγ0 h∂g/∂x ; we know that L − ∂(x ◦ ϕ)/∂x ∈ (g). Let P be a point
of (D ∩ γ ) \ {L = 1}. Since {L = 1} ∩ γ = {∂ f/∂x = 0} ∩ γ then f = 0 is transversal to
∂/∂x in P . In particular γ is smooth at P and it is the only irreducible component of Fix ϕ
passing through P . We can find new coordinates (z, x1, . . . , xn) in the neighborhood of
P such that ∂/∂x and g = 0 become ∂/∂z and z = 0 respectively. In these coordinates ϕ is
of the form

ϕ(z, x1, . . . , xn)= (a
1
1(x1, . . . , xn)z + a1

2(x1, . . . , xn)z
2
+ . . . , x1, . . . , xn).

Consider a small enough open neighborhood W (P) of P in D ∩ γ , which is
parameterized by (x1, . . . , xn). We ask that a1

1 − 1 never vanishes in W (P); this
is possible since L(P) 6= 1. We claim that there exists σ such that σ−1

◦ ϕ ◦ σ =

(a1
1 z, z1, . . . , zn) of the form

σ =

(
z +

∞∑
j=2

σ j (x1, . . . xn)z
j , x1, . . . , xn

)
,

where σ j is holomorphic in W (P) \ Eγj−1 and meromorphic in W (P) for any j ≥ 2. We
are going to construct a sequence of diffeomorphisms (ϕk) such that ϕ1 = ϕ and ϕk is of
the form

ϕk =

(
a1

1(x1, . . . , xn)z +
∞∑

j=k+1

ak
j (x1, . . . , xn)z

j , x1, . . . , xn

)
,

where ak
j is holomorphic in W (P) \ Eγk−1 and meromorphic in W (P) for any j ≥ 2. There

exists τk = (z + bk+1(x1, . . . , xn)zk+1, x1, . . . , xn) such that

z ◦ τ−1
k ◦ ϕk ◦ τk − a1

1(x1, . . . , xn)z ∈ (z
k+2).

Moreover, τk is unique and ((a1
1)

k+1
− a1

1)bk+1 = ak
k+1. By hypothesis, bk+1 is

holomorphic in W (P) \ Eγk and meromorphic in W (P). We define the diffeomorphism
ϕk+1 = τ

−1
k ◦ ϕk ◦ τk . Consider σ = lim j→∞ τ1 ◦ · · · ◦ τ j where the limit is considered

in the Krull topology. Clearly σ j is holomorphic in W (P) \ Eγj−1 and meromorphic in

W (P) for any j ≥ 2. Then we define YP = (u
γ

0 h(∂g/∂x)) (0, x1, . . . , xn)z ∂/∂z. We
have ϕ = exp(σ∗YP ) since (a1

1 z, x1, . . . , xn)= exp(YP ). We obtain

σ∗YP =

([(
uγ0 h

∂g

∂x

)
(0, x1, . . . , xn)

(
1+

∞∑
j=2

jσ j z
j−1

)
z

]
◦ σ−1

)
∂

∂z
.

We can change coordinates to obtain

σ∗YP =

(
uγ0 +

∞∑
j=1

vP
j (x1, . . . , xn)g

j
)

gh
∂

∂x
,

where vP
j ∈O(W (P) \ Eγj ) and is meromorphic in W (P) for any j ≥ 1.
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Fix Q ∈W (P) such that π(Q) 6∈ π(
⋃

j∈N Eγj ∪ {L = 1}). There exists an open

neighborhood W ′ of Q in W (P) such that π(
⋃

j∈N Eγj ∪ {L = 1}) and π(W ′) are

disjoint. This implies that the series uγ0 +
∑
∞

j=1 uγj g j and uγ0 +
∑
∞

j=1 v
P
j g j belong

to lim← GW ′/I (W ′)r . By Proposition 4.2 applied to the fibers of dx1 = · · · = dxn = 0
we obtain

uγ0 +
∞∑
j=1

uγj g j
= uγ0 +

∞∑
j=1

vP
j g j . (2)

We deduce that uγ1 − v
P
1 = 0 contains W ′. Thus we can extend the meromorphic function

(uγ1 )|γ to W (P). By considering every point P 6∈ γ ∩ {∂ f/∂x = 0} we get that (uγ1 )|γ is
meromorphic in

(D ∩ γ ) \ (Eγ1 ∩ {∂ f/∂x = 0})= D ∩ γ.

We can apply the Weierstrass division theorem to obtain that uγ1 is meromorphic in
π−1(D2,...,n+1). By using equation (2) and an induction process we obtain that (uγj )|γ
is meromorphic in

(D ∩ γ ) \ (Eγj ∩ {∂ f/∂x = 0})= D ∩ γ,

for j ≥ 1. Thus uγj is meromorphic in π−1(D2,...,n+1) for any j ∈ N. 2

PROPOSITION 4.6. Let ϕ ∈ Diffup(Cn+1, 0). Then log ϕ is t.f. along Fix ϕ. Let γ be an
irreducible component of Fix ϕ. If γ is unipotent (see Definition 4.2) then log ϕ is u.t.f.
along γ . Anyway, it is always u.s.m. along γ .

Proof. The results on γ are a consequence of Propositions 4.4 and 4.5 and Lemma 4.7.
Then log ϕ is t.f. along Fix ϕ by Lemma 4.5. 2

We claim that the obstruction for log ϕ to be u.t.f. along a non-unipotent component γ
is the existence of germs ϕP for P ∈ γ (see §2) which cannot be embedded in a formal
flow.

PROPOSITION 4.7. Let ϕ = exp(û f ∂/∂x) ∈ Diffup(Cn+1, 0). Consider a non-unipotent
irreducible component γ of Fix ϕ. Then log ϕ is u.t.f. along γ if and only if there exists a
neighborhood of the origin U such that ϕP (see §2) is embedded in a formal flow for any
P ∈ γ ∩U.

Proof. The implication ⇒ is trivial. We denote L = euγ0 h∂g/∂x . We define the set
F = γ ∩ [{d L ∧ dg = 0} ∪ {L = 1}]. Since the function L is non-constant in γ then F is
a proper analytic subset of γ . We can suppose that the origin belongs to every irreducible
component of F ∩ D by shrinking D. Moreover we can suppose that ϕY is embedded in a
formal flow for any Y ∈ γ ∩ D. Next, we use the strategy in the proof of Proposition 4.5
in order to show that uγj is analytic in π−1(D2,...,n+1 \ π(F)) for any j ≥ 0. Since uγj
is analytic in π−1(D2,...,n+1 \ π(E

γ

j )) by Lemma 4.7 we deduce that uγj is analytic in

π−1(D2,...,n+1 \ [π(E
γ

j ) ∩ π(F)]) for any j ≥ 0. The end of the proof is an application of
Riemann’s theorem.
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Let P be a point in (D ∩ γ ) \ F . There exists a system of coordinates (z, x1, . . . , xn)

in a neighborhood of P (see proof of Proposition 4.5) such that g = 0 and ∂/∂x become
z = 0 and ∂/∂z respectively. Consider a neighborhood W (P) of P in D ∩ γ such that
W (P) ∩ F = ∅.

Consider the notation in the proof of Proposition 4.5. Let r ∈ N; suppose ak
j and bq

are holomorphic in W (P) for all k ≤ r , j ≥ k + 1 and 1< q ≤ r . We claim that br+1

is holomorphic in W (P) and then ar+1
j ∈O(W (P)) for any j ≥ r + 2. We have

[a1
1((a

1
1)

r
− 1)]br+1 = ar

r+1 by the proof of Proposition 4.5. Consider any point

Q ∈W (P) such that (a1
1(Q))

r
= L(Q)r = 1. The diffeomorphism ϕQ is linearizable

by Proposition 4.1. There exists an element of h ∈ Diff(C, 0) such that h−1
◦ ϕQ ◦ h =

a1
1(Q)z and jr h = jr ((τ1 ◦ · · · ◦ τr−1)Q) by Proposition 4.3. Now

(τ1 ◦ · · · ◦ τr−1)
−1
Q ◦ h = z + Cr+1(Q)z

r+1
+ O(zr+2)

for some Cr+1(Q) ∈ C. By construction we obtain

[a1
1(Q) ((a

1
1(Q))

r
− 1)]Cr+1(Q)= ar

r+1(Q).

Therefore the set ar
r+1 = 0 contains the set (a1

1)
r
= 1. We have

∅ = F ∩W (P)⊃ {da1
1 ∧ dz = 0} ∩W (P).

Since a1
1 does not depend on z then da1

1 never vanishes in W (P). Therefore any
hypersurface a1

1 = cte is locally irreducible in W (P). Since ar
r+1 ∈ I (a1

1 − µ) for every
r -root of the unit µ then

br+1 =
ar

r+1

a1
1((a

1
1)

r
− 1)

=
ar

r+1

a1
1

∏
λr=1(a

1
1 − λ)

is analytic in W (P). By proceeding as in the proof of Proposition 4.5 we obtain
that uγj is analytic in π−1(D2,...,n+1 \ [π(E

γ

j ) ∩ π(F)]) for any j ≥ 0. Since all the

irreducible components of F adhere to 0 and 0 6∈ π(Eγj ) then the codimension of π(F) ∩

π(Eγj )⊂ D2,...,n+1 is greater than or equal to 2. By Hartogs’ theorem uγj is analytic in

π−1(D2,...,n+1) for j ≥ 0. Hence û =
∑
∞

j=0 uγj g j is u.t.f. along γ . 2

5. Formal classification
The goal of this section is to provide a complete system of invariants for the formal
classification of up-diffeomorphisms. More precisely, we describe the formal moduli
modulo analytic change of coordinates.

5.1. Nature of the residue functions. The formal invariants attached to the germs ϕP

(see §2) for P ∈ Fix ϕ are included in the formal invariants of the up-diffeomorphism ϕ.
In this subsection we describe the nature of such invariants.

Let τ = exp(ĥ(x) ∂/∂x) ∈ Diffu(C, 0). We define the order of contact ν(τ) between τ
and Id as the order of the function τ(x)− x at 0; it does not depend on the choice of the
coordinate x . There exists X = h(x) ∂/∂x ∈ XN (C, 0) such that τ(x)− exp(h ∂/∂x) (x)
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belongs to the ideal (x2ν(τ)). We consider the dual form of log τ , i.e. the unique formal
meromorphic form ω̂ such that ω̂(log τ)= 1. The form ω̂ = dx/ĥ(x) can be expressed as
ω + â(x) dx where ω is the dual form of X and â ∈ C[[x]]. We define the residues Res(τ )
and Res(log τ) as the residue of ω̂ at 0. These residues coincide with the residue of ω at 0
since ω̂ − ω has no poles. Moreover, the couple (ν(τ ), Res(τ )) provides a complete system
of formal invariants in Diffu(C, 0). These definitions can be extended for τ ∈ Diffu(C, x0)

by applying them to (x − x0) ◦ τ ◦ (x + x0) ∈ Diffu(C, 0).
Fix ϕ ∈ Diffup(Cn+1, 0). Let γ be a unipotent non-fibered irreducible component of

Fix ϕ. We have ϕP ∈ Diffu(C, P) for any P ∈ γ but Q 7→ Res(ϕQ) is not continuous in γ .
An example is provided by ϕ = exp(x2(x − y)2 ∂/∂x), we have that Res(ϕ(0,y))= 2/y3 if
y 6= 0 whereas Res(ϕ(0,0))= 0. We define

S =

{
P ∈ γ : ν(ϕP ) > min

Q∈γ
ν(ϕQ)

}
.

The set S is a proper analytic subset of γ . The function Resγ (ϕ) : γ \ S→ C defined
by Resγ (ϕ) (P)= Res(ϕP ) is analytic. Later on we prove that Resγ (ϕ) can be extended
meromorphically to the whole γ as in the example. Let γ be a non-unipotent irreducible
component of Fix ϕ; we define Resγ (ϕ) : γ → C given by

Resγ (ϕ) (Q)=
1

ln([∂(x ◦ ϕ)/∂x](Q))
,

where we choose the determination of log such that log 1= 0. This definition makes sense,
since for Q = (x0, x0

1 , . . . , x0
n) ∈ γ such that (∂(x ◦ ϕ)/∂x) (Q) 6∈ e2π iQ we have that the

residue of (log ϕ)
|
⋂n

j=1(x j=x0
j )
∈ X̂ (C, x0) is equal to Resγ (ϕ) (Q).

PROPOSITION 5.1. Let ϕ = exp(û f ∂/∂x) ∈ Diffup(Cn+1, 0) and let γ be a non-fibered
(see §2) irreducible component of Fix ϕ. Suppose that γ is transversal to ∂/∂x in a
neighborhood of 0. Then Resγ (ϕ) is a meromorphic function of γ .

Proof. Up to a change of coordinates σ = (x + h(x1, . . . , xn), x1, . . . , xn) we can
suppose that γ ≡ {x = 0}. Since û is convergent by restriction to γ then û(0, x1, . . . , xn)

belongs to C{x1, . . . , xn}. We can express f in the form
∑
∞

j=ν f j (x1, . . . , xn)x j where
ν =minP∈γ ν(ϕP ); in fact we have that fν(P) 6= 0 if and only if ν(ϕP )= ν for P ∈ γ .
Thus Resγ (ϕ) is holomorphic in γ \ { fν = 0}.

We consider the transformation

χ(z, x1, . . . , xn)= (z fν(x1, . . . , xn), x1, . . . , xn).

Then χ is a change of coordinates outside of fν = 0. We define the diffeomorphism
ϕ̃ = χ−1

◦ ϕ ◦ χ ; we obtain

ϕ̃ = exp
(
(û ◦ χ) ( fν)

ν

(
zν +

∞∑
j=ν+1

f j ( fν)
j−(ν+1)z j

)
∂

∂z

)
.

We define ϕ̂ = exp((log ϕ̃)/ f νν ). Since (û ◦ χ − û) (0, x1, . . . , xn)≡ 0 then the function
(x1, . . . , xn) 7→ ν(ϕ̂(0,x1,...,xn)) is equal to the constant ν. Hence the function Resγ (ϕ̂) :
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γ → C is holomorphic in a neighborhood of the origin. Note that fν does not depend on
z; thus we obtain

Resγ (ϕ)= Resγ (ϕ̃)= Resγ (ϕ̂)/ f νν .

Clearly Resγ (ϕ) is a meromorphic function of γ . 2

PROPOSITION 5.2. Let ϕ ∈ Diffup(Cn+1, 0) and let γ be a non-fibered irreducible
component of Fix ϕ. Then Resγ (ϕ) is a meromorphic function of γ .

Proof. Suppose that γ does not contain orbits of ∂/∂x . As a consequence there exists an
irreducible Weierstrass polynomial

H = xk
+ ak−1(x1, . . . , xn)x

k−1
+ · · · + a0(x1, . . . , xn)

such that γ ≡ {H = 0}. We denote π(x, x1, . . . , xn)= (x1, . . . , xn). Let D be the critical
locus of the projection π|γ . We denote by DD the critical locus of the projection π|D .
The analytic set DD has codimension at least 2 in γ . By Proposition 5.1 the function
Resγ (ϕ) is meromorphic in γ \ D. Suppose that Resγ (ϕ) is meromorphic in γ \ DD.
Then there exists a polynomial R =

∑k−1
j=0 b j (x1, . . . , xn)x j such that Resγ (ϕ)≡ R|γ

by the Weierstrass division. The coefficients b j (0≤ j ≤ k − 1) are meromorphic in a
neighborhood of the origin deprived of π(DD). Since the codimension of π(DD) is at
least 2 in Cn then b j is meromorphic in a neighborhood of the origin for any 0≤ j ≤ k − 1.
Thus Resγ (ϕ)= R|γ is meromorphic.

Let P ∈ D \ DD. The set D is transversal to ∂/∂x at P and then smooth. Since
dim D = n − 1 then there exist coordinates (z, z1, . . . , zn) centered at P such that ∂/∂x
and D become ∂/∂z and {z = 0} ∩ {z1 = 0} respectively. We consider the ramification

T (z, z1, z2, . . . , zn)= (z, zk!
1 , z2, . . . , zn).

The set T−1(γ ) is the union of at most k hypersurfaces in the neighborhood of P ,
all of them being transversal to ∂/∂z. The function Resγ (ϕ) ◦ T = ResT−1(γ )(T

∗ϕ) is
meromorphic in T−1(γ ) by Proposition 5.1. We undo the ramification to obtain that
Resγ (ϕ) is meromorphic in a neighborhood of P and then in γ \ DD.

If γ contains orbits of ∂/∂x we can reduce the situation to the previous one by blowing
up fibered submanifolds of γ . We are done since the field of meromorphic functions in γ
is invariant by blow-up. 2

Next we express the function Resγ (ϕ) in a convenient way.

LEMMA 5.1. Let ϕ ∈ Diffup(Cn+1, 0) and let γ be a non-fibered irreducible component of
Fix ϕ. Then there exist A ∈ C{x, x1, . . . , xn} and B ∈ C{x1, . . . , xn} such that Resγ (ϕ)=
(A/B)|γ .

Proof. There exist A′, B ′ ∈ C{x, x1, . . . , xn} such that Resγ (ϕ)= (A′/B ′)|γ by
Proposition 5.2. We denote π(x, x1, . . . , xn)= (x1, . . . , xn) and Z = γ ∩ {B ′ = 0}. Let
g = 0 be an irreducible equation of γ . We have dim Z ≤ n − 1 and then dim π(Z)≤
n − 1. Consider h in C{x1, . . . , xn} such that h|π(Z) ≡ 0 but h|γ 6= 0; that is possible since
γ is non-fibered. We obtain

h ∈ I Z(g, B ′) H⇒ h ∈
√
(g, B ′) H⇒ hm

= Jg + K B ′,
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for some m ∈ N and J, K ∈ C{x, x1, . . . , xn}. The function

A

B
=

K A′

K B ′ + Jg
=

K A′

hm

is equal to Resγ (ϕ) in γ . 2

5.2. The homological equation. We can linearize the problem of formal classification
of up-diffeomorphisms. It can be reduced to deal with equations of the form

∂α

∂x
=

A

f
,

where A, f ∈ C{x, x1, . . . , xn}. This equation is called the homological equation.

Definition 5.1. Consider the decomposition f l1
1 · · · f

lp
p Fm1

1 · · · F
mq
q of f into irreducible

factors. We suppose that f j = 0 is non-fibered and Fk = 0 is fibered for all 1≤ j ≤ p and
1≤ k ≤ q . Moreover we suppose that Fk ∈ C{x1, . . . , xn} for 1≤ k ≤ q. Now we define

fN =
∏p

j=1 f
l j
j and fF =

∏q
k=1 Fmk

k . We say that a meromorphic germ of function α is
special with respect to f if it can be expressed in the form

α =
β

f l1−1
1 · · · f

lp−1
p fF

,

for some β in C{x, x1, . . . , xn}. A homological equation ∂α/∂x = A/ f is special if it
has a special solution (with respect to f ). Most of the time we drop the expression ‘with
respect to f ’ since it is clear from the context.

Definition 5.2. Let f = fF fN ∈ C{x, x1, . . . , xn} (see Definition 5.1). We say that the
homological equation ∂α/∂x = A/ f is free of residues if the one-dimensional 1-form(

A

fN
(x, x0

1 , . . . , x0
n)

)
dx ∈�1

( n⋂
j=1

{x j = x0
j }

)

has residue zero in the neighborhood of every point P = (x0, x0
1 , . . . , x0

n) such that
fN (P)= 0 and fN (x, x0

1 , . . . , x0
n) 6≡ 0.

Clearly a special homological equation is free of residues. Roughly speaking in the
rest of this subsection we study the gap between the concepts of ‘free of residues’ and
‘special’ for homological equations. We determine generic conditions in which free of
residues implies special (see Lemma 5.2, Corollary 5.1 and Proposition 5.5). Moreover,
in the remaining cases we prove that every free of residues homological equation admits a
meromorphic solution (Proposition 5.3).

Generically a free of residues homological equation ∂α/∂x = A/ f is special and, in
particular, in the finite codimension case, i.e. f (x, 0, . . . , 0) 6≡ 0.

LEMMA 5.2. Let E ≡ [∂α/∂x = A/ f ] be a free of residues homological equation.
Suppose that fN (x, 0, . . . , 0) 6≡ 0 (see Definition 5.1). Then E is special.
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Proof. We can suppose that fF (see Definition 5.1) is a unit since, provided a special
solution α′ of ∂α′/∂x = A/ fN , the function α = α′/ fF is a special solution of E . Consider
a small neighborhood V ′ ×W of the origin in C× Cn contained in the domain of
definition of E . We can suppose that V ′ is simply connected. Let V ⊂ C be a simply
connected open set such that 0 6∈ V ⊂ V ′. We can suppose that (V ×W ) ∩ { fN = 0} = ∅.

The equation E has a solution α ∈O(V ×W ). It can be extended to the set (V ×W ) \

{ fN = 0} by analytic continuation since the residues vanish. Consider a point Q ∈ { fN =

0} such that ∂/∂x is transversal to fN = 0 at Q. There exist coordinates (z, z1, . . . , zn)

centered at Q such that ∂/∂x and fN = 0 become ∂/∂z and z = 0 respectively. By
integrating with respect to z we obtain a special solution αQ in the neighborhood of Q.
Now ∂(α − αQ)/∂x = 0 implies that α − αQ is holomorphic in a neighborhood of Q.
Hence α is special in a neighborhood of Q. Since ∂/∂x is transversal to fN = 0 except at
a set whose codimension is greater than 1, then α is a special solution of E . 2

COROLLARY 5.1. For n = 1 (i.e. A, f ∈ C{x, x1}) we have that a homological equation
∂α/∂x = A/ f is free of residues if and only if it is special.

In general the vanishing of the residues does not imply the existence of a special
solution. An example is given by ∂α/∂x = 1/(z − xy)2. On the one hand it is free of
residues since α = 1/((z − xy)y) is a solution. On the other hand there is no special
solution β/(z − xy) since otherwise we obtain 1= (∂β/∂x) (z − xy)+ βy ∈ (y, z).

Definition 5.3. Let f = fN fF ∈ C{x, x1, . . . , xn} (see Definition 5.1). Let
∏p

j=1 f
l j
j be

the decomposition into irreducible factors of fN . We define the evil set S( f ) of f as the
union of the fibered varieties contained in

∏
l j>1 f j = 0. The set S( f ) is analytic and of

codimension at least 2.

We want to obtain a solution as close as possible to be special for a free of residues
equation ∂α/∂x = A/ f . The obstruction is somehow located in the evil set S( f ) (see
Proposition 5.5). Moreover, a free of residues ∂α/∂x = A/ f always admits a meromorphic
solution of the form β/J where β is special and J vanishes to order big enough in S( f ).

PROPOSITION 5.3. Let E ≡ [∂α/∂x = A/ f ] be a free of residues homological equation.
Let H ∈ C{x1, . . . , xn} \ {0} vanishing in the evil set of f . Then there exists k ∈ N ∪ {0}
depending only on f such that ∂α/∂x = (AH k)/ f is special.

5.2.1. Proof of Proposition 5.3. The proof is based on a reduction to the case S( f )= ∅
by doing a sequence of blow-ups centered in fibered manifolds. We associate a cocycle
δ0(E) to E and then we prove that E is special if and only if the class of δ0(E) in a certain
cohomology group H1 is zero. Anyway, the class of δ0(E) is always vanishing when we
consider the right group of homology. As a consequence we find a meromorphic solution
of E .

Let
∏p

j=1 f
l j
j be the decomposition in irreducible factors of fN (see Definition 5.1).

We define the following sheafs:
• OR( f ) of functions α such that α f/( f1 . . . f p) is holomorphic;
• OD( f ) is the subsheaf of OR( f ) of first integrals of ∂/∂x ; and
• OQ( f ) is the quotient sheaf OR( f )/OD( f ).
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The sheaf OR( f ) is the sheaf of special functions. Note that the sheafs OR( f ), OD( f )

and OQ( f ) do not change if we replace f with fF
∏

l j>1 f
l j
j .

The vanishing of the residues of E implies that f j divides A if l j = 1. By replacing

E with ∂α/∂x = (A/
∏

l j=1 f j )/( fF
∏

l j>1 f
l j
j ) we can suppose that l j > 1 for any

1≤ j ≤ p.
Consider a small polydisk 1⊂ Cn+1 such that A ∈O(1). Now for every Y ∈1 \

S( f ) there exists a solution αY ∈OR( f ) of E defined in a neighborhood UY of Y by
Lemma 5.2. For another Y ′ ∈1 \ S( f )we have ∂(αY − αY ′)/∂x = 0 and then αY − αY ′ ∈

OD( f ) (UY ∩UY ′). Therefore E defines a unique section in H0(1 \ S( f ),OQ( f )).
Conversely, let B ∈ H0(1 \ S( f ),OQ( f )); we have that f ∂B/∂x is holomorphic in
1 \ S( f ). Since cod S( f )≥ 2 then f ∂B/∂x can be extended to 1. Thus ∂α/∂x =
( f ∂B/∂x)/ f is a free of residues homological equation defined in 1. We have proved
the following result.

LEMMA 5.3. Fix f ∈ C{x, x1, . . . , xn}. The free of residues homological equations
defined in 1 of the form ∂α/∂x = A/ f are in a bijective correspondence with
H0(1 \ S( f ),OQ( f )).

The exact sequence 0→OD( f )
i
→OR( f )

p
→OQ( f )→ 0 provides the long exact

sequence

0→ H0(1 \ S( f ),OD( f ))
i0

→ H0(1 \ S( f ),OR( f ))
p0

→ H0(1 \ S( f ),OQ( f ))
δ0

→ H1(1 \ S( f ),OD( f ))→ · · · .

The set of special equations of the form ∂α/∂x = A/ f is the image of p0. We have

0→
H0(1 \ S( f ),OQ( f ))

p0(H0(1 \ S( f ),OR( f )))
δ0

→ H1(1 \ S( f ),OD( f )).

Since the existence of the evil set is itself an obstruction for the vanishing of
H1(1 \ S( f ),OD( f )) we try to remove it by blow-up. Consider a sequence of blow-ups
π1, π2, . . . , πd centered at fibered varieties. In other words the center of π1 is fibered, the
center of π2 is a union of orbits of (π1)

∗(∂/∂x) and so on. We denote $ = π1 ◦ · · · ◦ πd .
After a finite number of blow-ups we can obtain $ such that the strict transform f̃ j

of f j = 0 does not contain orbits of $ ∗(∂/∂x) for any 1≤ j ≤ p. Let
∏q

j=1 F
m j
j be the

irreducible decomposition of fF . The divisor [ f ◦$ ] is of the form

[ f ◦$ ] =
p∑

j=1

l j [ f̃ j ] +

q∑
j=1

m j [F̃ j ] +

s∑
j=1

c j [H j ],

where F̃ j is the strict transform of F j = 0. We have that $−1(S( f ))=
⋃s

j=1 H j where
H j is a fibered hypersurface and c j ∈ N for any 1≤ j ≤ s. We define k =max1≤ j≤s c j .
We obtain

[(H k fF ) ◦$ ] = k[H̃ ] +
q∑

j=1

m j [F̃ j ] +

s∑
j=1

t j [H j ],

where H̃ is the strict transform of H = 0 and t j ≥ k ≥ c j for any 1≤ j ≤ s.
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Consider a polydisk 1 and the sheafs OD( f ◦$), OR( f ◦$) and OQ( f ◦$). We
have

0→
H0($−1(1),OQ( f ◦$))

p0(H0($−1(1),OR( f ◦$)))
δ0

→ H1($−1(1),OD( f ◦$)).

The polydisk1 is of the form10 ×1
′
⊂ C× Cn . Moreover, the choice of$ implies that

$−1(10 ×1
′)=10 ×$

−1(1′). We obtain

H1($−1(1),OD((H
k fF ) ◦$))∼ H1($−1(1′),O).

We can prove by using the expression of the blow-up in coordinate charts that
H1($−1(1′),O)= H1(1′,O). This implies that

H1($−1(1),OD((H
k fF ) ◦$))= 0.

Since

OD( f ◦$)=OD

( q∑
j=1

m j [F̃ j ] +

s∑
j=1

c j [H j ]

)
⊂OD((H

k fF ) ◦$),

then for any homological equation ∂α/∂x = A/ f such that A ∈O(1) we can find a
meromorphic solution β ′ in O($−1(1)) such that

[β ′]∞ ≤ k[H̃ ] +
p∑

j=1

(l j − 1) [ f̃ j ] +

q∑
j=1

m j [F̃ j ] +

s∑
j=1

t j [H j ].

By blowing down we obtain a solution β/(H k fF
∏

1≤ j≤p f
l j−1
j ) of the equation ∂α/∂x =

A/ f for some β ∈O(1).

5.2.2. Relation between free of residues and special. Given f ∈ C{x, x1, . . . , xn} we
are interested in the properties of the quotient (free of residues/special) of homological
equations and in particular under what conditions on the evil set S( f ) it is 0 or a finite
dimensional complex vector space.

Definition 5.4. Let f ∈ C{x, x1, . . . , xn}. Let Fr( f ) be the set of free of residues
homological equations of the form ∂α/∂x = A/ f for some A ∈ C{x, x1, . . . , xn}. We
define Sp( f ) as the subset of Fr( f ) of special equations. We denote the set H0(1 \

S( f ),OQ( f )) of free of residues homological equations defined in1 by Fr( f, 1) and its
subset p0(H0(1 \ S( f ),OR( f ))) of special equations by Sp( f, 1).

The next proposition is straightforward.

PROPOSITION 5.4. Let 0 6= f ∈ C{x, x1, . . . , xn}. We have

Fr( f )

Sp( f )
= lim
→

H0(1 \ S( f ),OQ( f ))

p0(H0(1 \ S( f ),OR( f )))
.

We have Fr( f )/Sp( f )= 0 for small evil sets.

PROPOSITION 5.5. Suppose cod S( f )≥ 3. Then a free of residues ∂α/∂x = A/ f is
special.
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Proof. It suffices to show that H1(1 \ S( f ),OD( f ))= 0 for any polydisk 1 small
enough. We have OD( f )∼OD( fN )=O where O is the sheaf of holomorphic functions
in Cn . The sheaf O is coherent and then the first homology group does not change
by removing analytic sets of codimension at least 3 (see [17]). We obtain H1(1 \

S( f ),OD( f ))= 0. 2

Denote by e(1) the canonical mapping from Fr( f, 1)/Sp( f, 1) to Fr( f )/Sp( f ).
The next proposition makes clear that Fr( f )/Sp( f ) behaves like a space of germs.

PROPOSITION 5.6. There exists a fundamental system (1 j ) j∈N of open neighborhoods of
the origin such that e(1 j ) is injective for any j ∈ N. In particular we have

Fr( f )

Sp( f )
=

⋃
j∈N

Fr( f, 1 j )

Sp( f, 1 j )
.

Proof. We can suppose that fF is a unit without lack of generality. Therefore we have
OD( f )=O where O is the sheaf of holomorphic functions in Cn .

Consider the subset S′( f ) of S( f ) of points at which S( f )⊂ Cn is smooth and of
codimension 2. We define 1 j = V j × V n

j such that:
• (V j ) j∈N is a sequence of open neighborhoods of 0 ∈ C;
• (V n

j ) j∈N is a sequence of open neighborhoods of 0 ∈ Cn ; and

• all the connected components of S′( f ) in V n
j adhere to 0 for j ∈ N.

Fix j ∈ N. We have to prove that E ∈ Fr( f, 1 j ) and e(1 j ) (E)= 0 imply that
E ∈ Sp( f, 1 j ). Consider the element δ0(E) of H1(V n

j \ S( f ),O) (see §5.2.1). For

every open set U ⊂ V n
j \ S( f ) we define δ0(E,U ) as the image of δ0(E) by the canonical

mapping

H1(V n
j \ S( f ),O)→ H1(U,O).

We define S′′( f ) as the subset of S′( f ) whose elements P ∈ S′′( f ) satisfy the property
that there exists an open neighborhood UP ⊂ V n

j of P such that δ0(E,UP \ S( f ))= 0.
This property is equivalent to the existence of a neighborhood of V j × {P} where E has a
special solution.

By definition S′′( f ) is open in S′( f ) ∩ V n
j . We claim that S′′( f ) is closed in S′( f ) ∩

V n
j . Let Q ∈ S′′( f ) ∩ (S′( f ) ∩ V n

j ). There exists a coordinate system (y1, . . . , yn)

centered at Q such that S( f ) is given by y1 = y2 = 0 in a neighborhood of Q. We
denote Kδ =

⋂n
k=1{|yk |< δ}; we fix δ > 0 such that Kδ is contained in V n

j . Denote K j
δ =

Kδ \ {y j = 0} for j ∈ {1, 2}; then K 1
δ ∪ K 2

δ is a Leray covering of Kδ \ S( f ) for O. Thus,
there exists a special solution hk ∈OR( f ) (V j × K k

δ ) of E for any k ∈ {1, 2}; moreover
δ0(E, Kδ \ S( f )) is given by the function h1 − h2 ∈O(K 1

δ ∩ K 2
δ ). As a consequence

h1 − h2 can be expressed in the form

h1 − h2 =
∑

(k,l)∈Z2

ak,l(y3, . . . , yn)y
k
1 yl

2,

where ak,l is analytic in
⋂n

r=3{|yr |< δ} for any (k, l) ∈ Z2. Since Q ∈ S′′( f ) then ak,l

vanishes in an open set of
⋂n

r=3{|yr |< δ} and then in the whole
⋂n

r=3{|yr |< δ} for any
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(k, l) ∈ (Z<0)
2. The function

h1 −
∑

k∈Z,l≥0

ak,l(y3, . . . , yn)y
k
1 yl

2 = h2 +
∑

k≥0,l<0

ak,l(y3, . . . , yn)y
k
1 yl

2

is a special solution of E defined in V j × (Kδ \ S( f )) and then in V j × Kδ since
cod S( f )≥ 2. Therefore S′′( f ) is closed in S′( f ) ∩ V n

j .
Every connected component of S′( f ) ∩ V n

j adheres to 0 and then it intersects S′′( f )

since e(1 j )(E)= 0. We obtain S′′( f )= S′( f ) ∩ V n
j . Indeed δ0(E) belongs to H1(V n

j \

(S( f ) \ S′( f )),O) by the previous discussion. The set S( f ) \ S′( f ) has codimension
greater than 2 and then δ0(E)= 0 by Scheja’s theorem. Thus E belongs to Sp( f, 1 j ). 2

In the low dimensional cases we can be even more explicit.

PROPOSITION 5.7. Let 0 6= f ∈ C{x, x1, . . . , xn}. Suppose n ≤ 2. Then there exists a
fundamental system (1 j ) of open neighborhoods of the origin such that e(1 j ) is an
isomorphism. Moreover Fr( f )/Sp( f ) is a finite dimensional complex vector space.

Proof. For n ≤ 1 we have S( f )= ∅. Thus H1(1 \ S( f ),OD( f ))= 0 for every domain
1 small enough. This implies that Fr( f )/Sp( f )= 0.

Let n = 2. We can suppose that fF is a unit without lack of generality. Moreover
we can also suppose that S( f ) 6= ∅ since otherwise we proceed as for n ≤ 1. Thus we
have S( f )= {(0, 0)} since cod S( f )≥ 2. Consider a sequence 1 j = B(0, 1/j)3. We
define K l

j = B(0, 1/j)2 \ {xl = 0} for l ∈ {1, 2}; the set B(0, 1/j)2 \ {(0, 0)} admits a

Leray covering K 1
j ∪ K 2

j for O.
By Proposition 5.3 there exists k ∈ N such that every E ∈ Fr( f, 1 j ) has a solution

αE,l/xk
l where αE,l is special in B(0, 1/j)3 for l ∈ {1, 2}. Now δ0(E) (see §5.2.1) is given

by the function αE,1/xk
1 − αE,2/xk

2 ∈O(K
1
j ∩ K 2

j ). By construction αE,1/xk
1 − αE,2/xk

2

is of the form h/(xk
1 xk

2 ) where h is holomorphic in B(0, 1/j)2. Since xa
1 xb

2 is 0 in
H1(B(0, 1/j)2 \ {0},O) if (a, b) 6∈ (Z<0)

2 then the dimension of Fr( f, 1 j )/Sp( f, 1 j )

as a complex vector space is less than or equal to k2.
The canonical mapping

Fr( f, 1 j )

Sp( f, 1 j )
→

Fr( f, 1 j+1)

Sp( f, 1 j+1)

is injective by Proposition 5.6 for j � 0. Thus dimC Fr( f, 1 j )/Sp( f, 1 j ) is a non-
decreasing sequence from some moment on. Since it is bounded from above then
dimC Fr( f, 1 j )/Sp( f, 1 j ) is constant for any j ≥ j0 and some j0 ∈ N. Hence e(1 j )

is an isomorphism for any j ≥ j0. Clearly Fr( f )/Sp( f ) is finite dimensional. 2

5.3. The residue functions are formal invariants. Given a germ τ ∈ Diffu(C, 0) tangent
to the identity, the couple (ν(τ ), Res(τ )) (see §5.1) provides a complete system of formal
invariants. Since the ideal generated by τ(x)− x is (x)ν(τ) then we can replace ν(τ) with
the ideal (τ (x)− x). Given ϕ, η ∈ Diffup(Cn+1, 0) and a formal σ ∈ D̂iff(Cn+1, 0) such
that σ ◦ ϕ = η ◦ σ we have:
• (x1, . . . , xn) ◦ σ ∈ C[[x1, . . . , xn]]

n , i.e. σ preserves dx1 = · · · = dxn = 0; and
• the equality of ideals (x ◦ η − x) ◦ σ = (x ◦ ϕ − x) in C[[x, x1, . . . , xn]].
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The first property means that a conjugation preserves the parameter space. The second
property implies that the ideal (x ◦ ϕ − x) associated to the fixed points set of ϕ ∈
Diffup(Cn+1, 0) is a formal invariant. It is the generalization of the order of contact
associated to elements of Diffu(C, 0). It is natural to ask whether the residue functions
defined in §5.1 are also formal invariants, then generalizing the residue invariant in one
variable. The answer is positive and the proof is the object of this subsection.

The proof of the invariance of the residues is based on the study of the dual form. Let
ϕ = exp(û f ∂/∂x) ∈ Diffup(Cn+1, 0). We call dual form of log ϕ the dual form dx/(û f )
of log ϕ in the relative cohomology of ∂/∂x . Since û is t.f. along f = 0 then there exists
u ∈ C{x, x1, . . . , xn} such that û − u ∈ ( f ). We define the differential d1h = (∂h/∂x) dx
relative to ∂/∂x . We have

dx

û f
=

dx

u f
+

u − û

f

1
uû

dx =
dx

u f
+ d1 K̂ ,

for some K̂ ∈ C[[x, x1, . . . , xn]]. Thus the dual form can be decomposed as the sum of a
meromorphic 1-form and a formal exact 1-form. Let α = exp(u f ∂/∂x); by the definitions

in §5.1 the diffeomorphisms α and ϕ have the same residue functions. Let fN =
∏p

j=1 f
l j
j ;

by Lemma 5.1 there exist series Pj ∈ C{x, x1, . . . , xn} and Q j ∈ C{x1, . . . , xn} such that
we have Res f j=0(ϕ)= (Pj/Q j )| f j=0 for any 1≤ j ≤ p. We define

ω =
dx

u f
−

∑
1≤ j≤p

Pj

Q j

∂ f j/∂x

f j
dx .

The form ω has vanishing residues in fN = 0. We obtain ω = d1(A/B) for some A, B ∈
C{x, x1, . . . , xn} by Proposition 5.3. This implies the following result.

LEMMA 5.4. Let ϕ = exp(û f ∂/∂x) ∈ Diffup(Cn+1, 0). We have

dx

û f
= d1

(
C

D

)
+

∑
1≤ j≤p

Pj

Q j

∂ f j/∂x

f j
dx

for some C ∈ C[[x, x1, . . . , xn]] and D ∈ C{x, x1, . . . , xn}.

Let ϕ1, ϕ2 ∈ Diffup(Cn+1, 0). Suppose that there exists σ̂ ∈ D̂iff(Cn+1, 0) such
that ϕ2 ◦ σ̂ = σ̂ ◦ ϕ1. Denote f = x ◦ ϕ1 − x . Consider the irreducible decomposition

fN fF =
∏p

j=1 f
l j
j

∏q
j=1 F

m j
j (see Definition 5.1) of f . We have that:

• σ̂ preserves the fibration dx1 = · · · = dxn = 0;
• f j ◦ σ̂

−1
= 0 is a non-fibered subvariety of Fix ϕ2 for 1≤ j ≤ p; and

• F j ◦ σ̂
−1
= 0 is a fibered analytic subset of Fix ϕ2 for 1≤ j ≤ q.

Let g j = 0 be an irreducible analytic equation of f j ◦ σ̂
−1
= 0 for 1≤ j ≤ p. The dual

forms of log ϕ1 and log ϕ2 can be expressed as

d1

(
C1

D1

)
+

∑
1≤ j≤p

P1
j

Q1
j

∂ f j/∂x

f j
dx and d1

(
C2

D2

)
+

∑
1≤ j≤p

P2
j

Q2
j

∂g j/∂x

g j
dx,

respectively.

PROPOSITION 5.8. The residue functions are formal invariants.
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Proof. We keep the notation preceding the proposition. We define M j = Q1
j (Q

2
j ◦ σ̂ ) and

N j = P1
j (Q

2
j ◦ σ̂ )− Q1

j (P
2
j ◦ σ̂ ) for 1≤ j ≤ p. Our claim is equivalent to N j ∈ ( f j )

for any 1≤ j ≤ p. We denote by � j the dual form of log ϕ j for j in {1, 2}. We have
σ̂ ∗�2 =�1. Note that σ̂ ∗(h dx)= (h ◦ σ̂ ) (∂(x ◦ σ̂ )/∂x) dx ; we are always working in
the relative cohomology with respect to ∂/∂x . We have that σ̂ ∗�2 − d1((C2/D2) ◦ σ̂ ) is
equal to

∑
1≤ j≤p

(( P2
j

Q2
j

∂g j/∂x

g j

)
◦ σ̂

)
d1(x ◦ σ̂ )=

∑
1≤ j≤p

P2
j

Q2
j

◦ σ̂
∂(g j ◦ σ̂ )/∂x

g j ◦ σ̂
dx .

By construction g j ◦ σ̂ is of the form v̂ j f j for some formal unit v̂ j and any 1≤ j ≤ p. We
obtain

σ̂ ∗�2 − d1((C2/D2) ◦ σ̂ )=
∑

1≤ j≤p

P2
j

Q2
j

◦ σ̂
∂v̂ j/∂x

v̂ j
dx +

∑
1≤ j≤p

P2
j

Q2
j

◦ σ̂
∂ f j/∂x

f j
dx .

The form
∑

1≤ j≤p((P
2
j /Q2

j ) ◦ σ̂ ) ((∂v̂ j/∂x)/v̂ j ) dx does not have non-fibered poles
and then it can be expressed in the form d1(J1/J2) for some J1 ∈ C[[x, x1, . . . , xn]] and
J2 ∈ C[[x1, . . . , xn]]. Since σ̂ ∗�2 =�1 then there exist C, D ∈ C[[x, x1, . . . , xn]] such
that

d1

(
C

D

)
=

∑
1≤ j≤p

∂ f j/∂x

f j

( P1
j

Q1
j

−
P2

j

Q2
j

◦ σ̂

)
dx .

The previous expression is equivalent to

D2
p∑

j=1

∂ f j

∂x
N j

∏
k 6= j

fk

∏
k 6= j

Mk =

p∏
k=1

fk

p∏
k=1

Mk

(
∂C

∂x
D − C

∂D

∂x

)
.

Let µr be the greatest integer such that f µr
r divides D for 1≤ r ≤ p. For µr > 0

the left-hand side belongs to ( f 2µr
r ) and the right-hand side belongs to ( f µr

r ) \ ( f µr+1
r );

this implies that µr = 0 for 1≤ r ≤ p. The right-hand side belongs to ( fr ), and as a
consequence

D2
p∑

j=1

∂ f j

∂x
N j

∏
k 6= j

fk

∏
k 6= j

Mk ∈ ( fr ) H⇒ Nr ∈ ( fr ),

for any 1≤ r ≤ p. 2

5.4. Homological equation and formal conjugation. In this subsection we relate the
formal conjugacy problem with the solvability of homological equations.

Definition 5.5. Let f ∈ C{x, x1, . . . , xn}. We say that σ̂ ∈ D̂iffp(Cn+1, 0) is normalized
with respect to f = 0 if x ◦ σ̂ − x ∈

√
( fN ) (see Definition 5.1).

Definition 5.6. We say that ϕ1, ϕ2 ∈ Diffup(Cn+1, 0) are formally conjugated by a
normalized transformation if there exists a normalized σ̂ ∈ Diffp(Cn+1, 0) (with respect
to x ◦ ϕ1 − x = 0) such that ϕ2 ◦ σ̂ = σ̂ ◦ ϕ1.
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In such a case the ideals of fixed points (x ◦ ϕ1 − x) and (x ◦ ϕ2 − x) coincide. Thus
ϕ1, ϕ2 both belong to D f (see §2) for some f ∈ C{x, x1, . . . , xn} such that f (0)= 0
and (∂ f/∂x) (0)= 0. We restrict our study to formal normalized conjugations. Later on
we will see that this point of view is complete since general formal conjugations can be
reduced to the normalized setting.

We associate a homological equation E = (∂α/∂x = A/ f ) to any pair of elements
ϕ1, ϕ2 ∈D f . In this subsection we prove that ϕ1 and ϕ2 are formally conjugated by
a normalized transformation if and only if E is special. This equivalence allows us to
describe a complete system of formal invariants (§5.6) by using the results in §5.2.2.

Let ϕ1, ϕ2 ∈D f . We define û j = (log ϕ j ) (x)/ f for j ∈ {1, 2}. Throughout this section

we fix the decomposition
∏p

j=1 f
l j
j of fN (see Definition 5.1) into irreducible factors.

The equation
∂α

∂x
=

1
û1 f
−

1
û2 f

is called the homological equation associated to ϕ1 and ϕ2. We call it special if there

exists a special solution β/( fF
∏p

j=1 f
l j−1
j ) where β in C[[x, x1, . . . , xn]]. Note that

if 1/û1 − 1/û2 ∈ C{x, x1, . . . , xn} then the definition of special of §5.2 implies that the
solution is convergent. The two definitions are the same.

LEMMA 5.5. Consider a homological equation E ≡ (∂α/∂x = A/ f ) where A, f belong
to C{x, x1, . . . , xn}. If there exists a formal special solution then there also exists a
convergent special solution.

Proof. We can suppose that fF is a unit without lack of generality. Consider a formal

special solution β̂/(
∏

1≤ j≤p f
l j−1
j ) of E . We have

∂β̂

∂x

p∏
j=1

f j − β̂

p∑
j=1

(l j − 1)
∂ f j

∂x

∏
k∈{1,...,p}\{ j}

fk = A.

If l j = 1 then f j divides A. By considering ∂α/∂x = (A/
∏

l j=1 f j )/(
∏

l j>1 f
l j
j ) we can

suppose that l j > 1 for any 1≤ j ≤ p. The function A belongs to the ideal generated
by

∏p
j=1 f j and

∑p
j=1(l j − 1) (∂ f j/∂x)

∏
k 6= j fk in C[[x, x1, . . . , xn]]. Thus it also

belongs to the ideal in C{x, x1, . . . , xn} sharing the same generators; in particular there
exist C, D0 ∈ C{x, x1, . . . , xn} such that

A = C
p∏

j=1

f j − D0

p∑
j=1

(l j − 1)
∂ f j

∂x

∏
k∈{1,...,p}\{ j}

fk .

We define γ̂ = β̂ − D0. We obtain

∂γ̂

∂x

p∏
j=1

f j − γ̂

p∑
j=1

(l j − 1)
∂ f j

∂x

∏
k∈{1,...,p}\{ j}

fk =

(
C −

∂D0

∂x

) p∏
j=1

f j .

The previous formula implies that γ̂ ∈ (
∏p

j=1 f j ). Hence (γ̂ /
∏p

j=1 f j )/(
∏p

j=1 f
l j−2
j ) is

a solution of
∂α

∂x
=

C − ∂D0/∂x∏p
j=1 f

l j−1
j

.

https://doi.org/10.1017/S0143385707000867 Published online by Cambridge University Press

https://doi.org/10.1017/S0143385707000867


1352 J. Ribón

By induction on max1≤ j≤p l j we can prove that there exists D ∈ C{x, x1, . . . , xn}

such that (β̂ − D)/
∏p

j=1 f
l j−1
j is a solution of the equation ∂α/∂x = ξ for some ξ ∈

C{x, x1, . . . , xn}. We choose a convergent solution α0 ∈ C{x, x1, . . . , xn} of the latter

equation. Then D/
∏p

j=1 f
l j−1
j + α0 is a special convergent solution of E . 2

We introduce the main proposition in this subsection.

PROPOSITION 5.9. Let ϕ1, ϕ2 ∈ Diffup(Cn+1, 0). Then they are formally conjugated by a
normalized transformation if and only if the associated homological equation is special.

The proposition implies that the existence of formal normalized conjugation is
equivalent to the solvability of a linear differential equation. The proof of Proposition 5.9
is obtained by reducing the setting to the case where log ϕ j is convergent for j ∈ {1, 2}.

Definition 5.7. Denote by ∼ the equivalence relation given by ϕ1 ∼ ϕ2 if ϕ1 is conjugated
to ϕ2 by a normalized σ ∈ Diffp(Cn+1, 0).

PROPOSITION 5.10. Let ϕ j = exp(u j f ∂/∂x) ∈ Diffup(Cn+1, 0) with convergent in-
finitesimal generator for j ∈ {1, 2}. Assume that the homological equation associated to
ϕ1 and ϕ2 is special. Then we obtain ϕ1 ∼ ϕ2.

Proof. Let us use the path method (see [16] and [12]). We define

X1+z = u1+z f
∂

∂x
=

u1u2 f

zu1 + (1− z)u2

∂

∂x
.

Denote c = u2(0)/(u2(0)− u1(0)). We have X1+z0 ∈ X (Cn+1, 0) for any z0 ∈ C \ {c}.
The choice of X1+z assures that the homological equation

∂α

∂x
= z

(
1

u1 f
−

1
u2 f

)
associated to exp(X1) and exp(X1+z) is special. It suffices to prove that X1 ∼ X2 for
c 6∈ [0, 1]. If c ∈ [0, 1] we define

Y 1
1+z =

u1u1+i f

zu1 + (1− z)u1+i

∂

∂x
and Y 2

1+z =
u1+i u2 f

zu1+i + (1− z)u2

∂

∂x
.

Since u1+i (0)/(u1+i (0)− u1(0)) and u2(0)/(u2(0)− u1+i (0)) do not belong to [0, 1] then
X1 ∼ X1+i ∼ X2.

Suppose that c 6∈ [0, 1]. We look for W ∈ X (Cn+2, 0) of the form

W = h(x, x1, . . . , xn, z) f
∂

∂x
+
∂

∂z

such that [W, X1+z] = 0. We ask for h fF
∏p

j=1 f
l j−1
j to be holomorphic in a connected

domain V × V ′ ⊂ Cn+1
× C containing {0} × [0, 1]. We also require h f to vanish at

{0} × V ′. Suppose that such a W exists, then exp(W )|z=0 is a normalized mapping
conjugating X1 and X2.

The equation [W, X1+z] = 0 is equivalent to

u1+z f
∂(h f )

∂x
− h f

∂(u1+z f )

∂x
=
∂(u1+z f )

∂z
.
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By simplifying we obtain

u1+z f
∂h

∂x
− h f

∂u1+z

∂x
=
∂u1+z

∂z
H⇒

∂(h/u1+z)

∂x
=

1
u1 f
−

1
u2 f

.

Let α be a special solution of the homological equation associated to ϕ1 and ϕ2. For
p = 0 we can suppose that (α f ) (0)= 0 by choosing α of the form α′/ fF where α′ ∈
C{x, x1, . . . , xn} satisfies α′(0)= 0 and ∂α′/∂x = 1/u1 − 1/u2. We are done by defining
h = u1+zα. 2

The reciprocal is also true.

PROPOSITION 5.11. Let ϕ j = exp(u j f ∂/∂x) ∈ Diffup(Cn+1, 0) with convergent in-
finitesimal generator for j ∈ {1, 2}. Suppose ϕ1 ∼ ϕ2 (see Definition 5.7). Then the
associated homological equation is special.

Proof. Consider P 6∈ { fN = 0}. By Lemma 5.2 there exists a special solution ψ j,P

of ∂ψ j,P/∂x = 1/(u j f ) defined in a neighborhood of P for j ∈ {1, 2}. Denote c =
(∂(x ◦ σ)/∂x) (0). Consider a normalized diffeomorphism σ conjugating ϕ1 and ϕ2. We
define the diffeomorphism σz = (1− z) Id+ zσ for any z ∈ C \ {(1− c)−1

}; we have that
σz is normalized for any z ∈ C \ {(1− c)−1

}. We can suppose that (1− c)−1
6∈ [0, 1];

otherwise we proceed in an analogous way as in Proposition 5.10 by considering the pairs
(ϕ1, σ

−1
i ◦ ϕ2 ◦ σi ) and (σ−1

i ◦ ϕ2 ◦ σi , ϕ2). For P 6∈ { fN = 0} and z ∈ [0, 1] we define

γz(P)= ψ2,P ◦ σz(P)− ψ2,P (P).

In the previous expressionψ2,P ◦ σz(P) is the value at σz(P) of the analytical continuation
of ψ2,P along the path [0, z] : s→ σs(P). Then γz is by construction a special solution of
the homological equation associated to σ−1

z ◦ ϕ2 ◦ σz and ϕ2 defined in the complement of
fN = 0 for any z ∈ [0, 1]. There exists a special solution αP of the homological equation
associated to ϕ1 and ϕ2 and defined in the neighborhood of P for P 6∈ S( f ) by Lemma 5.2.
Since ∂(γ1 − αP )/∂x = 0 then γ1 can be extended to the complement of S( f ). Moreover
cod S( f )≥ 2 implies that γ1 is special in a neighborhood of the origin. 2

The next proposition claims that every formal class of conjugation contains at least
one convergent normal form. That will allow us to prove Proposition 5.9 by reducing the
problem to the settings considered in Propositions 5.10 and 5.11.

PROPOSITION 5.12. Let ϕ = exp(û f ∂/∂x) ∈ Diffup(Cn+1, 0). There exists a germ of
function u ∈ C{x, x1, . . . , xn} such that ϕ and exp(u f ∂/∂x) are formally conjugated by
a normalized transformation.

Proof. Since û is t.f. along f = 0 (Proposition 4.6) then there exists uk ∈ C{x, x1, . . . , xn}

such that û − uk ∈ ( f k) for any k ∈ N. We denote ϕk = exp(uk f ∂/∂x). Let γk be a
solution of the homological equation associated to ϕk and ϕ1. Since 1/uk − 1/u1 belongs
to the ideal ( f ) we can choose γk in (x) ∩ C{x, x1, . . . , xn}. We have γk+1 − γk ∈mk

where m is the maximal ideal since ∂(γk+1 − γk)/∂x ∈ ( f k−1). The diffeomorphisms ϕk

and ϕ1 are conjugated by

σk
def
= exp

(
γk

uku1

zuk + (1− z)u1
f
∂

∂x
+
∂

∂z

)
|z=0

.
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Moreover σk converges in the Krull topology to some normalized σ̂ ∈ D̂iffp(Cn+1, 0)
conjugating ϕ and ϕ1. 2

Proof of the implication⇒ of Proposition 5.9. Define f = x ◦ ϕ1 − x . We have log ϕ j =

û j f ∂/∂x for j ∈ {1, 2}. Consider a unit u j in C{x, x1, . . . , xn} such that û j − u j ∈ ( f ).
Then α j = exp(u j f ∂/∂x) is formally conjugated to ϕ j by a normalized transformation
for j ∈ {1, 2} by the proof of Proposition 5.12. Thus α1 and α2 are formally conjugated by
a normalized transformation σ̂ ∈ D̂iffp(Cn+1, 0). Since(

1
û1 f
−

1
û2 f

)
−

(
1

u1 f
−

1
u2 f

)
∈ C[[x, x1, . . . , xn]],

it suffices to prove that the homological equation associated to α1 and α2 is special.

Consider the decomposition
∏p

j=1 f
l j
j into irreducible factors of fN (see

Definition 5.1). We denote by m̂ the maximal ideal of C[[x, x1, . . . , xn]]. For
k ≥ 2 there exists hk in C{x, x1, . . . , xn} such that hk − x ∈ (

∏p
j=1 f j ) and (x ◦ σ̂ −

hk)/
∏p

j=1 f j ∈ m̂k since σ̂ is normalized. We define the normalized diffeomorphism
σk = (hk, x1, . . . , xn).

Suppose that fN (P) 6= 0. There exists a special solution ψ2,P of ∂α/∂x = 1/u2 f
defined in the neighborhood of P . We define γk(P)= ψ2,P ◦ σk(P)− ψ2,P (P) as in
Proposition 5.11. Then γk extends to a special solution defined in a neighborhood of
the origin of the homological equation associated to σ−1

k ◦ α2 ◦ σk and α2 (see proof of

Proposition 5.11). We define βk = γk fF
∏p

j=1 f
l j−1
j ; we claim that the sequence βk

converges to some β̂ ∈ C[[x, x1, . . . , xn]] in the Krull topology. That is a consequence
of Taylor’s formula since

γk − γl =

∞∑
r=1

1
r !

(
∂rψ2

∂xr ◦ σl

)
(x ◦ σk − x ◦ σl)

r

implies that βk − βl ∈ m̂min(k,l). Since (log(σ−1
k ◦ α2 ◦ σk)) (x) converges to (log α1) (x)

in the Krull topology then β̂/( fF
∏p

j=1 f
l j−1
j ) is a special solution of the homological

equation associated to α1 and α2. 2

Proof of the implication⇐ of Proposition 5.9. We have that log ϕ j is of the form û j f ∂/∂x
for j ∈ {1, 2}. Let u j ∈ C{x, x1, . . . , xn} such that û j − u j ∈ ( f ) for j ∈ {1, 2}. We
define α j = exp(u j f ∂/∂x). The homological equation

∂α

∂x
=

(
1

u1 f
−

1
û1 f

)
+

(
1

û1 f
−

1
û2 f

)
+

(
1

û2 f
−

1
u2 f

)
,

associated to α1 and α2 is the result of adding three special equations; thus it is special.
The diffeomorphisms α1 and α2 are conjugated by a germ of normalized diffeomorphism σ

(Proposition 5.10). By the proof of Proposition 5.12 we know that ϕ j and α j are conjugated
by a formal normalized diffeomorphism σ̂ j for j ∈ {1, 2}. Then σ̂−1

2 ◦ σ ◦ σ̂1 is a formal
normalized diffeomorphism conjugating ϕ1 and ϕ2. 2
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5.5. Normal forms. Every up-diffeomorphism is formally conjugated to the exponential
of a holomorphic vector field (Proposition 5.12). Thus obtaining normal forms
for up-diffeomorphisms and unfoldings of elements of XN (C, 0)= x2C{x} ∂/∂x are
equivalent tasks. We generalize the classical normal forms for unfoldings of finite
codimension elements of XN (C, 0) (see [7]) to unfoldings of finite codimension
elements of Diffu(C, 0). The normal forms are considered up to normalized conjugation
(Proposition 5.13), parameterized conjugation (Proposition 5.14) and general formal
conjugation (Corollary 5.2).

PROPOSITION 5.13. Let ϕ ∈ Diffup(Cn+1, 0) such that ϕ|x1=···=xn=0 6= Id. There exist
functions a0, . . . , aν, b0, . . . , bν ∈ C{x1, . . . , xn} such that a j (0)= 0 for any j ∈
{0, . . . , ν}, b0(0) 6= 0 and ϕ is conjugated to

exp
(

xν+1
+ aν(x1, . . . , xn)xν + · · · + a0(x1, . . . , xn)

b0(x1, . . . , xn)+ · · · + bν(x1, . . . , xn)xν
∂

∂x

)
,

by a formal normalized transformation.

The number ν is the codimension of the element ϕ|x1=···=xn=0 of Diffu(C, 0). It
satisfies ν = ν(ϕ|x1=···=xn=0)− 1 (see §5.1). The previous proposition provides a normal
form (up to normalized conjugation) for unfoldings of finite codimension one-dimensional
diffeomorphisms that are tangent to the identity.

Proof. By Proposition 5.12 we can suppose that log ϕ is a holomorphic vector field.
Denote f = (log ϕ) (x); then we have f ∈ C{x, x1, . . . , xn}. The finite codimension
hypothesis implies that f (x, 0, . . . , 0) 6≡ 0. We obtain that f is of the form

[xν+1
+ aν(x1, . . . , xn)x

ν
+ · · · + a0(x1, . . . , xn)]/v(x, x1, . . . , xn),

for some unit v ∈ C{x, x1, . . . , xn} by the Weierstrass division theorem. Consider the
remainder

∑ν
j=0 b j (x1, . . . , xn)x j of the Weierstrass division v/(xν+1

+
∑ν

j=0 a j x j ).

Denote g = (xν+1
+

∑ν
j=0 a j x j )/(

∑ν
j=0 b j x j ). Since g − f belongs to the ideal ( f 2)

then the homological equation associated to exp( f ∂/∂x) and exp(g ∂/∂x) is of the form
∂α/∂x = A for some A ∈ C{x, x1, . . . , xn}. Such an equation is special, and thus ϕ and
exp(g ∂/∂x) are conjugated by a normalized diffeomorphism (Proposition 5.10). 2

By relaxing the conditions on the conjugating mappings we obtain simpler normal
forms. The next proposition provides a normal form which can be interpreted as a
generalization of the one provided by Proposition 5.13 in which we remove half of the
coefficients. The second normal form is interesting since it is polynomial in x .

PROPOSITION 5.14. Let ϕ ∈ Diffup(Cn+1, 0) with ϕ|x1=···=xn=0 6= Id. There exist
functions a0, ã0, . . . , aν−1, ãν−1, b, b̃ ∈ C{x1, . . . , xn} such that a j (0)= ã j (0)= 0 for
any j ∈ {0, . . . , ν − 1} and ϕ is conjugated to

exp
( xν+1

+
∑ν−1

j=0 a j x j

1+ bxν
∂

∂x

)
and exp

((
b̃x2ν+1

+ xν+1
+

ν−1∑
j=0

ã j x j
)
∂

∂x

)
by elements of D̂iffp(Cn+1, 0).
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Proof. By Proposition 5.12 we can suppose that log ϕ is a holomorphic vector field.
Denote f = (log ϕ) (x). The finite codimension hypothesis implies that there exists h ∈
Diff(C, 0) conjugating f (x, 0, . . . , 0) ∂/∂x and (cx2ν+1

+ xν+1) ∂/∂x for some ν ∈ N
and c =−Res(ϕ0). Up to replacing f ∂/∂x with (h(x), x1, . . . , xn)∗( f ∂/∂x) we can
suppose that f (x, 0, . . . , 0)= cx2ν+1

+ xν+1. The family(
βx2ν+1

+ xν+1
+

ν−1∑
j=0

α j x j
)
∂/∂x with α0, α1, . . . , αν−1, β ∈ C

is the versal deformation of (cx2ν+1
+ xν+1) ∂/∂x (see [7]). Therefore f ∂/∂x

is conjugated by an element of Diffp(Cn+1, 0) to a vector field (b̃x2ν+1
+ xν+1

+∑ν−1
j=0 ã j x j ) ∂/∂x for some ã0, . . . , ãν−1, b̃ ∈ C{x1, . . . , xn}.

The normal form exp[(1+ bxν)−1(xν+1
+

∑ν−1
j=0 a j x j ) ∂/∂x] is obtained in an

analogous way since f (x, 0, . . . , 0) ∂/∂x is analytically conjugated to xν+1/(1−
cxν) ∂/∂x and (1+ βxν)−1(xν+1

+
∑ν−1

j=0 α j x j ) ∂/∂x with α0, . . . , αν−1, β ∈ C is the

versal deformation of xν+1/(1− cxν) ∂/∂x . 2

Given a codimension ν element φ of Diffu(C, 0) we consider a general position
unfolding ϕ of φ. In fact ϕ is a ν-parameter unfolding; it belongs to Diffup(Cν+1, 0).
This case admits a specially simple normal form in which the low degree terms of the
normal form can be replaced by coordinate functions. The proof is a consequence of
Proposition 5.14 (see [7]).

COROLLARY 5.2. Let φ ∈ Diffu(C, 0) of codimension ν. Consider a general position
unfolding ϕ ∈ Diffup(Cν+1, 0) of φ. There exist functions b, b̃ ∈ C{x1, . . . , xν} such that
ϕ is formally conjugated to

exp
( xν+1

+
∑ν−1

j=0 x j+1x j

1+ bxν
∂

∂x

)
and exp

((
b̃x2ν+1

+ xν+1
+

ν−1∑
j=0

x j+1x j
)
∂

∂x

)
by elements of D̂iff(Cν+1, 0).

5.6. Theorem of formal normalized conjugation. Next we describe the nature of the
invariants for the formal normalized conjugation. Given ϕ1, ϕ2 ∈D f we associate to them
a homological equation E . Then E belongs to Sp( f ) (see Definition 5.4) if and only if ϕ1

and ϕ2 are conjugated by a formal normalized transformation (Proposition 5.9). Indeed the
residue functions of ϕ1 and ϕ2 coincide if and only if E ∈ Fr( f ) (see Definition 5.4). It is
natural to think that a complete system of invariants is composed of the residue functions
and the space Fr( f )/Sp( f ).

THEOREM 5.1. The residue functions associated to the non-fibered irreducible
components of f = 0 and the complex vector space Fr( f )/Sp( f ) are a complete system
of formal invariants for the normalized conjugation in D f .

Let us make explicit how Fr( f )/Sp( f ) can be interpreted as a space of formal
normalized invariants. Let ϕ ∈D f . We define the subset D f (ϕ) of D f whose elements τ
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satisfy the property that Resγ (ϕ)≡ Resγ (τ ) for any irreducible component γ of fN = 0
(see Definition 5.1). The theorem claims the existence of Inv f :D f (ϕ)→ Fr( f )/Sp( f )
such that Inv f (ϕ1)= Inv f (ϕ2) if and only if ϕ1 and ϕ2 are formally conjugated by a
normalized transformation.

Consider τ = exp(ûτ f ∂/∂x) ∈D f . Since ûτ is t.f. along f = 0 there exists a unit
uτ ∈ C{x, x1, . . . , xn} such that ûτ − uτ ∈ ( f ). We define a mapping Invϕf :D f (ϕ)→

Fr( f )/Sp( f ) given by

Invϕf (τ )=
[
∂α

∂x
=

1
f

(
1

uτ
−

1
uϕ

)]
+ Sp( f ).

The value Invϕf (τ ) is independent of the choices of uϕ and uτ . The mapping Invϕf is not the

only choice for Inv f since Invϕf 6= Invτf if Invϕf (τ ) 6= 0. Thus Fr( f )/Sp( f ) is a classifying
space for the formal normalized conjugation but the mapping Inv f is not canonical.

We say that Fr( f ) contains units if there exists [∂α/∂x = A/ f ] in Fr( f ) for some
unit A ∈ C{x, x1, . . . , xn}. Next we prove that there are no redundant invariants in
Fr( f )/Sp( f ).

LEMMA 5.6. The mapping Invϕf is surjective except if Fr( f ) contains units but Sp( f )

does not. In such a case [∂α/∂x = A/ f ] + Sp( f ) belongs to Invϕf (D f (ϕ)) if and only
if A(0) 6= −1/uϕ(0). Anyway Fr( f )/Sp( f ) is the complex vector space generated by
Invϕf (D f (ϕ)).

Proof. Fix a homological equation E = [∂α/∂x = A/ f ] ∈ Fr( f ).
Suppose that 1/uϕ(0) 6= −A(0). The formula 1/u = 1/uϕ + A defines a unit u ∈

C{x, x1, . . . , xn} such that Invϕf (exp(u f ∂x))= E + Sp( f ). Then we suppose from now

on that 1/uϕ(0)=−A(0). We have that λE + Sp( f ) ∈ Invϕf (D f (ϕ)) for any λ ∈ C \ {1}.
Note that λE = [∂α/∂x = λA/ f ] for λ ∈ C.

Suppose that both Fr( f ) and Sp( f ) contain units. Since there exists an equation
[∂α/∂x = B/ f ] ∈ Sp( f ) such that B(0) 6= 0 then

E + Sp( f )= [∂α/∂x = (A + B)/ f ] + Sp( f ) ∈ Invϕf (D f (ϕ)).

If Fr( f ) contains units but Sp( f ) does not then there does not exist a special [∂α/∂x =
B/ f ] such that 1/uϕ(0)+ A(0)+ B(0) 6= 0. As a consequence E + Sp( f ) does not
belong to Invϕf (D f (ϕ)). 2

The next results are a direct consequence of the analogous ones on the homological
equation.

COROLLARY 5.3. Let f ∈ C{x, x1, . . . , xn}. Suppose that either cod S( f )≥ 3 or n ≤ 1.
Then the residue functions are a complete system of formal invariants for the normalized
conjugation in D f ⊂ Diffup(Cn+1, 0).

COROLLARY 5.4. Let f ∈ C{x, x1, x2}. Then the residue functions plus a finite number of
linear invariants are a complete system of formal invariants for the normalized conjugation
in D f ⊂ Diffup(C3, 0).
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5.6.1. The example f = (x2 − xx1)
2
∈ C{x, x1, . . . , xn}. We describe the space

Fr( f )/Sp( f ). Moreover in the case n = 2 where dimC Fr( f )/Sp( f )= 1 we express
the invariant in Fr( f )/Sp( f ) associated to ϕ ∈D f in terms of the coefficients of ϕ.

LEMMA 5.7. Let f = (x2 − xx1)
2. Consider E = [∂α/∂x = A/ f ] in Fr( f ). Then

E ∈ Sp( f ) if and only if A ∈ (x1, x2).

Proof. If there exists a special solution α = β/(x2 − xx1) of E then

A = (∂β/∂x)(x2 − xx1)+ βx1 ∈ (x1, x2).

If A ∈ (x1, x2) we obtain A = (x2 − xx1)C + x1 D for some C, D in C{x, x1, . . . , xn}.
Denote E ′ = [∂α/∂x = (C − ∂D/∂x)/(x2 − xx1)]. Since we have

C − ∂D/∂x

x2 − xx1
=

A

f
−
∂

∂x

(
D

x2 − xx1

)
then E ′ ∈ Fr( f ). We deduce that C − ∂D/∂x ∈ (x2 − xx1); thus E has a special solution
of the form D/(x2 − xx1)+ γ where γ is a holomorphic solution of E ′. 2

Consider E = [∂α/∂x = A/ f ] ∈ Fr( f ). There exists a solution of E of the form
β j/((x2 − xx1)x j ) for some β j ∈ C{x, x1, . . . , xn} and any j ∈ {1, 2} by Lemma 5.7.
Then δ0(E) (see §5.2.1) is given by β1/((x2 − xx1)x1)− β2/((x2 − xx1)x2). This
function is of the form β(x1, . . . , xn)/(x1x2) for some β ∈ C{x1, . . . , xn}.

Consider E0 = [∂α/∂x = 1/ f ]. We have

∂

∂x

(
1

x1(x2 − xx1)

)
=
∂

∂x

(
x

x2(x2 − xx1)

)
=

1

(x2 − xx1)
2 .

Then δ0(E0) is given by the function 1/(x1x2). This implies the following result.

LEMMA 5.8. Let f = (x2 − xx1)
2
∈ C{x, x1, . . . , xn}. Then the space Fr( f )/Sp( f ) is

equal to C{x3, . . . , xn}E0.

Suppose from now on that n = 2; this implies that Fr( f )/Sp( f )∼ C. Therefore for
ϕ1 = exp(û1 f ∂/∂x) and ϕ2 = exp(û2 f ∂/∂x) such that ϕ2 ∈D f (ϕ1) there is a unique
λ ∈ C such that 1/û1 − 1/û2 − λ ∈ (x1, x2). Then ϕ1 and ϕ2 are conjugated by a formal
normalized transformation if and only if λ= 0; this is equivalent to û1(0)= û2(0). Note
that 2û j (0)= ∂2(x ◦ ϕ j )/∂x2

2(0). We deduce that(
Resx2−xx1=0(ϕ),

∂2(x ◦ ϕ)

∂x2
2 (0, 0, 0)

)
is a complete system of formal normalized invariants in D f ⊂ Diffup(C3, 0).

We can provide a geometrical interpretation for the non-residual invariant. Consider
ϕ1 = exp(û1 f ∂/∂x), ϕ2 = exp(û2 f ∂/∂x) ∈D f such that their associated homological
equation ∂α/∂x = A/ f is free of residues. Let P = (x0, x0

1 , x0
2) an element of { f =

0} \ {x1 = x2 = 0}. Denote w = x0
2 − x0

1 x ; then ϕ j = exp(û j f ∂/∂x) implies that

ϕ j,P = exp
(
(−x0

1 û j (P)w
2
+ O(w3))

∂

∂w

)
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in the neighborhood ofw = 0 for any j ∈ {1, 2}. Let us point out that û j (P) is well defined
since û j is t.f. along f = 0 (Proposition 4.6). The one-dimensional germs ϕ1,P and ϕ2,P

are formally conjugated by a transformation whose linear part is (û1(P)/û2(P))w, no
other linear part is possible. Since a normalized conjugation restricted to x1 = x2 = 0 is
the identity, then the existence of a formal normalized conjugation at the 1-jet along f = 0
level implies Aû1 = 1− û1/û2 ∈ (x1, x2) and then A ∈ (x1, x2). By Lemma 5.7 we have
that vanishing of residues plus 1-jet compatibility is equivalent to the existence of a formal
normalized conjugation.

6. Convergent actions
We have restricted our study to formal normalized conjugations. The goal of this section
is linking the equivalence relations ‘being formally conjugated’ and ‘being formally
conjugated by a normalized transformation’. The main result is the following.

THEOREM 6.1. Let ϕ1, ϕ2 ∈ Diffup(Cn+1, 0) be formally conjugated. Then ϕ1 and ϕ2

are formally conjugated by a transformation of the form σ̂ ◦ σ where σ belongs to
Diff(Cn+1, 0) and σ̂ ∈ D̂iffp(Cn+1, 0) is normalized.

Let us remark that in the theorem σ̂ is normalized with respect to x ◦ ϕ2 − x = 0.
In general a formal conjugation is not of the form σ̂ ◦ σ . The action induced by

σ̂ ◦ σ in the non-fibered components of x ◦ ϕ1 − x = 0 is the one induced by σ since σ̂
is normalized. Thus it is convergent. Now consider ϕ1 = ϕ2 = (x/(1− x), y). We have
that ϕ1 and ϕ2 are conjugated by τ̂ = (x,

∑
∞

j=1 j !y j ). The action of τ̂ on x = 0 is not

convergent, and therefore τ̂ cannot be expressed in the form σ̂ ◦ σ where σ ∈ Diff(C2, 0)
and σ̂ ∈ D̂iffp(C2, 0) is normalized.

In order to prove Theorem 6.1 it suffices to show the following.

PROPOSITION 6.1. Let ϕ j be an element of Diffup(Cn+1, 0) with convergent infinitesimal
generator for j ∈ {1, 2}. Suppose that ϕ1 and ϕ2 are formally conjugated. Then they are
analytically conjugated.

Let us explain why Proposition 6.1 implies Theorem 6.1. Let ϕ1, ϕ2 be elements of
Diffup(Cn+1, 0) which are formally conjugated by τ̂ . By Proposition 5.12 there exists
α j ∈ Diffup(Cn+1, 0) such that log α j is convergent and α j is conjugated to ϕ j by a
normalized Ĥ j ∈ D̂iffp(Cn+1, 0) for j ∈ {1, 2}. We obtain that α1 and α2 are formally
conjugated and then conjugated by some τ ∈ Diff(Cn+1, 0). We define

σ̂ = Ĥ2 ◦ (τ ◦ Ĥ−1
1 ◦ τ

−1) and σ = τ.

Clearly σ̂ ◦ σ conjugates ϕ1 and ϕ2. Moreover σ̂ is normalized and σ is convergent.
The next proposition is a sort of preparation theorem.

PROPOSITION 6.2. Let ϕ1, ϕ2 ∈ Diffup(Cn+1, 0). Suppose that ϕ1 and ϕ2 are formally
conjugated. Then for any ν ∈ N there exists ρν in Diff(Cn+1, 0) such that the
diffeomorphism ϕ2,ν = ρ

−1
ν ◦ ϕ2 ◦ ρν satisfies:

• ϕ2,ν ∈Dx◦ϕ1−x ⊂ Diffup(Cn+1, 0);
• Resγ (ϕ1)≡ Resγ (ϕ2,ν) for any non-fibered component γ of Fix ϕ1; and
• x ◦ ϕ1 − x ◦ ϕ2,ν ∈ (I (S(x ◦ ϕ1 − x))+ (x))ν+1.
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Proof. Denote f = x ◦ ϕ1 − x . Let fN fF =
∏p

j=1 f
l j
j

∏q
j=1 F

m j
j be the decomposition

of f into irreducible factors. Let ρ̂ ∈ D̂iff(Cn+1, 0) be the transformation conjugating ϕ1

and ϕ2. Since ρ̂(Fix ϕ1)= Fix ϕ2 there exist functions g j ∈ C{x, x1, . . . , xn} and Gk ∈

C{x1, . . . , xn} such that (g j ◦ ρ̂)/ f j and (Gk ◦ ρ̂)/Fk are formal units for all 1≤ j ≤ p
and 1≤ k ≤ q . Consider a function P1

j /Q1
j such that its restriction to f j = 0 is the function

Res f j=0(ϕ1) for any 1≤ j ≤ p (see Lemma 5.1). In an analogous way we consider a
function P2

j /Q2
j such that its restriction to g j = 0 is the function Resg j=0(ϕ2) for any

1≤ j ≤ p. We obtain the system
g j ◦ ρ̂ = v̂ j f j for any 1≤ j ≤ p,
G j ◦ ρ̂ = ŵ j F j for any 1≤ j ≤ q,
P1

j (Q
2
j ◦ ρ̂)− Q1

j (P
2
j ◦ ρ̂)= r̂ j f j for any 1≤ j ≤ p.

(X)

The third set of equations is a consequence of the invariance of the residues. We have that
v̂ j and ŵk are formal units whereas r̂ j is just a power series.

The ideal I (S( f )) associated to the evil set has a system L1, . . . , Ld of generators
composed by elements of C{x1, . . . , xn}. Let us study the equation ρ̂ ◦ ϕ1 = ϕ2 ◦ ρ̂. The
transformation ρ̂ is of the form

ρ̂ =

( 2ν∑
j=0

â j x j
+ x2ν+1 Â, ρ̂1, . . . , ρ̂n

)
,

where â0, . . . , â2ν , ρ̂1, . . . , ρ̂n ∈ C[[x1, . . . , xn]] and Â ∈ C[[x, x1, . . . , xn]]. We
denote by ρ̂′ the transformation obtained by replacing Â with 0 in the expression of ρ̂.
We want to compare the coefficients of xb (b ≤ ν) of x ◦ ρ̂′ ◦ ϕ1 and x ◦ ϕ2 ◦ ρ̂

′. We have

∂b(x ◦ ϕ2 ◦ ρ̂)

∂xb (0, x1, . . . , xn)=
∂b(x ◦ ϕ2 ◦ ρ̂

′)

∂xb (0, x1, . . . , xn)

and (
∂b(x ◦ ρ̂ ◦ ϕ1)

∂xb −
∂b(x ◦ ρ̂′ ◦ ϕ1)

∂xb

)
(0, x1, . . . , xn) ∈ I (S( f ))ν+1,

for any 0≤ b ≤ ν. The coefficient of xb of x ◦ ρ̂′ ◦ ϕ1 can be expressed in the form
Cb(x1, . . . , xn, â0, . . . , â2ν) for some holomorphic Cb. Conversely the coefficient of xb

of x ◦ ϕ2 ◦ ρ̂
′ is of the form Db(ρ̂1, . . . , ρ̂n, â0, . . . , â2ν) for some holomorphic function

Db. We have

Cb − Db =
∑

k1+···+kd=ν+1

K̂k1,...,kd Lk1
1 . . . Lkd

d for any 0≤ b ≤ ν, (Y)

where K̂k1,...,kd ∈ C[[x, x1, . . . , xn]] for k1 + · · · + kd = ν + 1. By Artin’s theorem [1]
we can find a solution (a0, . . . , a2ν, A, ρ1, . . . , ρn) satisfying both the systems (X) and
(Y) and such that

{a0, . . . , a2ν, ρ1, . . . , ρn} ⊂ C{x1, . . . , xn}, A ∈ C{x, x1, . . . , xn}.

Moreover, we can suppose that j1ak = j1âk for any 0≤ k ≤ 2ν and j1ρk = j1ρ̂k for any
1≤ k ≤ n. We define

ρν =

( 2ν∑
j=0

a j x j
+ x2ν+1 A, ρ1, . . . , ρn

)
.
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By construction we have that ρν ∈ Diff(Cn+1, 0) and ϕ2,ν ∈Dx◦ϕ1−x . The invariance of
the residues by ρν implies that ϕ2,ν satisfies the second condition in the statement of the
proposition. Now since (

∑2ν
j=0 a j x j , ρ1, . . . , ρn) is a solution of system (Y) then

x ◦ ρν ◦ ϕ1 − x ◦ ϕ2 ◦ ρν ∈ (x
ν+1)+ I (S( f ))ν+1.

We deduce that x ◦ ϕ1 − x ◦ ϕ2,ν ∈ ((x)+ I (S( f )))ν+1. 2

We intend to prove that the homological equation associated to ϕ1 and ϕ2,ν is special for
ν� 0. We will construct special solutions in the neighborhood of every point outside of a
set of codimension greater than or equal to 3. The next lemmas are of technical interest.

LEMMA 6.1. Let I, J be ideals of a Noetherian ring R. Then there exists ν0 ∈ N such that
we have J ν ∩ I ⊂ J ν−ν0 I for any ν ≥ ν0.

Proof. The equation J ν ∩ I = J ν−ν0(J ν0 ∩ I ) is a consequence of the Artin–Rees lemma
(see [2, Corollary 10.10]); this implies that J ν ∩ I ⊂ J ν−ν0 I . 2

LEMMA 6.2. Let R be a domain of integrity. Consider an element g in R \ {0} and an
ideal J ⊂ A. Then there exists ν0 ∈ N such that (J ν : g)⊂ J ν−ν0 for any ν ≥ ν0.

Proof. We define I = (g). Consider h ∈ (J ν : g), we have hg ∈ I ∩ J ν . By Lemma 6.1
there exists ν0 ∈ N such that J ν ∩ I ⊂ J ν−ν0 I for ν ≥ ν0. Therefore h belongs to J ν−ν0 . 2

Let I be an ideal of C{x, x1, . . . , xn}. Fix a set L = {L1, . . . , Ld} of generators
of I . There exists a neighborhood WL of the origin such that L j ∈O(WL) for 1≤
j ≤ d . For P = (x0, x0

1 , . . . , x0
n) ∈WL we define the ideal IP contained in the ring

C{x − x0, x1 − x0
1 , . . . , xn − x0

n} and generated by L1, . . . , Ld . The definition of IP

does not depend on the system of generators. For a different finite system of generators L ′

there exists a neighborhood of the origin WL L ′ ⊂WL ∩WL ′ where both definitions of IP

coincide for any P ∈WL L ′ .

LEMMA 6.3. Let 0 6= f ∈ C{x, x1, . . . , xn}. There exists ν0 ∈ N such that for any ν ≥ ν0

we have an open set Uν 3 0 satisfying that, for all P ∈Uν and A in ((x)+ I (S( f )))νP
such that ∂α/∂x = A/ f is special in a neighborhood of P, there exists a special solution

βP/( fF
∏p

j=1 f
l j−1
j ) with βP ∈ ((x)+ I (S( f )))ν−ν0

P .

Proof. Let fN =
∏p

j=1 f
l j
j (see Definition 5.1). Denote J = (x)+ I (S( f )). The proof is

by induction on l =maxp
j=1 l j . If l = 0 we can choose β ∈ J ν+1.

There exists ν1 ∈ N such that (J ν : f j )⊂ J ν−ν1 for all ν ≥ ν1 and 1≤ j ≤ p by
Lemma 6.2. Indeed we obtain (J νP : f j )⊂ J ν−ν1

P for any P in some open set U 1
ν 3 0 by

Oka’s coherence theorem (see [5, p. 67]).
Denote E = [∂α/∂x = A/ f ] and U 2

ν =
⋂p

j=1 U 1
ν−( j−1)ν1

. We can suppose that l j 6= 1
for 1≤ j ≤ p since otherwise we replace E with

∂α

∂x
=

A/
∏

l j=1 f j

fF
∏

l j 6=1 f
l j
j

,
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where A/
∏

l j=1 f j ∈ J ν−pν1
P for all P ∈U 2

ν and ν ≥ pν1. A special solution

β ′/( fF
∏p

j=1 f
l j−1
j ) of E is characterized by

∂β ′

∂x

p∏
j=1

f j − β
′

p∑
j=1

(l j − 1)
∂ f j

∂x

∏
k∈{1,...,p}\{ j}

fk = A. (3)

We define the ideal

I =

( p∏
j=1

f j ,

p∑
j=1

(l j − 1)
∂ f j

∂x

∏
k∈{1,...,p}\{ j}

fk

)
.

Since E is special in the neighborhood of P then A ∈ IP . By Lemma 6.1 and Oka’s
theorem there exist ν3 ∈ N such that IP ∩ J νP ⊂ IP J ν−ν3

P for all P in some open set U 3
ν 3 0

and ν ≥ ν3. As a consequence there exist BP ∈ J ν−pν1−ν3
P and CP ∈ J ν−pν1−ν3

P such that

BP

p∏
j=1

f j − CP

p∑
j=1

(l j − 1)
∂ f j

∂x

∏
k∈{1,...,p}\{ j}

fk = A (4)

for all P ∈U 2
ν ∩U 3

ν−pν1
and ν ≥ pν1 + ν3. By subtracting equations (3) and (4) we obtain

β ′ − CP ∈ (
∏p

j=1 f j ). Therefore the function

η =
(β ′ − CP )/

∏p
j=1 f j

fF
∏p

j=1 f
l j−2
j

is a special solution of
∂α

∂x
=

BP − ∂CP/∂x

fF
∏p

j=1 f
l j−1
j

(5)

(see proof of Lemma 5.5). We have that BP − ∂CP/∂x ∈ J ν−pν1−ν3−1
P for any

ν ≥ pν1 + ν3 + 1. By the hypothesis of induction there exists ν4 ∈ N and a special

solution γP/( fF
∏p

j=1 f
l j−2
j ) of equation (5) such that γP belongs to J ν−pν1−ν3−1−ν4

P

for all ν ≥ pν1 + ν3 + ν4 + 1 and P ∈U 4
ν for some open set U 4

ν 3 0. We define ν0 =

pν1 + ν3 + ν4 + 1 and Uν =U 2
ν ∩U 3

ν−pν1
∩U 4

ν . The function βP = CP + γP
∏p

j=1 f j

belongs to J ν−ν0
P . Moreover βP/( fF

∏p
j=1 f

l j−1
j ) is a special solution of E in the

neighborhood of P if P ∈Uν . 2

Next we prove Proposition 6.1. The proof is based on the fact that in the neighborhood
of the generic points of S( f ) the quotient ‘free of residues homological equations/special
equations’ generates a finite dimensional vector space over the meromorphic functions in
S( f ).

Proof of Proposition 6.1. Let ϕ2,ν be the diffeomorphism and Uν be the open set given
by Proposition 6.2 for any ν ∈ N. It suffices to prove that there exists ν0 ∈ N such
that ϕ1 ∼ ϕ2,ν (see Definition 5.7) for any ν ≥ ν0. Denote f = x ◦ ϕ1 − x . Let fN =∏p

j=1 f
l j
j . We have ϕ1 = exp(u1 f ∂/∂x) and ϕ2,ν = exp(u2,ν f ∂/∂x). Consider the

homological equation Eν = [∂α/∂x = Aν/ f ] associated to ϕ1 and ϕ2,ν . The equation
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Eν is free of residues by Proposition 6.2. Denote J = (x)+ I (S( f )); we claim that
u1 f − u2,ν f ∈ J ν+1. Otherwise we have u1 f − u2,ν f ∈ J a

\ J a+1 for some a < ν + 1.
Note that since S( f )⊂ {

∏
l j≥2 f j = 0} then f ∈ I (S( f ))2; this implies that f ∈ J 2 and

a ≥ 2. This property can be used to prove that

(u1 f ∂/∂x) j (x)− (u2,ν f ∂/∂x) j (x) ∈ J a+1,

for any j ≥ 2. As a consequence we obtain that x ◦ ϕ1 − x ◦ ϕ2,ν 6∈ J a+1, and that is
impossible since a + 1≤ ν + 1. Since Aν = (u2,ν f − u1 f )/(u1u2,ν f ) then Aν ∈ J ν−ν1

for any ν ≥ ν1 and some ν1 ∈ N. The function Aν is defined in some open set U 1
ν 3 0.

Let T ( f ) be the set of points of S( f ) where S( f ) is smooth and of local codimension
2. Consider P = (0, x0

1 , . . . , x0
n) ∈ T ( f ); there exists k(P) ∈ N such that

∂α

∂x
=

H k(P)Aν
f

is special in the neighborhood of P for every H ∈ C{x1 − x0
1 , . . . , xn − x0

n} vanishing in
S( f ) and any ν ∈ N. Moreover, a review of the proof of Proposition 5.3 implies that we
can choose the same k = k(P) for any P ∈ {x = 0} ∩ (T ( f ) \ F( f )) where F( f )⊂ S( f )
is a fibered analytic variety such that cod (F( f ))≥ 3.

Fix P = (0, x0
1 , . . . , x0

n) ∈ T ( f ) \ F( f ). We can find new coordinates (y1, . . . , yn)

centered at (x1, . . . , xn)= (x0
1 , . . . , x0

n) such that S( f )= {y1 = y2 = 0}. Suppose that
P ∈Uν ∩U 1

ν ; by Lemma 6.3 there exists ν2 ∈ N such that the equation Eν has a solution

αν,P, j =
βν,P, j

yk
j fF

∏p
r=1 f lr−1

r

,

where βν,P, j ∈ J ν−ν1−ν2
P for all ν ≥ ν1 + ν2 and j ∈ {1, 2}. Consider the set

Kδ = {|x |< δ} ∩
n⋂

j=1

{|y j |< δ}

for some δ = δ(ν, P) > 0 small enough. The element δ0(Eν, Kδ \ S( f )) (see §5.2.1) of
H1(Kδ \ S( f ),OD( f )) is given by the function αν,P,1 − αν,P,2. We obtain

(αν,P,1 − αν,P,2) fF =
yk

2βν,P,1 − yk
1βν,P,2

yk
1 yk

2

∏p
j=1 f

l j−1
j

.

Since ∂(αν,P,1 − αν,P,2)/∂x = 0 then
∏p

j=1 f
l j−1
j divides yk

2βν,P,1 − yk
1βν,P,2. Hence

there exists an open set U 2
ν 3 0 such that for P ∈U 2

ν the function (αν,P,1 − αν,P,2) fF

can be expressed in the form hν,P (y1, . . . , yn)/(yk
1 yk

2 ) where hν,P ∈ J ν−ν1−ν2−ν3
P for any

ν ≥ ν1 + ν2 + ν3 and some ν3 ∈ N. We define ν0 = ν1 + ν2 + ν3 + (2k − 1). The set
J b

P ∩ C{y1, . . . , yn} is contained in I (S( f ))bP ⊂ (y1, y2)
b for any b ∈ N, and then for

ν ≥ ν0 the function hν,P/(yk
1 yk

2 ) is of the form

hν,P
yk

1 yk
2

= H +
∑

0< j≤k

c j (y2, . . . , yn)

y j
1

+

∑
0< j≤k

d j (y1, y3, . . . , yn)

y j
2

,
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where H , c j and d j are holomorphic in Kδ for any 0< j ≤ k. The function

αν,P
def
= αν,P,1 −

(
H +

∑
−k≤ j<0

c j y j
1

)/
fF = αν,P,2 +

( ∑
−k≤ j<0

d j y j
2

)/
fF

is a special solution of Eν in Kδ for ν ≥ ν0.
Consider a polydisk 0 ∈1ν in the variables (x, x1, . . . , xn) contained in the set

Uν ∩U 1
ν ∩U 2

ν . We denote π(x, x1, . . . , xn)= (x1, . . . , xn). For all ν ≥ ν0 and P ∈
{x = 0} ∩ (T ( f ) \ F( f )) ∩1ν there exists a polydisk 1ν,P ⊂1ν centered at P and a
special solution αν,P of Eν defined in 1ν,P . By using the homological equation we can
extend αν,P to 1ν ∩ π−1(1ν,P \ S( f )) and then to 1ν ∩ π−1(1ν,P ) since cod S( f )≥ 2.
We obtain special solutions of Eν (ν ≥ ν0) in the neighborhood of every point not in
(S( f ) \ T ( f )) ∪ F( f ). Therefore we have

δ0(Eν) ∈ H1(1ν \ [(S( f ) \ T ( f )) ∪ F( f )],OD( f )).

Since the codimension of (S( f ) \ T ( f )) ∪ F( f ) is greater than or equal to 3 then
δ0(Eν)= 0 for ν ≥ ν0. We deduce that Eν ∈ Sp( f ) and then ϕ1 ∼ ϕ2,ν for ν ≥ ν0 by
Proposition 5.10. 2
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