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Abstract

Background. Normative and pathological personality traits have rarely been integrated into
a joint large-scale structural analysis with psychiatric disorders, although a recent study
suggested they entail a common individual differences continuum.
Methods. We explored the joint factor structure of 11 psychiatric disorders, five personality-
disorder trait domains (DSM-5 Section III), and five normative personality trait domains (the
‘Big Five’) in a population-based sample of 2796 Norwegian twins, aged 19‒46.
Results. Three factors could be interpreted: (i) a general risk factor for all psychopathology,
(ii) a risk factor specific to internalizing disorders and traits, and (iii) a risk factor specific
to externalizing disorders and traits. Heritability estimates for the three risk factor scores
were 48% (95% CI 41‒54%), 35% (CI 28‒42%), and 37% (CI 31‒44%), respectively. All
11 disorders had uniform loadings on the general factor (congruence coefficient of 0.991
with uniformity). Ignoring sign and excluding the openness trait, this uniformity of factor
loadings held for all the personality trait domains and all disorders (congruence 0.983).
Conclusions. Based on our findings, future research should investigate joint etiologic and trans-
diagnostic models for normative and pathological personality and other psychopathology.

Introduction

Multiple psychiatric disorders often co-occur in the same individuals to the extent that differ-
ent research programs have been developed to explain the comorbidity and to revise diagnostic
systems (Cuthbert, 2014; Del Giudice, 2016; Borsboom, 2017; Kotov et al., 2017). Personality
has not been routinely integrated to these models, and for a long time, psychiatric nosology
has separated personality (Axis II) disorders from other psychiatric (Axis I) disorders.
However, relationships between personality and other psychiatric disorders have been studied
much (Kotov et al., 2010), and a recent study suggested that normative and pathological per-
sonality as well as other psychiatric disorders ‘are likely to entail a common individual differ-
ences continuum’ (Oltmanns et al., 2018). Here a joint factor model over personality and
psychiatric domain constructs is explored in a representative and a genetically informative
population sample – to our knowledge, for the first time.

Exploratory factor analysis seeks to explain correlations among multiple variables with a
smaller number of underlying ‘factors’ (Lawley and Maxwell, 1971). When fitted to data,
the model may reveal a theoretically more informative account of the inter-dependencies
between multiple variables. For a long time, different psychiatric disorders have been grouped
into internalizing and externalizing disorder factors (also called spectra) to distinguish and
characterize core processes contributing to psychiatric comorbidity (Achenbach, 1966; Krueger,
1999; Kotov et al., 2017).

More recently, researchers have increasingly payed attention to the substantial correlation
between the internalizing and externalizing factors (Lahey et al., 2012; Kotov et al., 2017). On a
practical level, the correlation between the internalizing and externalizing factors indicates that
these broad dimensions are ‘comorbid’ with each other, and therefore may share and dilute
underlying risk factors that would ideally be diagnostic targets. For these reasons, a general-
factor model has been proposed, which partitions psychiatric comorbidity to a ‘super-
spectrum’, or ‘p factor’, reflecting general overarching risk for all psychopathology, and two
domain-specific ‘residual’ factors of internalization and externalization risk (Lahey et al.,
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2011, 2012; Caspi et al., 2014). The domain-specific factors
are uncorrelated with the p factor in this ‘bi-factor’ model.
Attempts to statistically demonstrate superiority of a given factor
model compared with alternatives have run into difficulties due to
possible use of too many factors (Hayashi et al., 2007; Eid et al.,
2017), high ‘fitting propensity’ (Bonifay and Cai, 2017), and
because attempts to confirm psychiatric disorders as pure ‘mea-
sures’ of an underlying factor may be unrealistic even if they
would ‘reflect’ such factors (Asparouhov and Muthén, 2009).
Exploratory factor modeling suffers less from these problems
(Asparouhov and Muthén, 2009; Garrido et al., 2013), and in
terms of fit, it expresses bi-factor and correlated-factor models
as coequal rotations of the same statistical model (Jennrich and
Bentler, 2011, 2012). From a substantive standpoint, the models
have different implications, however, as will be further discussed
below. Of note, we do not consider the ‘hierarchical’ (a.k.a.,
‘second-order’) factor model that is not a rotation but a con-
strained (i.e. confirmatory) sub-model to the rotations studied
herein, and potentially very difficult to distinguish from the
bi-factor model (Mansolf and Reise, 2017; Caspi and Moffitt,
2018).

The previous research on bi-factor models has used limited
personality data (e.g. antisocial personality disorder) (Lahey
et al., 2012) and studied correlations between further personality
traits and model-implied factors (Tackett et al., 2013; Caspi et al.,
2014; Neumann et al., 2016), but they did not study more
comprehensive trait systems as a possible part of the factorial
structure, as suggested by Oltmanns et al. (2018). Here, we will
do this and discuss the relative parsimony of the structures that
the correlated-factor and bi-factor models suggest. Among
quantitative models of personality, the system of ‘Big Five’ traits
has received most attention (John et al., 2008; Widiger and
Mullins-Sweatt, 2009; Kotov et al., 2010). This system compares
individuals on five normative dimensions: extraversion, agreeable-
ness, conscientiousness, neuroticism, and openness. Recently,
another five-dimensional clinical version of the Big Five person-
ality system (assessing maladaptive variants) was introduced as
an alternative to, and as a possible future replacement of, the
existing DSM system of personality disorders (American
Psychiatric Association, 2013). Here, we use both the Big Five
traits and a brief form for DSM-5 Section III personality trait
model to cover both normative and pathological personality
trait systems. The two systems cover partly non-overlapping
personality aspects as the pathological trait system better captures
genetic variance in DSM-IV personality disorders than the norma-
tive trait system (Reichborn-Kjennerud et al., 2017; Czajkowski
et al., 2018).

In this study, we investigated (i) the minimum number of
underlying factors that are needed to adequately account for the
population correlations between variables for 11 commonly stud-
ied psychiatric disorders, five pathological personality traits, and
five normative personality traits, (ii) what these factors look like
from correlated-factor v. bi-factor perspectives, and (iii) what
their heritability and genetic correlations are. We also (iv) address
possible response style effects on factor structure, which have been
frequently discussed in context of the p factor (e.g. Neumann
et al., 2016; Caspi and Moffitt, 2018; Oltmanns et al., 2018);
namely, we controlled for extreme and acquiescent self-reporting
styles (Weijters et al., 2010a, 2010b; Wetzel et al., 2016) because
they would have given rise to an apparent methods factor without
obvious substantive interpretation. The personality research field
has favored the dimensional trait systems because there has been

little or no evidence supporting a typological organization of per-
sonality (Markon et al., 2011; Haslam et al., 2012; Rosenström
and Jokela, 2017), and the recently suggested DSM pathological
personality trait system appears to capture all the genetic and
most of the environmental variance in the older typological sys-
tem of personality disorders (Reichborn-Kjennerud et al., 2017).
For these reasons and for the sake of concise exposition and
computational feasibility, we did not include older personality
disorder systems, with the exception of antisocial personality dis-
order that has typically been included in studies of p factor in one
form or another (e.g. conduct disorder has been used in studies
on children, and registered crimes have been used in registry stud-
ies) (Lahey et al., 2011, 2012; Caspi et al., 2014; Neumann et al.,
2016; Pettersson et al., 2016; Waldman et al., 2016).

Methods and materials

Sample

Data for these analyses came from a population-based sample of
Norwegian twins recruited from the Norwegian Institute of Public
Health Twin Panel (Nilsen et al., 2013). Approval for this study
was received from The Norwegian Data Inspectorate and the
Regional Committee for Medical and Health Research Ethics,
and written informed consent was obtained from all participants
after a complete description of the study. In wave 1 data, collected
between the years 1999 and 2004, lifetime history of major
DSM-IV Axis I disorders and all the 10 Axis II personality disor-
ders in the past 5 years were assessed at interview in 2801 twins
(43.5% of those who were eligible; 1390 complete twin pairs
and 21 single twins; average age 28.2 years, age range 19‒36).
Despite moderate selection toward good mental and somatic
health, attrition did not appear to affect twin analyses of mental
health according to an attrition study (Tambs et al., 2009). In
wave 2, altogether 2284 twins (987 complete pairs and 310 single
twins) were re-interviewed approximately 10 years later, and they
filled in a mailed self-report questionnaire for personality.
Attrition from first to second wave was low (82.2% were retained).

Measures

At both waves, lifetime psychiatric disorders were assessed using
computerized Norwegian version of the World Health
Organization’s Composite International Diagnostic Interview
(CIDI) (Wittchen and Pfister, 1997). Criteria for antisocial per-
sonality disorder within the past 5 years were assessed using a
Norwegian version of the Structured Interview for DSM-IV
Personality (coded: 0 = not present or limited to rare isolated
examples; 1 = subthreshold; 2 = present; 3 = strongly present)
(Pfohl et al., 1997; Rosenström et al., 2017). At wave 1, a
face-to-face interview was conducted for all but 231 individuals
who were interviewed over telephone for practical reasons. All the
wave 2 interviews were conducted by telephone. Interviewers were
mainly senior clinical psychology graduate students and experi-
enced psychiatric nurses. Each twin in a pair was interviewed
by a different interviewer. A lifetime estimate is dependent on
the interviewees’ limited memory. To maximize lifetime coverage
of disorder occurrence, we counted diagnosis in either study wave
as a case. For economic reasons, some (see below) of the disorders
were not interviewed in the second wave. We used data on all psy-
chiatric disorders seen in previous general-factor studies that both
were available to us and had more than 100 observed cases or sub-
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threshold cases (excluding conduct disorder, which is considered
a childhood precursor of antisocial personality).

Alcohol use disorder was indicated by either alcohol abuse
(F10.1 in ICD-10) or dependence (F10.2). Substance use disorder
was indicated by any of opioid abuse/dependence (F11.1 or
F11.2), cannabis abuse/dependence (F12.1 or F12.2), sedative
abuse/dependence (F13.1 or F13.2), cocaine abuse/dependence
(F14.1 or F14.2), amphetamine abuse/dependence (F15.1 or
F15.2), hallucinogen abuse/dependence (F16.1 or F16.2), or in-
halant abuse/dependence (F18.1 or F18.2). Due to its rarity and
possible under-reporting, we also assigned substance use disorder
for those sub-threshold cases who admitted in interview having
used illegal drugs more than 10 times. Other analyzed variables
were any major depressive episode (F30-39), dysthymic disorder
(F34.1), panic attack (F40-48), agoraphobia (F40.0), social phobia
(F40.1), specific phobia (any of F40.21-25), generalized anxiety
disorder (F41.1), antisocial personality traits (an ordinal count
of 0, 1, 2, or 3 or more DSM-IV criteria of antisocial personality
disorder, excluding childhood conduct disorder criterion),
psychotic-like experiences score, a three-category ordinal variable
coded by values 0, 1, and 2, constructed from 22 symptoms screen
in the psychosis module of the CIDI (Nesvåg et al., 2017), and
manic experiences score, constructed from symptoms assessed in
the CIDI mania module.

From the above list of variables, wave 2 assessment re-evaluated
everything else except substance use disorder and psychotic-like
and manic experiences. In addition, the wave 2 assessment
included the Big Five Inventory (BFI) administered through a
mailed questionnaire. The BFI is a 44-item inventory that mea-
sures an individual on the Big Five personality traits (John and
Srivastava, 1999). The inventory assigns for each person a value
on five continuously distributed traits (standardized sum scores)
that currently are perhaps the most frequently used traits in per-
sonality research (John et al., 2008). The traits are extraversion,
agreeableness, conscientiousness, neuroticism, and openness.
These traits form a comprehensive system for describing person-
ality, which has been frequently used to predict important life
outcomes, including risk for psychopathology (Kotov et al., 2010).

TheDSM-5 includes twomodels of personality pathology, old and
new/emerging (American Psychiatric Association, 2013). The new
approach includes five personality traits conceptualized as maladap-
tive forms of the normative personality traits: negative emotionality
(or affectivity; v. emotional stability), detachment (v. extraversion),
antagonism (v. agreeableness), disinhibition (v. conscientiousness),
and psychoticism (v. lucidity).We included the new system as it repre-
sented ongoing progress in the field, was a complete trait system, and
stronglyoverlappedwith old personality disorders in a previous study
of the same sample (Reichborn-Kjennerud et al., 2017). The same
36-item PID-5-NBF instrument has been used previously
(Personality Inventory for DSM-5, Norwegian Brief Form), but
here we excluded the trait compulsivity that did not make it into
DSM-5 (Reichborn-Kjennerud et al., 2017). All continuous-valued
(trait) variables were standardized to a mean of zero and a variance
of one.

Statistics

Variants of the correlated-factor and/or bi-factor analysis models
have been frequently applied in factorial studies of psychopath-
ology (Krueger, 1999; Lahey et al., 2011; Lahey et al., 2012;
Caspi et al., 2014; Pettersson et al., 2016; Waldman et al., 2016;
de Jonge et al., 2017). In exploratory factor analysis (Lawley and

Maxwell, 1971), factor solutions are largely data-driven and
need to be rotated to improve interpretability, without changing
the overall model fit. Rotation methods can provide correlated
and uncorrelated factors and bi-factor solutions (Jennrich and
Bentler, 2011, 2012). Here we investigate two such fit-equivalent
solutions: (i) a correlated-factor model that has possibly correlated
but otherwise coequally treated factors and (ii) a bi-factor solution
that has a general-liability factor plus specific disorder-group fac-
tors that are uncorrelated with the general factor.

In confirmatory versions of factor analytic methods, research-
ers decide a priori which items are to ‘measure’ (load on) which
factors and then examine ensuing model fits. Here, in exploratory
factor analysis, we do not make a priori assumptions. The aim is
to explore what latent structures could account for the observed
comorbidity between current psychiatric constructs rather than
use the constructs directly as ‘measurement items’ (i.e. the aim
is not to test a ‘clean’ structure without any cross-loading)
(Asparouhov and Muthén, 2009). In exploratory settings, similar-
ity between two vectors (lists) of factor loadings is frequently
quantified using congruence coefficient, ϕ, taking values between
−1 and 1 (Tucker, 1951; Lorenzo-Seva and ten Berge, 2006; Abdi,
2007). Values in the range 0.85‒0.94 are considered to reflect ‘fair
similarity’ and values above 0.95 indicate that two factors can be
‘considered equal’ (Lorenzo-Seva and ten Berge, 2006).

We investigated exploratory correlated-factor (i.e. Geomin
rotation) and bi-factor (i.e. Bi-geomin rotation) analysis solutions
to understand the patterning of correlations among the different
psychiatric disorders and personality traits (Jennrich and
Bentler, 2012). Specific-factor inter-correlations were allowed.
Mean- and variance-adjusted weighted least-squares estimator
of Mplus software was used because we had a mixture of binary,
ordinal, and continuous variables (Asparouhov and Muthén,
2009). A sandwich version of the estimator was used to take in
account and adjust for the non-independence of the nested
twin data (Asparouhov, 2005). Ordinal-valued variables were
always modeled using a liability-threshold model (Falconer,
1965; Olsson, 1979). The optimal number of latent factors in fac-
tor analysis was determined using Horn’s parallel analysis
method, applied to the eigenvalues of the Mplus-estimated poly-
choric correlation matrix (Horn, 1965; Garrido et al., 2013;
Rosenström et al., 2017; see an intuitive explanation in the
Supplementary material). Parallel analysis was preferred over
methods based on likelihood-ratio test because necessary assump-
tions of such tests are violated under overfactoring (Hayashi et al.,
2007; Drton, 2009). It was also preferred over many fit indices
that lose their meaning in ordinal-data factor analysis (Garrido
et al., 2016; Xia and Yang, 2018), but we present few typical indi-
ces (RMSEA, CFI, TLI) to satisfy curiosity of many readers.

The twin ‘ACE’ model of behavior genetics was used to esti-
mate heritability of the factors (Neale and Cardon, 1992; see
also our Supplementary explanation). Twin models were fit in
Open Mx package version 2.7.11, under R software version
3.4.1, using full-information maximum likelihood estimation
(Enders and Bandalos, 2001; Neale et al., 2016).

In the supplementary sensitivity analysis, we discuss the
importance of controlling for measurement-related factors in
more detail. In short, extreme response style (ERS) and acquiescent
response style (ARS) variables were computed from the BFI items
according to a previously used formula (Wetzel et al., 2016).
Response style variables show characteristics of stable individual
differences (Weijters et al., 2010a, 2010b; Wetzel et al., 2016). We
found a clear response style factor unrelated to psychopathology,
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and therefore, pre-processed all self-reported personality trait scores
by regressing out ERS and ARS factors before entering them to the
factor analyses of the main text. Alternative solutions are discussed
and shown in the online Supplementary material.

Results

Table 1 provides a summary of available observations and preva-
lence of psychiatric disorders in the sample. The personality traits
are not shown in the table because they were standardized sum
scores (mean 0, variance 1; each had between 2293 and 2297
valid observations; online Supplementary Table S3 for unstandar-
dized averages). We discuss first the correlated-factor and
bi-factor analyses and their supplementary sensitivity analyses,
and then the biometric partitioning of the resulting factor scores.

Joint factor structure of psychiatric disorders and personality
traits

Three factors were evident in the joint data analyses on disorders
and personality traits (Fig. 1a). Both correlated-factor and
bi-factor solutions were fit to the data (Table 2 displays the factor
loadings and Figs. 1b and 1c illustrate the structure). In the
correlated-factor solution, we observed a psychopathology ( p)
factor without noticeable loadings on personality, but with strong
correlation to another factor (personality pathology) that loaded
on all other personality traits except openness. We named this
factor ‘personality pathology’ because ‘pathological’ PID-5-NBF
traits loaded positively on it and the loading pattern of the FFI
traits on it was an inverse of the ‘general factor of personality’
that assesses positive v. negative aspects of personality, emotion-
ality, motivation, well-being, and self-esteem (Musek, 2007).
The third factor cross-loaded on typical externalizing behaviors
and correlated negatively with the first ( p) factor.

However, a rotation of this exploratory factor analysis solution
allows another interpretation of the same statistical model having
exactly the same model fit (i.e. RMSEA = 0.05 with 90% CI 0.047‒
0.052, CFI = 0.914, TLI = 0.879; the numbers are the exact same
for the correlated- and bi-factor models). In this bi-factor rota-
tion, the general p factor loads on all disorders and almost all per-
sonality traits. The two residual group factors are uncorrelated
with the p factor and have loadings on the typical internalizing
and externalizing disorders and some of the associated personality
traits. The bi-factor rotation makes the concepts of internalizing
and externalizing disorders more visible by isolating the overlap-
ping part of psychiatric comorbidity and personality content into
the general p factor. It was a clinically interpretable model in the
sense that there was no need to consider further latent factors that
give rise to inter-factor correlations and it contained clear-cut fac-
tors for internalization and externalization. The bi-factor model
incorporated personality traits and psychiatric disorders in a
joint model instead of modeling pathological personality as a cor-
relate of psychopathology.

All the factors of the bi-factor model were noticeably different
from the factors of the correlated-factor model in all cross-
comparisons (−0.71 < ϕ < 0.78). In contrast, the same index sug-
gested that the general-factor loadings for interview diagnoses
in the bi-factor model could be ‘considered equal’ (ϕ = 0.991 in
a comparison with a strictly equal-loadings factor). When taking
absolute values, uniformity held for all the general-factor load-
ings, including personality traits (ϕ = 0.962, and ϕ = 0.983 when
excluding openness).

Supplementary sensitivity analyses of the joint factorial
structure

We also investigated factor solutions with many other rotations
and sets of input variables, although we chose to present only
those in Table 2 in the main text for the sake of clarity. When
we did not remove response style effects from the personality vari-
ables, we observed a similar bi-factor solution as in Table 2, but
with an additional difficult-to-interpret specific factor for person-
ality (online Supplementary Table S1). Inserting our response
style variables into the factor model revealed that one of the
four factors was related to response styles and unrelated to psy-
chopathology (online Supplementary Table S2). For the sake of
conciseness, pertinent response styles were regressed out, but
this did not have a major influence on other structure than the
response style factor.

Heritability patterns of factor scores

Heritability estimates (proportion of additive-genetic variance;
h2) of factor scores derived from the correlated-factor model
were 48% (95% CI 42‒55%) for the p factor, 41% (CI 35‒48%)
for the personality pathology factor, and 43% (CI 36‒50%) for
the externalizing factor. Heritability estimates of the bi-factor
scores were 48% (CI 41‒54%) for the p factor, 35% (CI 28‒
42%) for the internalizing factor, and 37% (CI 31‒44%) for the
externalizing factor. We did not observe statistically significant
effects of twin pairs’ shared environment. Overall, the correlated-
factor model implied higher phenotypic and genetic factor corre-
lations than the bi-factor model (Table 3).

Discussion

We found three factors underlying the joint structure of 11 psy-
chiatric disorders and 10 normal and pathological personality
traits. This structure was explored using two statistically equiva-
lent exploratory factor models, correlated-factor and bi-factor
models that still provided different interpretations regarding the
joint structure of psychiatric disorders and personality and on
comorbidity. According to the correlated-factor model, psychi-
atric disorders, personality traits, and externalizing behaviors all

Table 1. Lifetime prevalence estimates for the disorders

Variable navailable Prevalence

Alcohol use disorder 2339 0.150

Substance use disorders 2773 0.067

Major depressive episode 2360 0.284

Panic attack 2312 0.116

Agoraphobia 2302 0.083

Social phobia 2304 0.082

Specific phobias 2383 0.289

Generalized anxiety disorder 2290 0.047

Antisocial personality traits 2796 0.354a

Psychotic-like experiences 2791 0.178

Manic experiences 2779 0.137

a‘Prevalence’ of antisocial traits is instead an average over the categorical weights (see
Methods section).
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reflected separate underlying factors that were inter-correlated
and similarly heritable [41‒48%; a typical range (Polderman
et al., 2015)]. According to the alternative bi-factor rotated solu-
tion, all disorders and almost all personality traits reflected a gen-
eral dimension of psychopathology (48% heritable p factor) plus
less-heritable specific residual factors for internalizing and exter-
nalizing traits (35% and 37% heritable, respectively). The latter
model was more parsimonious in that it had fewer and lower
unexplained factor correlations and cross-loadings (but it was
not different in terms of statistical fit). For both the models, gen-
etic and environmental factor-score correlations differed from
phenotypically observed correlations, but in the bi-factor model

genetic correlations between the general and the specific factors
remained moderate. This makes the general factor perhaps a
more salient (less confounded/correlated) target for genome-wide
and neuroscientific studies of psychiatric comorbidity compared
with the disorder factor from the correlated-factor model, as
explained below and in pertinent literature (Lahey et al., 2017;
Caspi and Moffitt, 2018; Oltmanns et al., 2018).

The findings from the joint correlated-factor model of psychi-
atric disorders and normative and pathological personality
conceptualized personality traits and psychiatric disorders as re-
flecting separate correlated factors. Under this theory, a researcher
interested in associations between the disorder liability and third

Fig. 1. Parallel analysis and path diagrams of correlated- and bi-factor models of psychopathology and personality (color figure in online version). (a) The number
of observed eigenvalues (circles) above parallel-analysis (‘zero-correlation’) lines indicates the correct number of factors (i.e. 3); the two thin lines give upper (solid
line; number of twin pairs) and lower (dashed line; number of twins) bounds for eigenvalues from the parallel analysis (Rosenström et al., 2017). (b) Arrows show
correlated-factor model loadings above√0.1 (Table 2 for exact numeric values). (c) Bi-factor loadings. Solid arrow heads indicate positive loadings and open arrow
heads indicate negative loadings. Color codes correspond to bi-factor rotation only for clarity, and ‘p’ refers to a general psychopathology factor. Black arcs indicate
statistically significant factor correlations (note: internalizing and externalizing factors could have correlated in the oblique bi-factor solution, but they did not).
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Table 2. Exploratory factor loadings

Factors from correlated-factor rotation Factors from bi-factor rotation

Dataset Variable
Factor #1:

‘psychopathology’
Factor #2: ‘personality

pathology’
Factor #3:

‘externalizing’
General factor:

‘psychopathology’
Specific factor #1:
‘internalizing’

Specific factor #2:
‘externalizing’

Interview Alcohol use disorder 0.475 −0.002 0.537 0.542 −0.028 0.361

Substance use disorders 0.658 −0.097 0.557 0.586 0.095 0.462

Major depressive episode 0.587 0.171 0.012 0.499 0.445 0.012

Panic attack 0.732 0.137 0.043 0.575 0.533 0.074

Agoraphobia 0.817 0.161 −0.034 0.608 0.656 0.037

Social phobia 0.683 0.268 −0.022 0.618 0.546 −0.046

Specific phobias 0.471 0.139 −0.06 0.369 0.409 −0.027

Generalized anxiety disorder 0.626 0.264 0.009 0.595 0.480 −0.039

Antisocial personality traits 0.414 0.028 0.668 0.591 −0.170 0.398

Psychotic-like experiences 0.570 0.018 0.250 0.479 0.255 0.221

Manic experiences 0.557 −0.015 0.297 0.467 0.210 0.263

BFI Extraversion −0.021 −0.541 0.279 −0.313 −0.233 0.463

Agreeableness 0.034 −0.325 −0.247 −0.356 0.200 0.076

Conscientiousness −0.113 −0.349 −0.235 −0.460 0.077 0.070

Neuroticism 0.223 0.573 −0.169 0.513 0.308 −0.389

Openness 0.105 −0.154 0.193 0.032 −0.064 0.210

PID-5-NBF Negative emotionality −0.031 0.886 0.003 0.691 −0.006 −0.537

Detachment −0.100 0.720 0.017 0.523 −0.073 −0.443

Antagonism −0.129 0.391 0.562 0.500 −0.502 0.026

Disinhibition 0.014 0.542 0.320 0.593 −0.211 −0.161

Psychoticism 0.008 0.653 0.258 0.649 −0.168 −0.261

Loadings above √0.1≈0.316 are highlighted.
‘BFI’, Big Five Inventory; ‘PID-5-NBF’, Personality Inventory for DSM-5, Norwegian Brief Form. For statistically significant factor correlations, see Fig. 1
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factors (e.g. a gene or an exposure) would typically adjust for ‘con-
founding’ personality, thus discarding the variance overlapping
with it. In contrast, the p factor from the bi-factor model incorpo-
rates disorder-overlapping parts of personality and rules out the
rest. In theory, the bi-factor model is practically useful in the
sense that the p factor is pertinent to comorbidity research with-
out further difficult-to-interpret controls for correlated residual
personality, normative or pathological. In practice, this held better
for genetic than for environmental influences, for which residual
correlations remained in factor scores (Table 3). At this point, we
do not take a strong position for or against either explorative
structural model, but instead emphasize the higher level of parsi-
mony of the bi-factor model, its connections with the existing lit-
erature, and its potential for generating hypotheses for future
research.

For example, the personality trait antagonism is typically asso-
ciated with externalizing psychiatric disorders (e.g. substance
abuse), which involve aggression. On the other hand, internaliz-
ing disorders (e.g. depression) are typically associated with per-
sonality traits such as neuroticism that involves frequent
negative emotions, including anger (Kotov et al., 2010). In the
correlated-factor model, such overlapping psychological content
was expressed both in correlations between assumed latent factors
and in cross-loadings (i.e. in some measured traits reflecting one
part one factor, another part another factor). The same model can
be expressed in a perhaps more conceptually trackable (bi-factor)
form, with less-correlated factors and with cross-loadings con-
strained to general factor only (Fig. 1). These fit-equivalent inter-
pretations (rotations) generate distinct hypotheses for future
research. In the example case, the correlated-factors model
implies that high antagonism is directly indicative of high risk
for personality pathology and externalizing traits, whereas the
bi-factor model implies that antagonism is instead indicative of
general psychopathology with a lack of ‘normal’ internalizing ten-
dency. This distinction can only be seen in the multivariate con-
text, yet, might turn out clinically significant in the future
research.

It is not well-understood what might give rise to a general fac-
tor of psychopathology, but several suggestive findings and propo-
sals exist. Different authors have linked the p factor with
functional arguments related either to life-history strategies (Del
Giudice, 2014), to balance in fast v. slow cognitive processes
(Carver et al., 2017), to general integrity of the nervous system
(Caspi et al., 2014), and/or to inefficient intrinsic functional
brain connectivity (Elliott et al., 2018). Empirical studies have
reported physiological findings common to multiple psychiatric
disorders, such as changes in volume of overlapping brain areas
(Goodkind et al., 2015), shared cortical gene expression patterns
(Gandal et al., 2018), overlapping genetic correlates (Lahey
et al., 2011; Geschwind and Flint, 2015; Neumann et al., 2016;
Pettersson et al., 2016; Wang et al., 2017), and lower than average
performance level in tests of intelligence (Caspi et al., 2014;
Neumann et al., 2016). Capturing possible shared etiologies of
multiple psychiatric disorders to a single phenotype (factor)
rather than in correlations between multiple phenotypes (factors)
has potential to bring clarity to psychiatric nosology. This is a
major argument in favor of the bi-factor model. A general-factor
model of psychopathology and personality may offer scientific
parsimony and clinical utility by treating psychiatric comorbidity
as a measurable construct instead of an unexplained correlation.

In a partial contrast, Oltmanns et al. (2018) argued that mod-
eling of general factors may not be etiologically informative, as
they might arise from impairments and dysfunctions that are sec-
ondary to underlying causes. It remains unclear how the hypoth-
esis links with the abovementioned etiologic factors and why the
etiology is so different for psychiatric disorders in comparison to
other (e.g. neurological) disorders that also imply severe impair-
ment and dysfunction (Wang et al., 2017; Brainstorm
Consortium, 2018). Empirically, Oltmanns et al. (2018) solution
resembled our correlated-factor model, albeit with stronger factor
correlations that may relate to use of more measurement items in
their study or to their use of confirmatory framework wherein
non-pure indicators can inflate absolute factor correlations
(Asparouhov and Muthen, 2009; Morin et al., 2016).

Table 3. Factor score correlations

Phenotypic Biometric (genetic\environmental)

Correlated-factor
model

Psychopathology Personality
pathology

Externalizing Psychopathology Personality
pathology

Externalizing

Psychopathology 1 – – 1 0.28
(0.21, 0.34)

−0.24
(−0.31,
−0.18)

Personality pathology 0.49
(0.46, 0.52)

1 – 0.75
(0.67, 0.82)

1 0.22
(0.15, 0.28)

Externalizing −0.17
(−0.20, −0.13)

0.13
(0.09, 0.17)

1 −0.08
(−0.18, 0.03)

0.00
(−0.11, 0.11)

1

Bi-factor model Psychopathology Internalizing Externalizing Psychopathology Internalizing Externalizing

Psychopathology 1 – – 1 −0.20
(−0.26, −0.13)

−0.25
(−0.31,
−0.18)

Internalizing −0.04
(−0.08, −0.01)

1 – 0.18
(0.07, 0.31)

1 0.14
(0., 0.14)

Externalizing −0.18
(−0.21, −0.13)

−0.04
(−0.08, −0.01)

1 −0.07
(−0.18, 0.04)

−0.38
(−0.53, −0.25)

1

Phenotypic correlations are Pearson correlations of factor scores, below-diagonal cells under biometric correlations give genetic correlations, and above-diagonal cells give environmental
correlations. The correlations are based on model-derived (phenotypic) factor scores and can differ from model-implied latent correlations of Fig. 1, e.g. due to measurement noise (van den
Berg et al., 2007)
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Sometimes researchers try to infer psychological content of the
general factor based on comparatively high loading magnitudes of
given disorders on the general factor and lack of specific factors
for the disorders, as has been observed for psychotic disorders
in comparison to other disorders (Caspi et al., 2014; Carver
et al., 2017). However, we observed similar loading magnitudes
for psychotic-like and manic experiences as for other disorders,
and our general factor was highly congruent with uniform load-
ings for all disorders and personality traits. In fact, when we com-
puted congruence coefficients between a uniformly loading factor
and the ‘psychosis-heavy’ general factor reported in Caspi et al.
(2014), it too exceeded a recommended cut-off for two factors
being ‘considered equal’ (i.e. ϕ = 0.962 > 0.95) (Lorenzo-Seva
and ten Berge, 2006). Eid et al. (2017) noted that finding one non-
significant specific factor is common in confirmatory bi-factor
analyses, which they attributed to low identifiability and to a
need to a priori anchor the general factor on some variable(s).
Thus, use of pre-established and clear criteria for inferring differ-
ential loading magnitudes and patterns would help in distinguish-
ing them from sampling noise, near-equivalent solutions, and
other idiosyncratic variation. The higher loadings on psychotic
v. other disorders observed by Caspi et al. (2014) might also relate
to their very high participant retention rate, including psychotic
individuals. If unbiased, our uniform factor loadings imply that
all variables reflect the factor equally much in terms of their over-
all variance. In bi-factor models, however, one needs to assess sev-
eral variables jointly to separate their residual and group factors
from the general-factor score.

It is a limitation that exploratory correlated-factor and
bi-factor models are statistically equivalent, having equal fit to
data. One model may offer a more parsimonious interpretation
than the other, but further studies are needed before either of
the models can be claimed to reveal underlying etiologic pro-
cesses. For example, longitudinal studies could be helpful, as
well as biometric path studies (Franić et al., 2013) preferably in
larger datasets compared with this study. On the positive side,
much of the criticism and problems pertinent to confirmatory
bi-factor modeling do not carry over to the present case of
exploratory rotations (Asparouhov and Muthén, 2009; Jennrich
and Bentler, 2011, 2012; Eid et al., 2017). Furthermore, the latent
distribution of factor models (a multivariate normal distribution)
is typically chosen to facilitate computation, not because it neces-
sarily best reflects ‘the nature’ (Lei and Lomax, 2005); here we
developed some substantive arguments to distinguish between
rotations and also technical arguments can be developed when
multivariate normality is not assumed (Hyvärinen et al., 2001;
see also our Supplementary material). In addition, our estimates
of heritability are lower bounds (i.e. likely underestimates)
because, for computational reasons, we had to use a two-step pro-
cedure with heritability estimation performed on pre-computed
phenotype-based estimates of factor scores (van den Berg et al.,
2007). In principle, factor and biometric models can be fully
combined (Neale and Cardon, 1992; Franić et al., 2013;
Rosenström et al., 2017). In practice, our attempts were thwarted
either by computational demands of multivariate integration in
case of ordinal-valued full-information approach or by instability
of approaches like weighted least-squares estimation within rela-
tively small zygosity sub-groups. Furthermore, our estimates could
be subject to a degree of recruitment and attrition bias in the sam-
ple, or bias from just single occasion of self-reporting as opposed to
two interviews, although an attrition study only indicated moderate

selection toward good health without bias in genetic or environ-
mental covariance structures (Tambs et al., 2009).

In summary, allowing for a correction for response styles,
inter-correlations between psychiatric disorders and pathological
and normative personality traits could be explained with three
factors. Whereas a correlated-factor model led to distinct (but
correlated) psychiatric-disorder and personality-pathology fac-
tors, an equally fitting bi-factor model led to an overarching
shared psychopathology factor for disorders and normative and
pathological personality traits, plus orthogonal domain-specific
factors for internalizing and externalizing disorders and traits.
The latter interpretation of the data promotes a joint etiologic
model of comorbid personality pathology and general psycho-
pathology, with potential to increase theoretical and diagnostic
parsimony in psychiatry and to provide more interpretable target
phenotypes for genetic studies.
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