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Abstract
The present study tests the Shallow Structure Hypothesis (SSH), which claims that compared to L1
processing, L2 language processing generally underuses grammatical information, prioritizing
nongrammatical information. Specifically, this cross-modal priming study tests SSH at the level of
morphology, investigating whether late advanced L2 learners construct hierarchically structured
representations for trimorphemic derived words during real-time processing as native speakers
do. Our results support SSH. In lexical decision on English trimorphemic words (e.g., unkindness
or [[un-[kind]]-ness]), L1 recognition of the targets was facilitated by their bimorphemic
morphological-structural constituent primes (e.g., unkind), but not by their bimorphemic noncon-
stituent primes (e.g., kindness), which were only semantically and formally related to the target. In
contrast, L2 recognition was equally facilitated by both constituent and nonconstituent primes.
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These results suggest that unlike L1 processing, L2 processing of multimorphemic words is not
mainly guided by detailed morphological structure, overrelying on nonstructural information.

INTRODUCTION

How do late L2 learners recognize morphologically complex words in real time? An
increasing number of studies are addressing this issue, albeit not without conflicting
results. Some studies demonstrate that L2 processing of morphologically complex words
is mainly guided by morphological structure like L1 processing (e.g., Coughlin &
Tremblay, 2015; Diependaele et al., 2011; Freynik et al., 2017). Other studies, however,
provide evidence that L2 lexical processing is distinctively less sensitive tomorphological
structure and more heavily affected by other types of information than L1 processing
(e.g., Clahsen & Neubauer, 2010; Heyer & Clahsen, 2015; Jacob et al., 2017).
Recently, such differences between L1 and L2 morphological processing have been

accounted for by Clahsen and Felser’s (2006, 2017) Shallow Structure Hypothesis (hence-
forth SSH) (e.g., Clahsen & Neubauer, 2010; Clahsen et al., 2013; Clahsen et al., 2015;
Farhy et al., 2018). The SSH assumes that L1 and L2 speakers are equipped with the same
processing architecture and mental processing mechanisms, and that two distinct proces-
sing routes are available in both L1 and L2: one involving construction of a detailed
grammatical representation for the input and the other involving construction of a gram-
matically shallow representation that lacks full grammatical detail. However, SSH main-
tains that the shallow parsing route is in general more likely to dominate in L2 than L1,
though this tendency can be affected by other factors such as L2 proficiency or the nature of
the given linguistic task. In the shallow parsing route, processing of input is mainly guided
by nongrammatical information, such as semantic, pragmatic, surface-form, or relevant
nonlinguistic information. Hence, SSH attributes the differences between L1 and L2
processing of morphologically complex words to the underuse of information on morpho-
logical structure and overreliance on nonstructural information in L2 processing in general.
This study aims to contribute to the investigation on shallow morphological proces-

sing in online L2 word recognition with a unique trimorphemic experiment design.
Previous studies on L2 processing of morphologically complex words have limited their
scope to bimorphemic words (mostly suffixed ones), addressing the research question of
whether the L2 processing of bimorphemic words involves morphological decomposi-
tion (e.g., kindness à kind + -ness). We broaden the scope of this line of research by
using trimorphemic words as our stimuli set. With the assumption that these words are
represented in hierarchical structure, as illustrated in Figure 1 (e.g., Lieber, 1980; Selkirk,
1982), examining the processing of such multimorphemic words has an outstanding
merit: It allows us to test whether L2 speakers construct representations with a multilevel-
nested structure—rather than linear-sequence structures—during real-time lexical pro-
cessing. Given that structural hierarchy is one of the most fundamental aspects of the
underlying representation of language (e.g., Chomsky, 1995; Jacob et al., 2017; Nelson
et al., 2017; Song et al., 2019), investigating whether L2 lexical processing involves real-
time construction of hierarchical structure appears essential to define the nature of the
processing and mental representation of L2s.
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Note here that bimorphemic words are not ideal for this research question because they
have a relatively flat structure. When we assume that these words are also structured in
hierarchy with binary branching, the hierarchy only consists of two levels (e.g., [[kind]-
ness]). Such hierarchical structure is not clearly distinguished from linear-sequence
structure with two elements (e.g., [kind]-[ness]), as both allow for morphological decom-
position at the same boundary. In contrast, the hierarchical structure of trimorphemic
words (e.g., [[un]-[kind]]-ness]) has three levels of hierarchy and is clearly distinguishable
from its counterpart linear-sequence structure (e.g., [un]-[kind]-[ness]). Most importantly,
the hierarchical structure specifies which two of the three morphemes combine together
first, constituting amorphological-structural constituent (henceforth structural constituent)
at the second level of the hierarchy, whereas the linear-sequence structure does not encode
such combinatorial process. For instance, the hierarchical structure of the trimorphemic
word unkindness specifies that to derive the word, the adjective kind and the prefix un- first
merge into an adjective unkind, and then the suffix -ness attaches to the adjective (see
Figure 1). However, in the linear-sequence representation of unkindness, it is not encoded
whether the root kindfirst combineswith the prefix un- or the suffix -ness, and thus, no such
thing as bimorphemic structural constituent exists.

Making use of this three-level hierarchy, recent L1 studies found some empirical
evidence that language users build hierarchical structure in real time for trimorphemic
words. For example, the results of Bertram et al.’s (2011) eye-tracking study showed that
the online processing of trimorphemic compounds slowed down when a hyphen was
inserted at the minor constituent boundary (e.g., foot-ballassociation for [[foot-[ball]]-
association]), whereas the processing did not slow down when such insertion was made
at the major constituent boundary (football-association).1 More recently, using a cross-
modal priming paradigm, Song et al. (2019) demonstrated that recognition of English
trimorphemic derived words (e.g., unkindness) was facilitated immediately after their
bimorphemic substrings were processed if the substrings were structural constituents of
the target words (e.g., unkind), and not if theywere nonconstituents (e.g., kindness). Note
that morphological constituents are nested within the morphological structure of targets,
whereas nonconstituents are not.

Against this background, the present study tests SSH by investigating L2 processing
of trimorphemically derived English words. Specifically, we test whether nonnative
English speakers show the same morphological-structural priming as was observed in
Song et al. (2019) for native English speakers. In the current study, speakers of L2
English (L1 Cantonese) were tested using the same experimental paradigm and stimuli as

FIGURE 1. Hierarchical structure of the English derived words unkindness (left-branching) and unavoidable
(right-branching).
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Song et al. (2019). According to SSH, nonnative speakers are likely to exhibit distinct
processing patterns from native speakers’ in recognition of trimorphemic target words
(e.g., unkindness). Nonnative speakers’ processing is unlikely to differ according to
whether target words follow either structural constituent primes or nonconstituent primes
(e.g., unkind and kindness, respectively). Both primes are highly related to the trimor-
phemic targets semantically and formally (i.e., phonetically and orthographically), and
are mainly distinguished by their hierarchical morphological structures. Therefore, SSH
allows the possibility for nonnative speakers to show strong priming effects from
nonconstituent and constituent primes equally because the shallow processing route,
which relies more heavily on semantic and surface-level information than on structural
information, is more likely to be adopted over the full parsing route in nonnative
processing than in native processing. To the best of our knowledge, the current study
is the first to explore L2 processing of multimorphemic words constructed in hierarchy
with more than two levels.

METHOD

PARTICIPANTS

Thirty-eight speakers of advanced L2 English were recruited from an English medium
university in Hong Kong (mean age=20.50; SD=1.31). All participants reported Can-
tonese as their native and dominant language and English as their second language. None
considered themselves balanced bilinguals, and almost all participants (97%) reported that
they use Cantonese for the most part of their daily life outside school. These L2 learners
were considered late learners because they were not substantially exposed to English until
they entered secondary school at age 12, although their rather sparse exposure to English
occurred early on through English sessions in Cantonese-medium nursery or kindergarten
(M=3.11; SD=0.98). Their self-rating on overall English proficiency was 5.63 (SD=
0.75) on a scale from 1 (bad) to 7 (native/near-native), while that on overall Cantonese
proficiency was 6.89 (SD=0.39). The learners’ overall English proficiency was also
assessed by administering a C-test taken from Schulz (2006). Their average score was
29.39 out of 40 points (SD=2.34). This scorewas comparable to the average score of 30.95
(SD=3.45) obtained from 22 advanced late L2 learners in Song’s (2015) study who took
the same C-test, signifying our participants’ high proficiency in English. At the same time,
the scorewas distinctively lower than the average score of 36.05 (SD=1.87) obtained from
Song’s 19 native English speakers, indicating that our participants were not as proficient as
native speakers.

MATERIALS AND DESIGN

Table 1 illustrates the experimental design with examples of prime-target sets, showing
the two distinct experimental conditions for English trimorphemic words: LEFT-BRANCH-
ING and RIGHT-BRANCHING (see Figure 1 for their structural differences). A complete list of
prime-target sets and their frequency information can be found in the Appendix. All
targets were structurally (and semantically) unambiguous, excluding ambiguous words
such as unlockable. They were matched across branching conditions on frequency and
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length using the webCELEX database (http://celex.mpi.nl/). Targets had very low fre-
quency (at zero or nearly zero per million words in webCELEX) or were not listed in the
lexical database. The frequency of the unlisted targets was coded as zero. The low
frequency of targets made it reasonable to assume that they are likely to be recognized
through morphological decomposition rather than their whole-word representations. Each
left-branching target (e.g., unkindness) was paired with three distinct types of primes,
namely, CONSTITUENT, NONCONSTITUENT, and UNRELATED primes. The constituent prime was
the bimorphemic structural constituent, which consisted of the first twomorphemes of the
target (i.e., the prefix and root) (e.g., unkind). In contrast, the nonconstituent primewas the
bimorphemic derived word consisting of the last two morphemes of the target (i.e., the
root and suffix) (e.g., kindness). Importantly, the nonconstituent prime did not serve as a
structural constituent of the target, although it is equally related to the target in terms of
semantics and surface form as the constituent prime. The unrelated prime was a bimor-
phemic derivedword, whichwas not related to the target in anyway (e.g., prolong). These
three types of primes were matched in frequency and length. In any prime set, the
frequency of the constituent prime was not higher than that of the nonconstituent to
prevent the constituent prime from being at a potential advantage.

The targets in the right branching condition (e.g., unavoidable) were paired with only
two prime types, namely, CONSTITUENT and UNRELATED primes. This asymmetry between
the two branching conditions occurred, because no right-branching trimorphemic word
whose prefix and root constitute a legitimate English word (e.g., *unavoid) was found
among structurally unambiguous trimorphemic words. The two prime types in the right-
branching condition were matched in frequency and length. The targets in the two
branching conditions were also matched in frequency and length. The right-branching
condition was created to test how independently of linear position morphological struc-
tural priming occurs. Note that in the left-branching condition, the constituent prime
overlaps with the target from the beginning, while the nonconstituent prime does so from
the middle. The concern was that this linear position difference may act as a confounding
factor, unfairly strengthening primingwith the constituent in the left-branching condition.
As the constituent prime in the right-branching condition overlaps with the target from the
middle like the nonconstituent prime in the left-branching condition, adding the right-
branching condition allows us to test how independently of linear positionmorphological-
structural priming occurs.

The complete experimental stimulus set consisted of 30 prime-target pairs (18 left-
branching sets and 12 right-branching sets). These 30 experimental sets were distributed
across six lists using a Latin square design. That is, an experimental target was paired
with only one of the different types of primes in each list. Each list also included 70 filler

TABLE 1. Experimental conditions, with an example stimulus set

Prime type

Branching condition Target Constituent Nonconstituent Unrelated

Left-branching unkindness unkind kindness prolong
Right-branching unavoidable avoidable N.A. pluralism
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prime-target pairs, and consequently had 100 prime-target pairs in total. Among the
100 targets, half were words, while the other half were nonwords.

PROCEDURE

Participants were tested individually in a quiet laboratory setting using SuperLab version
4.0, a software developed by Cedrus Corporation, for stimuli presentation and data
collection. A cross-modal priming paradigm (auditory primes and visual targets) was used
because this paradigm has an advantage over a unimodal priming paradigm (e.g., visual-
visual): When priming effects are found in a cross-modal paradigm, we can exclude the
possibility that the priming occurred through overlap in low-level modality-specific
representations (e.g., orthographic priming). Rather, it can be argued that the mediation
between primes and targets occurs through their modality-independent central lexical
representations in the paradigm (Marslen-Wilson et al., 1994).
In the experiment, participants were asked to perform a lexical decision task on visual

targets, pressing the “Word” or “Nonword” button on a response pad as quickly and as
accurately as possible. “Word” responses were alwaysmade by the dominant hand. Primes
were prerecorded by a male native speaker of American English in a soundproof booth.
Every trial began with a fixation cross presented in the center of the screen in white color
against a black background (500ms). The fixation cross was followed by an auditory
prime, which was presented over headphones. At the acoustic offset of the prime, a visual
target was displayed in lowercase 26-point Arial font in the center of the screen. The target
remained there until a lexical decision was made or up to a timeout of 2000ms. The
between-trial intervals were 1000ms. The presentation order of prime-target pairs was
randomized for each participant. Prior to presentation of experimental items, participants
were given 10 practice trials (five with word targets and five with nonword targets). After
each practice trial, participants received feedback on the accuracy and speed of their
response. No feedback was provided to responses during experimental trials.

DATA ANALYSIS

No items were excluded. Data from two participants were excluded from analysis due to
their high error rate (> 30%). The data from the remaining 36 participants were merged
and compared with data from Song et al.’s (2019) 29 native speakers, who underwent the
same task. Response time (RT) analysis included only RTs from experimental targets on
which a correct response was made, while accuracy analysis included data from all
30 critical targets.
For statistical analysis, the lme4 (Bates et al., 2015) and lmerTest package (Kuznetsova

et al., 2016) were used in the R statistical computing environment. The RT and accuracy
data were analyzed with linear mixed-effects regression (Baayen et al., 2008) and with
logit mixed-effects regression (Jaeger, 2008), respectively. As a dependent variable, RT
models included log-transformed RTs, while accuracy models included log odds of
making an incorrect lexical decision. First, we built models for global analysis that
included Language Group (L1 vs. L2), Prime Type (Constituent vs. Unrelated), and
Branching (Left vs. Right) as fixed effect variables, whereas participant and item as
crossed random effects. Then, we fitted models for L1-L2 joint analysis for each
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branching condition because the number of levels of the Prime Type variable varied in the
two branching conditions (left-branching: three; right-branching: two). Recall that the
nonconstituent level was included only in the left-branching condition. Furthermore,
within-language-group analysis was carried out for L2 data to ensure that any effect found
in the L1-L2 joint analysis was notmainly driven by native speakers.Models fitted for this
L2 analysis only included Prime Type as a fixed effect, as they were separately fitted for
each branching condition.

RESULTS

GLOBAL ANALYSIS INCLUDING BOTH BRANCHING CONDITIONS AND BOTH

LANGUAGE GROUPS

Figures 2 and 3 summarize RT and accuracy data, respectively, for the L2 learners in the
current study, in comparison to the native speakers in Song et al.’s (2019) study. These
figures show that overall, L2 learners responded more slowly and made more errors than

FIGURE 2. The mean response times of the L2 and L1 group in each priming condition of each branching
condition. Error bars indicate standard errors. L1 data are from Song et al. (2019). Statistical
significance codes: *** = p < .001, ** = p < .01, * = p < .05, n.s. = p > .05.

FIGURE 3. The error rates of the L2 and L1 group in each priming condition of each branching condition. L1
data are from Song et al. (2019). Statistical significance codes: *** = p < .001, ** = p < .01, * = p <
.05, n.s. = p > .05.
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native speakers, as commonly reported in the L2 processing literature. The linear mixed-
effects models fitted for these data confirmed that the group difference in RTs was
statistically significant, although that in error rates was not, as the two sections of
Table 2 (a and b) respectively show: The main effect of Language Group was significant
in the RT model, but not in the accuracy model, indicating that the L1-L2 difference was
clearer in terms of RTs.
Figures 2 and 3 also show contrasts between the two branching conditions: Participants

in both language groups responded faster and made less errors in the right-branching
condition than in the left-branching condition overall, suggesting that right-branching
targets were recognized more easily than left-branching targets in both language groups.
Table 2 confirms that this difference was statistically significant with the significant main
effect of branching.
Importantly, Figure 2 shows that in both language groups, participants’ RTs reduced

with the constituent primes compared to the unrelated primes in both branching conditions.
Figure 3 also shows that across language groups, participants’ error rates dropped for the
constituent primes compared to the unrelated primes at least in the left-branching condi-
tion. The significant main effects of Prime Type (Constituent vs. Unrelated) in Table 2
(a and b) confirm that the priming effect in the constituent condition was statistically
significant across language groups and across branching conditions. Note that Figure 3
does not show such priming effects in terms of accuracy in the right-branching condition

TABLE 2. (a) RT and (b) accuracy model for global analysis including both branching
conditions and both language groups

(a) RT model

Fixed effects Beta Std. Err. df t-Value p

(Intercept) 6.75 0.03 77.92 229.59 <0.001
Prime type �0.11 0.01 1219.80 �8.83 <0.001
Language group 0.19 0.05 63.11 4.15 <0.001
Branching �0.13 0.04 26.63 �3.50 0.002
Prime type� language group 0.02 0.02 1216.66 1.05 0.29
Prime type� branching 0.05 0.02 1219.01 1.92 0.055
Language group� branching �0.04 0.02 1218.42 �1.79 0.074
Prime type� language group� branching 0.03 0.05 1216.17 �0.71 0.48

(b) Accuracy model

Fixed effects Beta Std. Err. z-Value p

(Intercept) �2.45 0.26 �9.45 <0.001
Prime type �0.43 0.18 �2.40 0.016
Language group 0.39 0.27 1.44 0.149
Branching �1.74 0.46 �3.79 <0.001
Prime type� language group 0.28 0.35 0.80 0.422
Prime type� branching 0.82 0.35 2.30 0.021
Language group� branching �0.31 0.35 �0.87 0.386
Prime type� language group� branching �0.05 0.71 �0.08 0.939

Note: Fixed-effect factors are sum-coded (prime type: unrelated [�0.5] and related [0.5]; group: L1 [�0.5] and
L2 [0.5]; branching: left [�0.5] and right [0.5]).
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due to a ceiling effect (i.e., very high accuracy). This difference between the two branching
conditions was reflected in the significant interaction between Prime Type and Branching
(see Table 2b).

As Table 2 shows, themain effect of Prime Typewas not significantlymodulated by the
Language Group variable in terms of either RTs or accuracy, suggesting that the priming
effects in the constituent condition for the two language groups were comparable in
magnitude: Either the two-way interaction between Prime Type and Language Group or
the three-way interaction among Prime Type, Branching, and Language Group was not
statistically significant. That is, the global analysis did not reveal any language group
difference in terms of priming in the constituent condition. Lastly, the marginally
significant interaction between Prime Type and Branching in the RT model explains
the smaller priming effects in the right-branching condition than in the left-branching
condition shown in Figure 2 (especially in the L2 group).

Note also that Figures 2 and3 show that in the left-branching condition, L2 learners’RTs
and error rates in the nonconstituent condition were close to those in the constituent
condition, whereas native speakers’ RTs and error rates in the nonconstituent condition
were close to those in the unrelated condition. That is, our descriptive statistics show a clear
priming effect in the nonconstituent condition in theL2 group, but not in theL1 group. This
apparent group difference could not be statistically tested in the global analysis, as it did not
include data from the nonconstituent condition. Therefore, in the next section, we report
the results of a separate analysis for each branching condition, in which data from all
priming conditions are included.

ANALYSIS FOR EACH BRANCHING CONDITION

RT Analysis

Figure 2 and the global statistical analysis showed that both language groups responded
significantly faster in the constituent condition than in the unrelated condition in both
branching conditions. The linear mixed-effects model fitted for RT data from each branch-
ing condition confirmed again that these priming effects were statistically significant: The
main effect of Prime Type (Constituent vs. Unrelated) was significant in both branching
conditions as shown in Table 3 (a and b). These priming effects were not modulated by
Language Group, as in the global analysis: The interaction between Language Group and
Prime Type (Constituent vs. Unrelated) was not significant in either of the branching
conditions, as Table 3 shows.

Table 3a also shows that the main effect of Prime Type (Nonconstituent vs. Unrelated)
was not significant, suggesting that as a group, the L1 and L2 speakers did not show a
significant priming effect in the nonconstituent condition. However, the interaction
between Prime Type (Nonconstituent vs. Unrelated) and Language Groupwas significant,
indicating that nonconstituent primes led to a significantly larger RT drop for the L2 group
than for theL1 group, compared to unrelated primes. This significant interactionwas in line
with within-group analyses for L2 (see Table 4a) and L1 data (see Table A1 in Song et al.,
2019): The coefficient of Prime Type (Nonconstituent) in the left-branching condition was
only significant in the L2 group, indicating that a significant nonconstituent priming only
occurred in the L2 group. Furthermore, when we directly compared the mean RTs in the
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constituent and nonconstituent conditions for the L2 group (by running again the model
reported in Table 4a with the reference level of Prime Type switched to Nonconstituent
fromUnrelated), they did not significantly differ (β=�0.004, t(420.19) =�0.15, p>0.10).
In contrast, in the L1 group, the mean RT in the constituent condition was significantly
shorter than that in the nonconstituent condition (β=�0.09, t(362.50) =�3.44, p<0.001),
as reported in Song et al. (2019). All these results are consistent with Figure 2, where in the
L2 group, the mean RT dropped slightly further in the nonconstituent condition than in the
constituent condition (compared to the unrelated condition), while in the L1 group, it
dropped far less in the nonconstituent condition than in the constituent condition.
Lastly, thewithin-group analysis confirmed once again that L2 learners’ lexical decision

times significantly reduced by constituent primes compared to unrelated primes in both
branching conditions: Table 4 shows that the coefficients of Prime Type (Constituent) in
the two branching conditions were both significant.

Accuracy Analysis

Figure 3 and the global statistical analysis showed that in the left-branching condition, both
language groups made less errors in the constituent condition than in the unrelated
condition. The L1-L2 joint analysis for each branching condition confirmed again that
this priming effect was statistically significant and not modulated by Language Group:
Table 5a shows that the main effect of Prime Type (Constituent vs. Unrelated) was
significant, but its interaction with Language Group was not. In addition, Figure 3 shows
a large facilitation with nonconstituent primes in the left-branching condition for L2

TABLE 3. Response time model for (a) left- and (b) right-branching condition

(a) Left-branching condition

Fixed effects Beta Std. Err. df t-Value p

(Intercept) 6.81 0.04 43.40 184.78 <0.001
Prime type (constituent vs. unrelated) �0.12 0.02 797.92 �5.52 <0.001
Prime type (nonconstituent vs. unrelated) �0.02 0.02 798.13 �1.11 0.267
Language group 0.19 0.05 62.84 3.73 <0.001
Prime type (constituent vs. unrelated)� language
group

0.06 0.04 797.06 1.48 0.16

Prime type (nonconstituent vs. unrelated)� language
group

�0.11 0.04 797.47 �2.49 0.013

(b) Right-branching condition

Fixed effects Beta Std. Err. df t-Value p

(Intercept) 6.68 0.03 43.67 238.30 <0.001
Prime type (constituent vs. unrelated)� language group �0.08 0.02 651.67 �5.38 <0.001

0.17 0.05 62.94 3.75 <0.001
Prime type (constituent vs. unrelated)� language group 0.04 0.03 650.58 1.33 0.185

Note: Fixed-effect factors are sum-coded (prime type in the left-branching condition: unrelated [�0.5, �0.5],
constituent [0.5, 0], and nonconstituent [0, 0.5]; group: L1 [�0.5] and L2 [0.5]; prime type in the right-branching
condition: unrelated [�0.5] and related [0.5]).
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learners and a small facilitation for native speakers, but the facilitation was not statistically
significant across the language groups: The main effect of Prime Type (Nonconstituent
vs. Unrelated) was found statistically not significant, as shown in Table 5a. The interaction
between Prime Type (Nonconstituent vs. Unrelated) and Language Group did not reach
statistical significance either, unlike in the counterpart RT analysis. As expected by the
equally very low error rates of the constituent and unrelated conditions shown in Figure 3,
the accuracy analysis for the right-branching condition failed to provide any evidence for a
significant priming effect from constituent primes: Table 5b shows that in the right-
branching condition, the main effect of Prime Type (Constituent vs. Unrelated) and its
interaction with Language Group both failed to reach statistical significance.

Although we did not find any language-group effect on priming, we further analyzed
L2 accuracy data separately as planned. The results of this analysis are provided in Table 4
(c and d). First, these tables show that the coefficient of Prime Type (Constituent) was
significant in the left-branching condition, but not in the right-branching condition,
confirming once again that constituent primes induced significant priming only in the
left-branching condition. Crucially, the coefficient of PrimeType (Nonconstituent) turned
out to be significant, suggesting that significant nonconstituent priming occurred in the L2
group (see Table 4c). The direct comparison between the constituent and the noncon-
stituent condition—conducted by rerunning the model reported in Table 4c with the

TABLE 4. Response time and accuracy model for (a) left- and (b) right-branching
condition for the L2 group

(a) RT model for left-branching condition

Fixed effects Beta Std. Err. df t-Value p

(Intercept) 6.99 0.05 54.55 147.36 <0.001
Prime type (constituent) �0.13 0.03 421.40 �4.72 <0.001
Prime type (nonconstituent) �0.13 0.03 422.01 �4.52 <0.001

(b) RT model for right-branching condition

Fixed effects Beta Std. Err. df t-Value p

(Intercept) 6.80 0.04 43.74 183.58 <0.001
Prime type (constituent) �0.06 0.02 354.40 �2.99 0.003

(c) Accuracy model for left-branching condition

Fixed effects Beta Std. Err. z-Value p

(Intercept) �0.99 0.36 �2.74 0.006
Prime type (constituent) �0.72 0.25 �2.87 0.004
Prime type (nonconstituent) �0.53 0.25 �2.14 0.033

(d) Accuracy model for right-branching condition

Fixed effects Beta Std. Err. z-Value p

(Intercept) �3.65 0.71 �5.17 <0.001
Prime type (constituent) �0.07 0.41 �0.17 0.862

Note: The fixed effect (prime type) is treatment-coded with the reference level set as prime type: unrelated.
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reference level of Prime Type switched to Nonconstituent fromUnrelated—did not reveal
a statistically significant difference (β=�0.19, z=�0.75, p>0.10). These results contrast
with those of the within-group analysis for the L1 group: Significant priming only
occurred in the constituent condition (see Table A3 in Song et al., 2019), and the error
rate was significantly lower in the constituent than in the nonconstituent condition for
native speakers (β=�0.76, z=�2.46, p=0.014), as was in the counterpart RT analysis.2

DISCUSSION

The present study tested SSH at the morphology level. Specifically, this study investi-
gated whether late advanced L2 learners construct nested morphological structures for
multimorphemic words during real-time word recognition, as native speakers do (Song
et al., 2019). The SSH predicts that constituent primes and nonconstituent primes yield
equally strong priming effects for nonnative speakers because their processing relies more
heavily on nonstructural information (such as semantic and surface-form information)
than on structural information. Recall that both constituent and nonconstituent primes are
highly related to their trimorphemic targets in terms of surface form and semantics, as they
both share the root and an affix with the targets, but only constituent primes are nested in
the hierarchical morphological structure of targets. Therefore, if L2 processing of multi-
morphemic words is mainly guided by their morphological structure, constituent primes
are expected to yield a larger priming effect than nonconstituent primes; otherwise, they
are only expected to produce as strong a priming effect as nonconstituent primes do.
Our results are consistent with SSH, revealing equally strong priming effects from

constituent and nonconstituent primes in the L2 group. As Figures 2a and 3a show, in the

TABLE 5. Accuracy model for (a) left- and (b) right-branching condition

(a) Left-branching condition

Fixed effects Beta Std. Err. z-Value p

(Intercept) �1.58 0.30 �5.32 <0.001
Prime type (constituent vs. unrelated) �0.88 0.23 �3.74 <0.001
Prime type (nonconstituent vs. unrelated) 0.07 0.22 �0.32 0.753
Language group 0.40 0.28 1.42 0.156
Prime type (constituent vs. unrelated)� language group 0.58 0.47 1.25 0.212
Prime type (nonconstituent vs. unrelated)� language group �0.57 0.44 �1.28 0.200

(b) Right-branching condition

Fixed effects Beta Std. Err. z-Value p

(Intercept) �3.26 0.41 �8.00 <0.001
Prime type (constituent vs. unrelated) 0.00 0.31 0.00 0.998
Language group 0.24 0.36 0.68 0.505
Prime type (constituent vs. unrelated)� language group 0.17 0.62 0.27 0.787

Note: Fixed-effect factors are sum-coded (prime type in the left-branching condition: unrelated [�0.5, �0.5],
constituent [0.5, 0], and nonconstituent [0, 0.5]; group: L1 [�0.5] and L2 [0.5]; prime type in the right-branching
condition: unrelated [�0.5] and related [0.5]).
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left-branching condition, L2 learners’ mean RTs and error rates in these two conditions
dropped to a similar extent compared to those in the unrelated condition, and a series of
our statistical analysis confirmed that these priming effects were both statistically signif-
icant. Also, direct comparison between the two conditions in terms of RTs and error rates
revealed no significant difference. Taken together, all these results suggest that in the L2
group, the priming observed in the constituent condition was mainly driven by the
semantic and surface-form similarity between constituent primes and targets, rather than
by morphological structure.

These results of nonnative speakers clearly contrast with those of native speakers: Not
only did native speakers’ mean RT and error rate drop significantly more in the
constituent condition than in the nonconstituent condition (see Figures 2b and 3b), only
the drop in the constituent condition turned out to be statistically significant. That is, no
nonconstituent priming occurred in the L1 group. Song et al. (2019) explained that
during the processing of targets, potential processing facilitation led by the semantic and
surface-form overlap between targets and their nonconstituent primes might have been
cancelled out by processing delay that stemmed from the structural inconsistency
between the nonconstituent prime and the target (see, Song et al., 2019, for a more
detailed discussion). In light of this interpretation, L1 and L2 processing of morpholog-
ically complex words proceed in distinct ways: While L1 processing is so sensitive to
structural information that the influence of all nonstructural information is all cancelled
out, L2 processing is far more sensitive to nonstructural information than to structural
information.

However, this processing difference between L1 and L2 does not necessarily imply that
the L2 learners in this study have failed to acquire/develop nativelike representations of the
multimorphemic words, where individual morphemes are arranged in a nested hierarchy.
Previous studies show that successful acquisition of target grammatical representations
(or knowledge) does not automatically lead to nativelike processing patterns, suggesting
that L2 speakers have troublemaking use of their grammatical representation during online
processing (e.g., Felser et al., 2012; Felser & Cunnings, 2012). Therefore, with the results
of this study per se, one cannot argue that L2 processing is insensitive to morphological
structure simply because hierarchical morphological structure is absent in the L2 repre-
sentation (or the L2 representation of such structure is seriously flawed in someways). The
SSH acknowledges that both nontargetlike grammatical representations and a nontarget-
like processing system can be a potential source of the different grammatical processing
patterns between L1 and L2 (Clahsen & Felser, 2017, p. 4). Close examination of the L2
representation of morphological structure is needed in the future to disentangle these two
explanations for the distinct patterns of L1 and L2 morphological processing observed in
this study.

To summarize, our behavioral data suggest that L2 online recognition of multimorphe-
mic words is mainly guided by nonstructural information rather than their morphological
structure. Such L2 processing contrasts with L1 processing, where structural hierarchy
plays a major role. Our results are in line with SSH, which claims that L2 learners, even
highly proficient ones, tend to underuse grammatical information during real-time lan-
guage processing compared to native speakers. Future research should further investigate
the mental representation of multimorphemic words in L2 to better understand the
underlying source(s) of shallow morphological processing.
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NOTES

1In Dutch and Finnish, multimorphemic words are normally written in concatenated format without a space
or a hyphen.

2This comparison was not carried out in Song et al. (2019), and thus we conducted it ourselves using the
data from the study.
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APPENDIX

A complete list of prime-target pairs and their frequency information. The frequency of each word
(per Million) in webCELEX (http://celex.mpi.nl/) is provided in parentheses.

Branching
condition Target Constituent prime

Nonconstituent
prime Unrelated prime

Left readjustable (0) readjust (1) adjustable (2) womanhood (1)
Left reattachable (0) reattach (0) attachable (0) trickster (1)
Left reclosable (0) reclose (0) closable (0) miscount (0)
Left recomputable (0) recompute (0) computable (0) sugarless (0)
Left rehydratable (0) rehydrate (0) hydratable (0) authorship (0)
Left reobtainable (0) reobtain (0) obtainable (3) disinfect (1)
Left resealable (0) reseal (0) sealable (0) piggish (0)
Left resellable (0) resell (0) sellable (0) subplot (0)
Left reusable (0) reuse (1) usable (3) decode (2)
Left unawareness (0) unaware (16) awareness (24) pavement (21)
Left unclearness (0) unclear (0) clearness (0) outsmart (0)
Left uncleverness (0) unclever (0) cleverness (2) breakage (1)
Left unhappiness (6) unhappy (28) happiness (28) midnight (24)
Left unholiness (0) unholy (1) holiness (3) wastage (2)
Left unkindness (0) unkind (4) kindness (12) prolong (5)
Left unripeness (0) unripe (0) ripeness (1) erasure (0)
Left unsharpness (0) unsharp (0) sharpness (2) postdate (0)
Left unwariness (0) unwary (0) wariness (1) draftee (0)
Right unavoidable (4) avoidable (1) NA pluralism (1)
Right unbreakable (0) breakable (0) NA misadvise (0)
Right undeniable (2) deniable (0) NA humidify (0)
Right unmovable (0) movable (2) NA preview (2)
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Branching
condition Target Constituent prime

Nonconstituent
prime Unrelated prime

Right unreadable (1) readable (1) NA ticklish (1)
Right untouchable (1) touchable (0) NA semifinal (0)
Right uneventful (0) eventful (1) NA divorcee (1)
Right ungraceful (0) graceful (7) NA needless (6)
Right unresentful (0) resentful (6) NA publicize (7)
Right unskillful (0) skillful (7) NA hardship (8)
Right unthankful (0) thankful (4) NA interact (5)
Right untruthful (0) truthful (4) NA virtuous (5)
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