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HOD, V AND THE GCH

MOHAMMADGOLSHANI

Abstract. Starting from large cardinals we construct a model of ZFC in which the GCH fails every-
where, but such that GCH holds in its HOD. The result answers a question of Sy Friedman. Also, relative
to the existence of large cardinals, we produce a model of ZFC + GCH such that GCH fails everywhere
in its HOD.

§1. Introduction. In personal communication [3], Sy Friedman asked the author
if we can have amodel ofZFC in whichGCH fails everywhere, but itsHOD satisfies
the GCH . We give an affirmative answer to his question by showing that the model
of [4] satisfies the required properties. To be more precise, we prove the following

Theorem 1.1. AssumeV |=“ZFC+GCH+there exists a (κ+4)−strong cardinal
κ”. Then there is a generic extensionW of V such that:
(1) κ remains inaccessible inW ,
(2) VWκ =Wκ |=“ ZFC + ∀�, 2� = �+3”,
(3) HODWκ |=“GCH”.
Remark 1.2. In fact it suffices to have a Mitchell increasing κ+-sequence of
extenders, each of which is (κ + 3)-strong. Thus for the conclusion of Theorem 1.1
it suffices to have a cardinal κ such that o(κ) = κ+3 + κ+.

The model W that we consider for the proof of Theorem 1.1 is the model
V PĒ×Col(�,�) of [4], but to show that itsHOD satisfies theGCH we need an analysis
completely different from [4].
Let us describe the main differences of the proof of Theorem 1.1 with that of [4].
In [4], two forcing notions PĒ and RĒκ were defined such that:

(1) V2 = V
PĒ×Col(�,�)
κ |=“ ∀�, 2� = �+3”, where � is the minimal element of the

Radin club added by PĒ ,

(2) V1 = V
RĒκ×Col(�,�)
κ |=“GCH”,

(3) V1 ⊆ V2, as proved by finding a projection � : PĒ → RĒκ ,
(4) V1 and V2 have the same cofinalities.

As the guiding generics are coming from homogeneous forcing notions (i.e., Cohen
forcings and collapse forcings), HODV2 and V1 have different cardinal structures,
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and even if we can show thatHODV2 ⊆ V1, there is no guarantee that GCH holds
in HODV2 .
So, to prove the theorem, we build an inner model N of V PĒ×Col(�,�) which is
different from V RĒκ×Col(�,�). In fact we will show that there exists a cardinal and
GCH preserving generic extension N of V such that HODV

P
Ē
×Col(�,�) ⊆ N, and

using it we conclude the result.
On the other hand, by a result of Roguski [8], any model V of ZFC has a
class generic extension V [G ] such that V is equal to the HOD of V [G ]. Some
generalizations of Roguski result are obtained by Fuchs-Hamkins and Reitz [5].
These results can be used to find amodelW ofZFC such thatGCH fails everywhere
in itsHOD. However in the constructions of [8] and [5], the class generic extension
V [G ] fails to satisfy GCH . We modify the above constructions so that our final
model satisfies the GCH , and use it to prove the following theorem.

Theorem 1.3. Assume V |=“ZFC +GCH +κ is a (κ+4)-strong cardinal. Then
there exists a generic extensionW of V such that

(1) κ remains inaccessible inW ,
(2) VWκ =Wκ |=“ ZFC +GCH”,
(3) HODWκ |=“∀�, 2� = �+3”.
In Section 2 we present some preliminaries about projection between forcing
notions and produce a new kind of projection which plays an essential role in later
sections of the paper. In Section 3 we give the proof of Theorem 1.1 and in Section
4 we complete the proof of Theorem 1.3. In the last Section 5 we discuss some
possible strengthenings.

§2. Prikry type projections. In this section, we present some definitions and
results which appear in the following sections. Let’s start with the definition of a
projection map between forcing notions.

Definition 2.1. Let P,Q be two forcing notions. � is a projection from P into Q
if � : P → Q, and it satisfies the following conditions:
(1) �(1P) = 1Q,
(2) � is order preserving; i.e., p ≤P q ⇒ �(p) ≤Q �(q),
(3) If p ∈ P, q ∈ Q and q ≤Q �(p), then there exists p∗ ≤P p such that
�(p∗) ≤Q q.

If � : P → Q is a projection, then clearly �[P] is dense in Q. The next lemma
shows that if P projects intoQ, then a generic filter for P yields a generic filter forQ.

Lemma 2.2. Let � : P → Q be a projection from P into Q, let G be P-generic over
V, and let H ⊆ Q be the filter generated by �[G]. Then H is Q-generic over V and
V[H ] ⊆ V[G].
Prikry type forcing notions arise in our work.We refer to [6] formore information
about Prikry type forcing notions.

Definition 2.3. 〈P,≤,≤∗〉 is of Prikry type, iff
(1) ≤∗ ⊆ ≤,
(2) For any p ∈ P and any statement � in the forcing language 〈P,≤〉, there
exists q ≤∗ p which decides �.
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The relation≤∗ is usually called the Prikry relation. The following is well-known.
Lemma 2.4. Assume 〈P,≤,≤∗〉 is of Prikry type, and suppose 〈P,≤∗〉 is κ-closed,
where κ is regular uncountable. Then Forcing with 〈P,≤〉 does not add new bounded
subsets to κ.
Projection betweenPrikry type forcing notions arises in ourwork in several places.
So let’s present a new definition, and give an application of it.

Definition 2.5. Let 〈P,≤P,≤∗
P〉 and 〈Q,≤Q,≤∗

Q〉 be two forcing notions with
≤∗

P⊆≤P and ≤∗
Q⊆≤Q. A map � : P → Q is a “projection of Prikry type” iff

(1) � is a projection from 〈P,≤P〉 into 〈Q,≤Q〉,
(2) � preserves the ≤∗-relation, i.e., p ≤∗

P q ⇒ �(p) ≤∗
Q �(q),

(3) If p ∈ P, q ∈ Q and q ≤Q �(p), then there exists p∗ ≤P p such that
�(p∗) ≤∗

Q q.

It is clear that if � : P → Q is a projection of Prikry type from P into Q, then
�[P] is dense in Q, with respect to both ≤ and ≤∗ relations. Note that in the above
definition we did not require 〈P,≤P,≤∗

P〉 and 〈Q,≤Q,≤∗
Q〉 be Prikry type forcing

notions. The following lemma shows the importance of Prikry type projections.

Lemma 2.6. Assume � : P → Q is a projection of Prikry type, and assume 〈P,≤P,
≤∗

P〉 is of Prikry type. Then 〈Q,≤Q,≤∗
Q〉 is also of Prikry type.

Proof. First we show that 〈�[P],≤Q,≤∗
Q〉 satisfies the Prikry property. Let b ∈

R.O(�[P]) and q ∈ �[P]. Let p ∈ P be such that q = �(p). Then there is p∗ ≤∗
P p

such that p∗ decides ‖b ∈ �[Ġ ]‖R.O(�[P]) where Ġ is the canonical name for a generic
filter over P. Let q∗ = �(p∗). Then q∗ ≤∗

Q q and decides b.
But �[P] is in fact ≤∗

Q-dense in Q, and hence 〈Q,≤Q,≤∗
Q〉 satisfies the Prikry

property. �

§3. GCH can fail everywhere but holds in HOD. In this section we give a proof
of Theorem 1.1. Subsections 3.1–3.4 are essentially the same as in [4], but we
have included them in some detail (except removing the proofs and some extra
explanations) to make the paper more self-contained and as we need some of these
details of the construction for later use. In Subsection 3.5, we define a new forcing
notion QĒ , and then in Subsection 3.6 we find a Prikry type projection (defined in
Section 2) from PĒ into QĒ . Then in Subsection 3.7, we use the results of Section
2 to prove the basic properties of a generic extension by QĒ , which are needed for
our main theorem. In Subsection 3.8, we prove a homogeneity result, and finally
we complete the proof of the main theorem in Subsection 3.9 by putting all the
previous results together.

3.1. Extender sequences. Suppose j : V ∗ → M∗ ⊇ V ∗
� , crit(j) = κ. Define an

extender (with projections)

E(0) = 〈〈Eα(0) : α ∈ A〉, 〈�	,α : 	, α ∈ A, 	 ≥j α〉〉
on κ by:

• A = [κ, �),
• ∀α ∈ A, Eα(0) is the κ−complete ultrafilter on κ defined by

X ∈ Eα(0)⇔ α ∈ j(X ).
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We write Eα(0) as Uα .
• ∀α, 	 ∈ A

	 ≥j α ⇔ 	 ≥ α and for some f ∈κ κ, j(f)(	) = α,
• 	 ≥j α ⇒ �	,α : κ → κ is such that j(�	,α)(	) = α,
• �α,α = idκ.

Remark 3.1. The choice of the �’s, as far as the 4-th and 5-th bullets are satisfied,
does not affect the definition of the E-sequence.

Now suppose that we have defined the sequence 〈E(
′) : 
′ < 
〉. If 〈E(
′) : 
′ <

〉 /∈M∗ we stop the construction and set

∀α ∈ A, Ēα = 〈α,E(0), . . . , E(
′), · · · : 
′ < 
〉
and call Ēα an extender sequence of length 
 (l(Ēα) = 
).
If 〈E(
′) : 
′ < 
〉 ∈ M∗ then we define an extender (with projections) E(
) =

〈〈E〈α,E(
′):
′<
〉(
) : α ∈ A〉, 〈�〈	,E(
′):
′<
〉,〈α,E(
′):
′<
〉 : 	, α ∈ A, 	 ≥j α〉〉 on Vκ
by:

• X ∈ E〈α,E(
′):
′<
〉(
)⇔ 〈α,E(
′) : 
′ < 
〉 ∈ j(X ),
• for 	 ≥j α in A, �〈	,E(
′):
′<
〉,〈α,E(
′):
′<
〉(〈�, d 〉) = 〈�	,α(�), d 〉.
Note that E〈α,E(
′):
′<
〉(
) concentrates on pairs of the form 〈�, d 〉 where � < κ
and d is an extender sequence. This makes the above definition well-defined.
We let the construction run until it stops due to the extender sequence not being
inM∗ or its length exceeds j(κ).

Definition 3.2. (1) �̄ is an extender sequence if there are j : V ∗ →M∗ and
�̄ such that �̄ is an extender sequence derived from j as above (i.e., �̄ = Ēα
for some α) and �̄ = �̄ � 
 for some 
 ≤ l(�̄),

(2) κ(�̄) is the ordinal of the beginning of the sequence (i.e., κ(Ēα) = α),
(3) κ0(�̄) = (κ(�̄))0 (i.e κ0(Ēα) = κ = the critical point of j),
(4) The sequence 〈�̄1, . . . , �̄n〉 of extender sequences is 0−increasing if κ0(�̄1) <

· · · < κ0(�̄n),
(5) The extender sequence �̄ is permitted to a 0−increasing sequence

〈�̄1, . . . , �̄n〉 of extender sequences if κ0(�̄n) < κ0(�̄),
(6) Notation: We write X ∈ Ēα iff ∀
 < l(Ēα), X ∈ Eα(
),
(7) Ē = 〈Ēα : α ∈ A〉 is an extender sequence system if there is j : V ∗ → M∗

such that each Ēα is derived from j as above and ∀α, 	 ∈ A, l(Ēα) = l(Ē	 ).
Call this common length, the length of Ē, l(Ē),

(8) For an extender sequence �̄, we use Ē(�̄) for the extender sequence system
containing �̄ (i.e., Ē(Ēα) = Ē),

(9) dom(Ē) = A,
(10) Ē	 ≥Ē Ēα ⇔ 	 ≥j α.

3.2. Finding generic filters. UsingGCH inV ∗ we construct an extender sequence
system Ē = 〈Ēα : α ∈ dom Ē〉 where dom Ē = [κ, κ+3) and l(Ē) = κ+ such that
the ultrapower jĒ : V

∗ → M∗
Ē
(defined below) contains V ∗

κ+3. Suppose that Ē is
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derived from a (κ + 4)-strong embedding j : V ∗ → M∗. Consider the following
elementary embeddings ∀
′ < 
 < l(Ē) = κ+ :
j
 :V ∗ →M∗


 � Ult(V ∗, E(
)) = {j
(f)(Ēα�
) | f ∈ V ∗},
k
(j
(f)(Ēα�
)) = j(f)(Ēα�
),

i
′ ,
(j
′ (f)(Ēα�
′)) = j
(f)(Ēα�
′),
〈M∗
Ē
, i
,Ē 〉 = lim dir〈〈M∗


 | 
 < l(Ē)〉, 〈i
′ ,
 | 
′ ≤ 
 < l(Ē)〉〉.
We demand that Ē�
 ∈M∗


 for all 
 < l(Ē).
Thus we get the following commutative diagram.

Note that
κ+4M∗



′ < j


′ (κ) < κ+4M∗


< j
(κ) < κ+4MĒ∗ ≤ κ+4M∗ ≤ κ+4.

We also factor through the normal ultrafilter Eκ(0) on κ to get the following
commutative diagram

V ∗ M∗
Ē

N∗ � Ult(V ∗, U ) M∗



�jĒ

�
�
�
�
���

j


�

iU

�
iU,


�
�
�
�
���

iU,Ē

�
i
,Ē

U = Eκ(0),

iU :V ∗ → N∗ � Ult(V ∗, U ),

iU,
(iU (f)(κ)) = j
(f)(κ),

iU,Ē(iU (f)(κ)) = jĒ(f)(κ).

N∗ catches V ∗ only up to V ∗
κ+1 and we have

κ+ < crit iU,
 = crit iU,Ē = κ
++
N∗ < iU (κ) < κ++.

We now define the forcings for which we will need “guiding generics”.

Definition 3.3. Let

(1) RColU = Col(κ
+6, iU (κ))N∗ ,

(2) RAdd,1U = Add(κ+, κ+4)N∗ ,

(3) R
Add,2
U = Add(κ++, κ+5)N∗ ,

(4) R
Add,3
U = Add(κ+3, κ+6)N∗ ,

(5) RAdd,4U = (Add(κ+4, iU (κ)+)×Add(κ+5, (iU (κ)++)N∗2 )×
Add(κ+6, (iU (κ)+3)N∗2 ))N∗ , where N∗2 is the second iterate of V ∗ by U ,

(6) RAddU = R
Add,1
U × R

Add,2
U × R

Add,3
U × R

Add,4
U ,

(7) RU = RAddU × RColU .
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Remark 3.4. (j
(κ)++)M∗


= (j
(κ)++)M∗2



and (j
(κ)+3)M∗



= (j
(κ)+3)M∗2



,

where M∗2

 is the second iterate of V ∗ by E(
). Similarly (jĒ(κ)

++)M∗
Ē
=

(jĒ(κ)
++)M∗2

Ē
and (jĒ (κ)

+3)M∗
Ē
= (jĒ(κ)

+3)M∗2
Ē
, whereM∗2

Ē
is the second iterate

of V ∗ by Ē.

Similarly define the forcing notions R
 and RĒ , where iU (κ), N
∗ are replaced

by j
(κ),M∗

 and jĒ(κ),M

∗
Ē
respectively. Also define the forcing notion P as

follows

P = P1×P2×P3 = Add(κ+, (κ+4)M∗
Ē
)×Add(κ++, (κ+5)M∗

Ē
)×Add(κ+3, (κ+6)M∗

Ē
)1

and letG = G1×G2×G3 be P-generic overV ∗. It is clear thatV ∗[G ] is a cofinality-
preserving generic extension of V ∗ and that GCH holds in V ∗[G ] below and at κ.
The forcing P is our “preparation forcing” (which preserves the GCH below κ and
facilitates the construction of guiding generics). We set V = V ∗[G ].
Lemma 3.5. (1)GU = 〈i ′′UG1〉× 〈i ′′UG2〉× 〈i ′′UG3〉 is PU = iU (P)-generic overN∗,
(2) G
 = 〈j ′′
 G1〉 × 〈j ′′
 G2〉 × 〈j ′′
 G3〉 is P
 = j
(P)-generic overM∗


 ,
(3) GĒ = 〈⋃
<l(Ē) i ′′
,ĒG
〉 is PĒ = jĒ(P)-generic overM∗

Ē
.

The generic filters above are such that the following diagram is well-defined and
commutative:

V = V ∗[G ] MĒ =M
∗
Ē
[GĒ ]

N = N∗[GU ] M
′ =M∗

′ [G
′ ] M
 =M∗


 [G
]

�jĒ

�
iU

							

j
′

�
j


�
iU,
′

��������i
′ ,Ē

�
i
′ ,


�
i
,Ē

Lemma 3.6 (Existence of guiding generics). InV ∗[G ] there are IU , I
 and IĒ such
that
(1) IU is RU -generic over N∗[GU ],
(2) I
 is R
-generic overM∗


 [G
],
(3) IĒ is RĒ-generic overM

∗
Ē
[GĒ ],

(4) The generics are so that we have the following lifting diagram
MĒ [IĒ ]

N [IU ] M
′ [I
′ ] M
[I
 ]�
i∗U,
′

�
�
���
i∗

′ ,Ē

�
i∗
′ ,


�
i∗

,Ē

Let R(−,−) be a function such that
i2U (R)(κ, iU (κ)) = RU ,

where i2U is the second iterate of iU . By applying i
2
U,Ē
we get

Lemma 3.7. j2
Ē
(R)(κ, jĒ (κ)) = RĒ .

1Hence P is forcing isomorphic to Add(κ+, κ+4)× Add(κ++, κ+4)× Add(κ+3, κ+4).
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3.3. Redefining extender sequences. As in [7], in the prepared model V = V ∗[G ]
we define a new extender sequence system F̄ = 〈F̄α : α ∈ dom(F̄ )〉 by:
• dom(F̄ ) = dom(Ē),
• l(F̄ ) = l(Ē),
• ≤F̄ ⊆ ≤Ē ,
• F (0) = E(0),
• I (
) = I
 (the guiding R
-generic overM
 =M∗


 [G
]),
• ∀0 < 
 < l(F̄ ), F (
) = 〈〈Fα(
) : α ∈ dom(F̄ )〉, 〈�	,α : 	, α ∈ dom(F̄ ),
	 ≥F̄ α〉〉 is such that

X ∈ Fα(
)⇔ 〈α, F (0), I (0), . . . , F (
′ ), I (
′ ), . . . : 
′ < 
〉 ∈ jĒ(X ),
and

�	,α(〈
, d 〉) = 〈�	,α(
), d 〉,
• ∀α ∈ dom(F̄ ), F̄α = 〈α, F (
), I (
) : 
 < l(F̄ )〉.
Also let I (F̄ ) be the filter generated by

⋃

<l(F̄ ) i

′′

,Ē
I (
). Then I (F̄ ) is RĒ -generic

overMĒ.
From now on we work with this new definition of extender sequence system and
use Ē to denote it.

Definition 3.8. (1) We write T ∈ Ēα iff ∀
 < l(Ēα), T ∈ Eα(
),
(2) T\�̄ = T\V ∗

κ0(�̄),

(3) T � �̄ = T ∩ V ∗
κ0(�̄).

We now define two forcing notions PĒ and QĒ .

3.4. Definition of the forcing notionPĒ. This forcing notion, defined in the ground
model V = V ∗[G ], is the forcing notion of [4]. We give it in detail for completeness
and later use. First we define a forcing notion P∗

Ē
.

Definition 3.9. A condition p in P∗
Ē
is of the form

p = {〈�̄ , p�̄〉 : �̄ ∈ s} ∪ {〈Ēα, T,f, F 〉},
where

(1) s ∈ [Ē]≤κ,min Ē = Ēκ ∈ s,
(2) pĒκ ∈ V ∗

κ0(Ē)
is an extender sequence such that κ(pĒκ ) is inaccessible (we

allow pĒκ = ∅). Write p0 for pĒκ ,
(3) ∀�̄ ∈ s\{min(s)}, p�̄ ∈ [V ∗

κ0(Ē)
]<� is a 0-increasing sequence of extender

sequences and maxκ(p�̄) is inaccessible,
(4) ∀�̄ ∈ s, κ(p0) ≤ maxκ(p�̄),
(5) ∀�̄ ∈ s, Ēα ≥Ē �̄ ,
(6) T ∈ Ēα,
(7) ∀�̄ ∈ T, | {�̄ ∈ s : �̄ is permitted to p�̄} |≤ κ0(�̄),
(8) ∀	̄ , �̄ ∈ s,∀�̄ ∈ T, if 	̄ �= �̄ and �̄ is permitted to p	̄ , p�̄ , then �Ēα,	̄(�̄) �=
�Ēα,�̄(�̄),
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(9) f is a function such that
(9.1) dom(f) = {�̄ ∈ T : l(�̄) = 0},
(9.2) f(�1) ∈ R(κ(p0), �01 ). If p0 = ∅, then f(�1) = ∅,

(10) F is a function such that
(10.1) dom(F ) = {〈�̄1, �̄2〉 ∈ T 2 : l(�̄1) = l(�̄2) = ∅},
(10.2) F (�1, �2) ∈ R(�01 , �02 ),
(10.3) j2

Ē
(F )(α, jĒ (α)) ∈ I (Ē).

We write mc(p), supp(p), T p, fp and F p for Ēα, s, T,f and F respectively.

Definition 3.10. For p, q ∈ P∗
Ē
, we say p is a Prikry extension of q (p ≤∗ q or

p ≤0 q) iff
(1) supp(p) ⊇ supp(q),
(2) ∀�̄ ∈ supp(q), p�̄ = q�̄ ,
(3) mc(p) ≥Ē mc(q),
(4) mc(p) >Ē mc(q)⇒ mc(q) ∈ supp(p),
(5) ∀�̄ ∈ supp(p)\ supp(q),maxκ0(p�̄) > ⋃⋃

jĒ(f
q)(κ(mc(q))),

(6) Tp ≤ �−1′′mc(p),mc(q)T
q,

(7) ∀�̄ ∈ supp(q),∀�̄ ∈ Tp, if �̄ is permitted to p�̄ , then
�mc(p),�̄(�̄) = �mc(q),�̄(�mc(p),mc(q)(�̄)),

(8) ∀�1 ∈ dom(fp), fp(�1) ≤ fq ◦ �mc(p),mc(q)(�1),
(9) ∀〈�1, �2〉 ∈ dom(F p), F p(�1, �2) ≤ F q ◦ �mc(p),mc(q)(�1, �2).
We are now ready to define the forcing notion PĒ .

Definition 3.11. A condition p in PĒ is of the form

p = p�n · · ·� p0,
where
• p0 ∈ P∗

Ē
, κ0(p00) ≥ κ0(�̄1),

• p1 ∈ P∗
�̄1
, κ0(p01) ≥ κ0(�̄2),

...
• pn ∈ P∗

�̄n

and 〈�̄n, . . . , �̄1, Ē〉 is a 0-increasing sequence of extender sequence systems, that is
κ0(�̄n) < · · · < κ0(�̄1) < κ0(Ē).
Definition 3.12. For p, q ∈ PĒ , we say p is a Prikry extension of q (p ≤∗ q or
p ≤0 q) iff

p = p�n · · ·� p0
q = q�n · · ·� q0,

where
• p0, q0 ∈ P∗

Ē
, p0 ≤∗ q0,

• p1, q1 ∈ P∗
�̄1
, p1 ≤∗ q1,

...
• pn, qn ∈ P∗

�̄n
, pn ≤∗ qn.
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Now let p ∈ PĒ and �̄ ∈ Tp.We define p〈�̄〉 a one element extension of p by �̄.
Definition 3.13. Let p ∈ PĒ , �̄ ∈ Tp and κ0(�̄) >

⋃⋃
jĒ(f

p,Col)(κ(mc(p))),
where fp,Col is the collapsing part of fp. Then p〈�̄〉 = p�1 p0 where
(1) supp(p0) = supp(p),
(2) ∀�̄ ∈ supp(p0),

p�̄0 =

⎧⎪⎪⎨
⎪⎪⎩

�mc(p),�̄(�̄) if �̄ is permitted to p�̄ and l(�̄) > 0,
�mc(p),�̄(�̄) if �̄ is permitted to p�̄ , l(�̄) = 0 and �̄ = Ēκ,
p�̄�〈�mc(p),�̄(�̄)〉 if �̄ is permitted to p�̄ , l(�̄) = 0 and �̄ �= Ēκ,
p�̄ otherwise.

(3) mc(p0) = mc(p),
(4) Tp0 = Tp\�̄,
(5) ∀�1 ∈ Tp0 , fp0 (�1) = F p(κ(�̄), �1),
(6) F p0 = F p,
(7) if l(�̄) > 0 then
(7.1) supp(p1) = {�mc(p),�̄(�̄) : �̄ ∈ supp(p) and �̄ is permitted to p�̄},
(7.2) p

�mc(p),�̄ (�̄)
1 = p�̄ ,

(7.3) mc(p1) = �̄,
(7.4) Tp1 = Tp � �̄,
(7.5) fp1 = fp � �̄,
(7.6) F p1 = F p � �̄,

(8) if l(�̄) = 0 then
(8.1) suppp1 = {�mc(p),0(�̄)},
(8.2) p

�mc(p),0(�̄)
1 = pĒκ ,

(8.3) mc(p1) = �̄0,
(8.4) Tp1 = ∅,
(8.5) fp1 = fp(κ(�̄)),
(8.6) F p1 = ∅.

We use (p〈�̄〉)0 and (p〈�̄〉)1 for p0 and p1 respectively. We also let p〈�̄1,�̄2〉 =
(p〈�̄1〉)

�
1 (p〈�̄1〉)0〈�̄2〉 and so on.

The above definition is the key step in the definition of the forcing relation ≤ .
Definition 3.14. For p, q ∈ PĒ , we say p is a 1-point extension of q (p ≤1 q) iff

p = pn+1� · · ·� p0
q = q�n · · ·� q0

and there is 0 ≤ k ≤ n such that
• ∀i < k, pi , qi ∈ P∗

�̄i
, pi ≤∗ qi ,

• ∃�̄ ∈ Tqk , (pk+1)�pk ≤∗ (qk)〈�̄〉
• ∀i > k, pi+1, qi ∈ P∗

�̄i
, pi+1 ≤∗ qi ,

where �̄0 = Ē.

Definition 3.15. For p, q ∈ PĒ , we say p is an n-point extension of q (p ≤n q)
iff there are pn, . . . , p0 such that

p = pn ≤1 · · · ≤1 p0 = q.
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Definition 3.16. For p, q ∈ PĒ , we say p is an extension of q (p ≤ q) iff there
is some n such that p ≤n q.
Suppose thatH is PĒ-generic over V = V

∗[G ]. For α ∈ dom(Ē) set
CαH = {maxκ(pĒα0 ) : p ∈ H}.

The following theorem summarizes the main properties of the forcing extension.

Theorem 3.17. (1) V [H ] and V have the same cardinals ≥ κ,
(2) κ remains strongly inaccessible in V [H ]
(3) CαH is unbounded in κ,
(4) CκH is a club in κ,
(5) α �= 	 ⇒ CαH �= C	H ,
(6) Let � = min(CκH ), and let K be Col(�, �

+)V [H ]-generic over V [H ]. Then

CARDV [H ][K ] ∩ κ = (lim(CκH ) ∪ {�+, . . . , �+6 : � ∈ CκH}\�++) ∪ {�},
(7) V [H ][K ] |= “∀� ≤ κ, 2� = �+3”.
3.5. Definition of the forcing notion QĒ . We now define another forcing notion

QĒ . This forcing notion will produce a cardinal and GCH preserving extension of
V such that there exists a projection � : PĒ → QĒ , and QĒ is as close to PĒ as
possible, so that the quotient forcing is sufficiently homogeneous to guarantee that
HODV [H ] ⊆ V [H ∗], where H ∗ is the filter generated by �[H ].
The definition of QĒ is similar to that of PĒ , and so we proceed the definitions
analogous to those of the last section. First we define a forcing notion Q∗

Ē
.

Definition 3.18. A condition p in Q∗
Ē
is of the form

p = {〈�̄ , p�̄〉 : �̄ ∈ s} ∪ {〈Ēα, T 〉}
where

(1) s ∈ [Ē]≤κ,min Ē = Ēκ ∈ s,
(2) pĒκ ∈ V ∗

κ0(Ē)
is an extender sequence such that κ(pĒκ ) is inaccessible ( we

allow pĒκ = ∅). Write p0 for pĒκ .
(3) ∀�̄ ∈ s\{min(s)}, p�̄ = 〈〉,
(4) ∀�̄ ∈ s, Ēα ≥Ē �̄ ,
(5) T ∈ Ēα,
We write mc(p), supp(p) and Tp, for Ēα, s , and T respectively.

Definition 3.19. For p, q ∈ Q∗
Ē
, we say p is a Prikry extension of q (p ≤∗ q or

p ≤0 q) iff
(1) supp(p) ⊇ supp(q),
(2) p0 = q0,
(3) mc(p) ≥Ē mc(q),
(4) mc(p) >Ē mc(q)⇒ mc(q) ∈ supp(p),
(5) Tp ≤ �−1′′mc(p),mc(q)T

q.

Before we continue, let us mention that in the definition of a condition p in Q∗
Ē
,

the set supp(p) has no real role, and we can avoid mentioning it; all we require is

https://doi.org/10.1017/jsl.2015.82 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2015.82


234 MOHAMMADGOLSHANI

to know what mc(p) is. We can make this precise as follows. Define a relation ∼ on
Q∗
Ē
by p ∼ q if and only if the following conditions are satisfied:

∼1: 〈Ēκ, pĒκ 〉 = 〈Ēκ, qĒκ 〉,
∼2: mc(p) = mc(q),
∼3: Tp = Tq.
It is easily seen that ∼ is an equivalence relation. We identify two elements of Q∗

Ē
if

they are∼-equivalent. Inwhat followswe use our original definition given above, but
we have in mind that a condition should be replaced with its equivalence class. We
may note that this identification is used, for example, in the proof of Lemmas 3.28
and 3.36(4) below. We now define the forcing notion QĒ .

Definition 3.20. A condition p in QĒ is of the form

p = p�n · · ·� p0
where

• p0 ∈ Q∗
Ē
, κ0(p00) ≥ κ0(�̄1),

• p1 ∈ Q∗
�̄1
, κ0(p01) ≥ κ0(�̄2),

...
• pn ∈ Q∗

�̄n

and 〈�̄n, . . . , �̄1, Ē〉 is a 0−inceasing sequence of extender sequence systems, that is
κ0(�̄n) < · · · < κ0(�̄1) < κ0(Ē).
Definition 3.21. For p, q ∈ QĒ , we say p is a Prikry extension of q (p ≤∗ q or
p ≤0 q) iff

p = p�n · · ·� p0
q = q�n · · ·� q0,

where

• p0, q0 ∈ Q∗
Ē
, p0 ≤∗ q0,

• p1, q1 ∈ Q∗
�̄1
, p1 ≤∗ q1,

...
• pn, qn ∈ Q∗

�̄n
, pn ≤∗ qn.

Now let p ∈ QĒ and �̄ ∈ Tp.We define p〈�̄〉 a one element extension of p by �̄.
Definition 3.22. Let p ∈ QĒ and �̄ ∈ Tp. Then p〈�̄〉 = p�1 p0 where
(1) supp(p0) = supp(p),
(2) p00 = �mc(p),0(�̄),
(3) p�̄0 = 〈〉 if �̄ �= Ēκ,
(4) Tp0 = Tp \ �̄,
(5) if l(�̄) > 0 then
(7.1) supp(p1) = {�mc(p),�̄(�̄) : �̄ ∈ supp(p)},
(7.2) p�mc(p),0(�̄) = p0,
(7.3) p�mc(p),�̄ (�̄) = 〈〉, if �̄ �= Ēκ,
(7.4) mc(p1) = �̄,
(7.5) Tp1 = Tp � �̄,
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(6) if l(�̄) = 0 then
(8.1) suppp1 = {�mc(p),0(�̄)},
(8.2) p

�mc(p),0(�̄)
1 = p0,

(8.3) mc(p1) = �̄0,
(8.4) Tp1 = ∅.

We use (p〈�̄〉)0 and (p〈�̄〉)1 for p0 and p1 respectively. We also let p〈�̄1,�̄2〉 =
(p〈�̄1〉)

�
1 (p〈�̄1〉)0〈�̄2〉 and so on.

The above definition is the key step in the definition of the forcing relation ≤ .
Definition 3.23. For p, q ∈ QĒ , we say p is a 1-point extension of q (p ≤1 q) iff

p = pn+1� · · ·� p0
q = q�n · · ·� q0

and there is 0 ≤ k ≤ n such that
• ∀i < k, pi , qi ∈ Q∗

�̄i
, pi ≤∗ qi ,

• ∃�̄ ∈ Tqk , (pk+1)�pk ≤∗ (qk)〈�̄〉
• ∀i > k, pi+1, qi ∈ Q∗

�̄i
, pi+1 ≤∗ qi ,

where �̄0 = Ē.

Definition 3.24. For p, q ∈ QĒ , we say p is an n-point extension of q (p ≤n q)
iff there are pn, . . . , p0 such that

p = pn ≤1 · · · ≤1 p0 = q.
Definition 3.25. For p, q ∈ QĒ , we say p is an extension of q (p ≤ q) iff there
is some n such that p ≤n q.
In the next subsection, we show the existence of a Prikry type projection from PĒ
into QĒ , and then use the results of Section 2 to prove the basic properties of QĒ .

3.6. Projection of PĒ into QĒ . In this subsection we define a Prikry type
projection Φ : PĒ → QĒ . Before doing that, we define a projection

Φ∗
Ē
: P∗
Ē
→ Q∗

Ē

as follows. Suppose p ∈ P∗
Ē
, say

p = {〈�̄ , p�̄〉 : �̄ ∈ s} ∪ {〈Ēα, T,f, F 〉}.
Then set

Φ∗
Ē
(p) = {〈�̄ ,Φ∗

Ē
(p�̄)〉 : �̄ ∈ s} ∪ {〈Ēα, T 〉},

where

(1) Φ∗
Ē
(p0) = p0,

(2) Φ∗
Ē
(p�̄) = 〈〉, if �̄ �= Ēκ.

It is evident that Φ∗
Ē
is well-defined.

Lemma 3.26. Φ∗
Ē
is a projection from (P∗

Ē
,≤∗) into (Q∗

Ē
,≤∗).
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Proof. Parts (1) and (2) of Definition 2.1 are evident, so let’s prove part (3) of
the definition. Let

p = {〈�̄ , p�̄〉 : �̄ ∈ supp(p)} ∪ {〈mc(p), T p, fp, F p〉} ∈ P∗
Ē

and
q = {〈�̄ , q�̄〉 : �̄ ∈ supp(q)} ∪ {〈mc(q), T q〉} ∈ Q∗

Ē
,

where q ≤∗ Φ∗
Ē
(p). Further we suppose that mc(q) >Ē mc(Φ

∗
Ē
(p)). Note that

supp(Φ∗
Ē
(p)) = supp(p), mc(Φ∗

Ē
(p)) = mc(p) and TΦ

∗
Ē
(p) = Tp, so we have

(1) supp(q) ⊇ supp(p),
(2) mc(p) ∈ supp(q),
(3) Tq ≤ �−1′′mc(q),mc(p)T

p.

Let p∗ be any condition in P∗
Ē
such that:

(4) supp(p∗) = supp(q) and mc(p∗) = mc(q),
(5) For �̄ ∈ supp(p), (p∗)�̄ = p�̄ ,
(6) Tp

∗ ≤ Tq,
(7) fp

∗
= fp � {�̄ ∈ Tp∗ : l(�̄) = 0},

(8) F p
∗
= F p � {〈�̄1, �̄2〉 ∈ (Tp∗)2 : l(�̄1) = l(�̄2) = 0}.

It is now easily verified that p∗ ≤∗ p and Φ∗
Ē
(p∗) ≤∗ q. The lemma follows. �

We are now ready to define the projection Φ : PĒ → QĒ . Thus suppose that
p ∈ PĒ , say

p = p�n · · ·� p�1 p0,
where

• p0 ∈ P∗
Ē
, κ0(p00) ≥ κ0(�̄1),

• p1 ∈ P∗
�̄1
, κ0(p01) ≥ κ0(�̄2),

...
• pn ∈ P∗

�̄n

and 〈�̄n, . . . , �̄1, Ē〉 is a 0-increasing sequence of extender sequence systems. Set
Φ(p) = Φ∗

�̄n (pn)
� · · ·�Φ∗

�̄1
(pn)�Φ∗

Ē
(p0).

It is easily seen that Φ(p) ∈ QĒ , and that Φ : PĒ → QĒ is well-defined.

Lemma 3.27. Φ is a projection from (PĒ ,≤∗) into (QĒ ,≤∗).

Proof. By Lemma 8.1 and the definition of ≤∗ relation. �
To prove the main result, namely that Φ is a Prikry type projection, we need the
following simple observation.

Lemma 3.28. Assume p ∈ PĒ and �̄ ∈ Tp is such that p〈�̄〉 is well-defined (cf.
Definition 6.5). Then

Φ(p〈�̄〉) = Φ(p)〈�̄〉 .

Proof. Write p〈�̄〉 = p�1 p0, where p0, p1 are defined as in Definition 3.13. Then
by definition of Φ, we have

Φ(p〈�̄〉) = Φ(p1)�Φ(p0).
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Also let
Φ(p) = {〈�̄ ,Φ∗

Ē
(p�̄)〉 : �̄ ∈ supp(p)} ∪ {〈Ēmc(p), T p〉}

and write Φ(p)〈�̄〉 = q
�
1 q0 as in Definition 3.22. So it suffices to show that Φ(pi) =

qi , i = 0, 1.

Φ(p0) = q0: We have

Φ(p0) = {〈�̄ ,Φ∗
Ē
(p�̄0)〉 : �̄ ∈ supp(p)} ∪ {〈Ēmc(p), T p \ �̄〉},

where Φ∗
Ē
(p00) = p

0
0 = �mc(p),0(�̄), and Φ

∗
Ē
(p�̄0) = 〈〉, for all �̄ �= Ēκ. It is now

evident from the Definition 3.22 that Φ(p0) = q0.

Φ(p1) = q1: We consider two cases.

(1) l(�) > 0: We have

Φ(p1) = {〈�mc(p),�̄(�̄),Φ∗
Ē
(p
�mc(p),�̄ (�̄)
1 )〉 : �̄ ∈ supp(p)} ∪ {〈�̄, T p � �̄〉},

where Φ∗
Ē
(p
�mc(p),0(�̄)
1 ) = p0, and Φ∗

Ē
(p
�mc(p),�̄ (�̄)
1 ) = 〈〉, for all �̄ �= Ēκ. It is now

evident from the Definition 3.22 that Φ(p1) = q1.
(2) l(�) = 0: Then

Φ(p1) = {〈�mc(p),0(�̄),Φ∗
Ē
(p0)〉} ∪ {〈�̄0, ∅〉} = {〈�mc(p),0(�̄), p0〉} ∪ {〈�̄0, ∅〉},

and by Definition 3.22, it is again equal to q1. �
Theorem 3.29. Φ is a projection of Prikry type from (PĒ ,≤,≤∗) into (QĒ ,≤,≤∗).

Proof. We prove the theorem in steps.

• We have
Φ(1PĒ ) = Φ

∗
Ē
(1P∗

Ē
) = 1Q∗

Ē
= 1QĒ ,

and so Φ sends 1PĒ to 1QĒ .• To show Φ is order preserving, let p ≤ q in PĒ . So we can find n < � with
p ≤n q. If n = 0, then p ≤∗ q, and the result follows from the definition of ≤∗

relation and Lemma 3.26. So let’s assume n > 0.We consider the case n = 1,
as it is enough general to give the main idea of the general case. Then p ≤1 q,
which means p = p1�p0, and there exists some �̄ ∈ Tq such that p ≤∗ q〈�̄〉.
Let q〈�̄〉 = q1�q0. Also let �̄ be such that p1, q1 ∈ P�̄. Then

Φ(p) = Φ∗
�̄(p

1)�Φ∗
Ē
(p0)

≤∗ Φ∗
�̄(q

1)�Φ∗
Ē
(q0)

= Φ(q〈�̄〉)
= Φ(q)〈�̄〉 (by Lemma 3.28).

Hence Φ(p) ≤ Φ(q).
• Now let p ∈ PĒ , q ∈ QĒ and suppose that q ≤ Φ(p). Let n be such that
q ≤n Φ(p). If n = 0, then by applying Lemma 3.26, we can find p∗ ≤∗ p with
Φ(p∗) ≤∗ q. Suppose n > 0.As above, we consider the case n = 1; the general
case can be proved similarly. We have q ≤1 Φ(p), so q = q1�q0, and there
exists some �̄ ∈ TΦ(p) = Tp such that q ≤∗ Φ(p)〈�̄〉.
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Let p〈�̄〉 = p1〈�̄〉
�p0〈�̄〉, and note that we have

Φ(p)〈�̄〉 = Φ(p〈�̄〉) = Φ∗
�̄(p

1
〈�̄〉)

�Φ∗
Ē
(p0〈�̄〉),

where �̄ is such that q1,Φ(p1〈�̄〉) ∈ P�̄.

Then q1 ≤∗ Φ(p1〈�̄〉) and q
0 ≤∗ Φ(p0〈�̄〉), so by Lemma 3.27, we can find

(p∗)1 ∈ P�̄ and (p∗)0 ∈ PĒ such that
(1) (p∗)1 ≤∗ p1〈�̄〉,
(2) (p∗)0 ≤∗ p0〈�̄〉,
(3) Φ((p∗)1) ≤∗ q1,
(4) Φ((p∗)0) ≤∗ q0.
Let p∗ = (p∗)1�(p∗)0.Then p∗ ≤∗ p〈�̄〉, so in particular p∗ ≤ p.Also we have

Φ(p∗) = Φ∗
�̄((p

∗)1)�Φ∗
Ē
((p∗)0) ≤∗ q1 �q0 = q.

The result follows. �
3.7. More on QĒ . We now return to the forcing QĒ and prove some of its basic
properties.

Lemma 3.30. (Q∗
Ē
,≤∗) is κ+-c.c.

Proof. If p, q ∈ Q∗
Ē
are such that p0 = q0, then p and q are compatible. Now

the result follows from the fact that there are only κ-many p0’s. �
The following is an immediate corollary of the above lemma.

Lemma 3.31. (QĒ ,≤) is κ+-c.c.
Lemma 3.32. (QĒ ,≤,≤∗) satisfies the Prikry property.
Proof. By Lemma 2.6 and Theorem 3.29. �
We also have the following splitting lemma, whose proof is easy.

Lemma 3.33 (The splitting lemma). Assume

p = p�n · · ·� p0 ∈ QĒ ,

where

• p0 ∈ Q∗
Ē
, κ0(p00) ≥ κ0(�̄1),

• p1 ∈ Q∗
�̄1
, κ0(p01) ≥ κ0(�̄2),

...
• pn ∈ Q∗

�̄n
,

and let 0 < m < n. Let
p≤m = p�n · · ·� pm

and
p>m = 〈κ0(�̄m)〉�pm+1� · · ·� p0.

Then p≤m ∈ Q�̄m , p
>m ∈ QĒ , and there exists

QĒ/p � Q�̄m/p
≤m ×QĒ/p

>m,

which is a forcing isomorphism with respect to both ≤ and ≤∗ relations. Further
(QĒ/p

>m,≤∗) is κ0(�̄m+1)-closed.
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So by standard arguments, we have the following result.

Lemma 3.34. With the same notation as above, any bounded subset of κ0(�̄m+1) in
V QĒ /p is in fact in V Q�̄m /p

≤m
.

Suppose thatH ∗ is QĒ-generic over V = V
∗[G ]. Let

〈�̄α : α < κ〉
be an enumeration of

⋃{max(p00) : p ∈ H ∗} so that
α < 	 < κ ⇒ κ0(�̄α) < κ0(�̄	 ).

Lemma 3.35. V [H ∗] = V [〈�̄α : α < κ〉].
Proof. Let H∗ consists of those conditions p ∈ QĒ such that:

(1) If some �̄ appears in p0, then �̄ = �̄α , for some α < κ,
(2) For any α < κ, there exists an extension q of p such that �̄α appears in q.

It is clear thatH ∗ ⊆ H∗, so by genericity ofH ∗, it suffices to show thatH∗ is a filter.
But this is clear as any two conditions p, q inH∗ have extensions p∗, q∗ respectively
with p∗, q∗ ∈ H∗ and with the same p0∗ = q0∗, and then p∗, q∗ are compatible, and
their natural common extension is still in H∗. �
Also let

CH∗ = {maxκ(p00) : p ∈ H ∗}.
It is clear that CH∗ = {κ0(�̄α) : α < κ}. Also we have the following
Lemma 3.36. (1) CH∗ is a club in κ,
(2) If 	 < κ and A ∈ V [〈�̄α : α < κ〉] is a bounded subset of κ0(�̄	 ), then
A ∈ V [〈�̄α : α < 	〉].

(3) V [H ∗] is a cardinal preserving extension of V .
(4) V [H ∗] satisfies the GCH .

Proof. (1) is a standard fact, and (2) follows from Lemma 3.34. Lets prove (3)
and (4).
By Lemma 3.31, forcing with QĒ preserves all cardinals greater than κ. Now
suppose on the contrary that forcing with QĒ collapses cardinals, and let � be
the least cardinal which is collapsed in V [H ∗]. Then � = �+ < κ is a successor
cardinal, and there exists a subset A ⊆ � which codes a collapsing map from � to �.
Let 	 < κ be the least ordinal such that � < κ0(�̄	 ). Then 	 is a successor ordinal,
say 	 = 	̄ + 1. By (2),

A ∈ V [〈�̄α : α < 	〉] = V [〈�̄α : α < 	̄〉].
But V [〈�̄α : α < 	̄〉] is a generic extension of V by a (κ0(�̄	̄ ))+-c.c. forcing notion
(by Lemma 3.31) and � ≥ (κ0(�̄	̄ ))+. We get a contradiction and (3) follows.
Now, we show that in the extension by QĒ , 2

κ = κ+. For each s ⊆ Ē set
QĒ � s = {p ∈ QĒ : supp(p0) ∪ {mc(p0)} ⊆ s}.

By the same arguments as in [7], Claim 10.3,

PV [H
∗](κ) =

⋃
s∈([Ē]κ)V

PV [H
∗�s](κ),
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where H ∗ � s = H ∗ ∩QĒ � s. For any such s , we can assume it has a ≤Ē -maximal
element, say Ē(s), and then using our identification of two elements (see remarks
after Definition 3.19), we have in fact

QĒ � s � {p ∈ QĒ : mc(p0) = Ē(s)}.
Claim 3.37. {p ∈ QĒ : mc(p0) = Ē(s)} � {p ∈ QĒ : mc(p0) = Ēκ}.
Proof. For p = p�n · · ·� p0 ∈ QĒ with mc(p0) = Ē(s) set

�(p) = p�n · · ·� p�1 p∗0 ,

where p∗0 = {〈Ēκ, p00, �−1
′′

Ē(s),Ēκ
(Tp0 )〉}. � defines a forcing isomorphism from {p ∈

QĒ : mc(p0) = Ē(s)} into a dense subset of {p ∈ QĒ : mc(p0) = Ēκ}. �
It follows that for any s as above,

PV [H
∗�s](κ) = PV [H

∗�{Ēκ}](κ).

But we have |PV [H∗�{Ēκ}](κ)| = κ+ (see [7], Claim 10.3) and so |PV [H∗](κ)| = κ+.
Finally (4) follows from the splitting Lemma 3.33, Lemma 3.34 and the above
argument. �
3.8. Homogeneity of the quotient forcing. Consider the projection Φ : PĒ → QĒ
given in the last subsection. So given any H which is PĒ -generic over V , H

∗, the
filter generated by Φ[H ], is QĒ-generic over V , and we can form the quotient
forcing

PĒ/H
∗ = {p ∈ PĒ : Φ(p) ∈ H ∗}.

We show that PĒ/H
∗ has enough homogeneity properties to guarantee that

HODV [H ] ⊆ V [H ∗].

First we prove this for P∗
Ē
and Q∗

Ē
.

Lemma 3.38. Suppose p, q ∈ P∗
Ē
are such thatΦ∗

Ē
(p) = Φ∗

Ē
(q). Then there exists

an isomorphism

�Ē : P
∗
Ē
/p � P∗

Ē
/q.

Proof. As Φ∗
Ē
(p) = Φ∗

Ē
(q), we have

(1) supp(p) = supp(q) and mc(p) = mc(q),
(2) p0 = q0,
(3) Tp = Tq, in particular dom(fp) = dom(fq) and dom(F p) = dom(F q).

Let T = Tp = Tq. The functionR(−,−) is homogeneous in the following sense:
(4) For any � ∈ T with l(�) = 0, there exists an isomorphism

�� : R(κ(p0), �0)/fp(�0) � R(κ(q0), �0)/fq(�0).
(5) For any 〈�1, �2〉 ∈ T 2 with l(�1) = l(�2) = 0, there exists an isomorphism

��1,�2 : R(�
0
1 , �

0
2 )/F

p(�01 , �
0
2 ) � R(�01 , �02 )/F q(�01 , �02 ).
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Now define �Ē as follows. Assume p
∗ ≤∗ p. Then q∗ = �Ē (p

∗) is defined to be a
condition in P∗

Ē
such that

(6) supp(q∗) = supp(p∗) and mc(q∗) = mc(p∗),
(7) �̄ ∈ supp(p)⇒ (q∗)�̄ = q�̄ ,
(8) �̄ ∈ supp(p∗) \ supp(p)⇒ (q∗)�̄ = (p∗)�̄ ,
(9) Tq

∗
= Tp

∗
,

(10) dom(fq
∗
) = dom(fp

∗
) and for � ∈ dom(fq∗), fq∗(�) = ��(fp∗)(�),

(11) dom(F q
∗
) = dom(F p

∗
) and for 〈�1, �2〉 ∈ dom(F q∗), F q∗(�1, �2) =

��1,�2 (F
p∗)(�1, �2).

It is evident that q∗ ≤∗ q, so �Ē : P
∗
Ē
/p → P∗

Ē
/q is well-defined. It is not difficult to

show that �Ē is in fact an isomorphism. �
Remark 3.39. In fact it suffices to have Φ∗

Ē
(p) and Φ∗

Ē
(q) are compatible.

We now prove the main result of this subsection:
Theorem 3.40. Suppose p, q ∈ PĒ are such that Φ(p) = Φ(q). Then there are
p′ ≤∗ p, q′ ≤∗ q and an isomorphism

� : PĒ/p
′ � PĒ/q

′.

Proof. Using the factorization properties of PĒ , it suffices to prove the lemma
for p, q ∈ P∗

Ē
. Then Φ(p) = Φ(q) just means Φ∗

Ē
(p) = Φ∗

Ē
(q), and so as above

(1) supp(p) = supp(q) and mc(p) = mc(q),
(2) p0 = q0,
(3) Tp = Tq, in particular dom(fp) = dom(fq) and dom(F p) = dom(F q).
Let s = supp(p) = supp(q), Ēα = mc(p) = mc(q) and T = Tp = Tq. For any
�̄ ∈ s, let T (�̄) ∈ Ēα be such that for all �̄ ∈ T (�̄),

�̄ is permitted for p�̄ ⇔ �̄ is permitted for q�̄ ,
and let T0 = Δ0�̄∈sT (�̄) ∈ Ēα. Now suppose that T0 ⊇ T1 ⊇ · · · ⊇ Tn are defined
such that each Ti ∈ Ēα, we define Tn+1 as follows. Assume 〈�̄0, . . . , �̄n〉 ∈ [Tn]n
is 0-increasing. For any �̄ ∈ s let Tn,〈�̄0,...,�̄n〉(�̄) ∈ Ēα be such that for any �̄ ∈
Tn,〈�̄0,...,�̄n〉(�̄)

�̄ is permitted for (p�̄)〈�̄0,...,�̄n〉 ⇔ �̄ is permitted for (q�̄)〈�̄0 ,...,�̄n〉,
and let Tn+1 = Tn ∩ Δ0�̄∈sΔ0〈�̄0 ,...,�̄n〉∈[Tn]nTn,〈�̄0,...,�̄n〉(�̄). Then Tn+1 ∈ Ēα. Finally set
T ′ =

⋂
n<� Tn.

Let p′, q′ be obtained from p, q by replacing T by T ′ respectively. We define an
isomorphism

� : PĒ/p
′ � PĒ/q

′,
as follows. Let p∗ ≤ p. So we can find n < � such that p∗ ≤n p.We define �(p∗)
by induction on n.
Case n = 0: Then p∗ ≤∗ p, and set �(p∗) = �Ē(p

∗).
Case n = 1: Then p∗ ≤1 p, which means p∗ = (p∗)1�(p∗)0, and there exists some
�̄ ∈ Tp such that p∗ = (p∗)1�(p∗)0 ≤∗ p〈�̄〉. Let p〈�̄〉 = p1�p0. Also let �̄ be such
that p1, (p∗)1 ∈ P�̄. Set

�(p∗) = ��̄((p∗)1)��Ē((p
∗)0),
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and note that �(p∗) ≤∗ �(p) = ��̄(p1)��Ē (p
0).

Case n > 1: This case can be defined as in case n = 1.
It is clear that � : PĒ/p � PĒ/q is well-defined. Using Lemma 3.26, � is easily
seen to be an isomorphism. �
The following is a consequence of above theorem, and its proof is essentially the
same as in [2].

Corollary 3.41. Let H be PĒ -generic over V , and let H
∗ be the filter generated

by Φ[H ]. Then
(1) H ∗ is QĒ-generic over V ,
(2) HODV [H ] ⊆ V [H ∗].

3.9. Completing the proof of Theorem 1.1. Finally in this subsection we complete
the proof of Theorem 1.1. Let V ∗ be the canonical core model for a (κ + 4)-strong
cardinal, and produce the model V = V ∗[G ] as in Subsection 3.2. Now define the
corresponding forcing notions PĒ and QĒ and let H be PĒ -generic over V . Let
κ0 = min(CκH ) and let K be Col(�, κ

+
0 )-generic over V [H ].

Also letH ∗ be the filter generated by Φ[H ], where Φ is the projection from PĒ to
QĒ from Subsection 3.6. By Corollary 3.41,H

∗ is QĒ-generic over V , and we have

HODV [H ] ⊆ V [H ∗].

As Col(�, κ+0 ) is homogeneous, we have

HODV [H ][K ] ⊆ HODV [H ] ⊆ V [H ∗].

But as V ∗ is the canonical core model, we have HODV [H ][K ] ⊇ V ∗, and as
V [H ∗] is a cardinal preserving extension of V ∗, we can conclude that V ∗ ⊆
HODV [H ][K ] ⊆ V [H ∗] have the same cardinals. But V [H ∗] satisfies the GCH
below κ, soHODV [H ][K ] |=“∀� < κ, 2� = �+”.
Now takeW = V [H ][K ]κ. By Theorem 3.17,W is a model ofZFC . It is evident
that

V ∗
κ ⊆ HODWκ ⊆ (HODW )κ,

and hence as V ∗
κ ⊆ (HODW )κ both satisfy the GCH and have the same cardinals,

we can conclude thatHODWκ |=“ GCH”. The theorem follows.

§4. GCH can fail everywhere in HOD. In this section we give a proof of Theo-
rem 1.3. As we stated in the introduction, by a result of Roguski [8], every model V
of ZFC has a class generic extension V [G ] such that V is equal to HODV [G ] (see
also [5] where some generalizations of this result are proved). The model V [G ] con-
structed in both [8] and [5] fails to satisfy theGCH . We modify the above construc-
tions, and prove the following theorem, from which Theorem 1.3 will follow easily.

Theorem 4.1. AssumeV is a model ofZFC . ThenV has a class generic extension
V [G ] such that
(1) V [G ] |=“ZFC +GCH”,
(2) HOD of V [G ] equals V .
Proof. We follow the proof of [8], and modify it using some ideas from [1], to
make sure that our final extension satisfies the GCH . We work in an expanded
language of ZFC , where some unary predicates U1, . . . , Un are added. Then by
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ZFC (U1, . . . , Un) we mean ZFC+ all instances of replacement for formulas of the
language L∈(U1, . . . , Un). Then byHOD(U1, . . . Un) we denote the class of all sets
that are hereditarily L∈(U1, . . . , Un)-definable with only ordinal parameters. The
following is proved in [8].

Lemma 4.2. (a) HOD(U1, . . . Un) is an inner model of ZFC (U1, . . . , Un),
(b) There exists an L∈(U1, . . . , Un)-definable well-ordering of the class
HOD(U1, . . . Un).

Recall that a forcing notion P is called weakly homogeneous, if for any two
conditions p, q ∈ P, there exists an automorphism � : P � P, such that �(p) and q
are compatible. We also need the following known result (see [8], Lemma C ).

Lemma 4.3. Assume 〈V,∈, X1, . . . , Xn〉 is a model of ZFC (U1, . . . , Un), and sup-
pose P is a weakly homogeneous ZFC -preserving forcing notion which is definable
with ordinal parameters. Then for any P-generic filter G over 〈V,∈, X1, . . . , Xn〉,

HOD(V,∈, X1, . . . , Xn) = HOD(V [G ],∈, X1, . . . , Xn, V ).
We now define the combinatorial principle ♦∗

� , which will be used as our coding
oracle, that we replace it by the continuum coding function used in the proofs of [8]
and [5].

Definition 4.4. Let � be a regular cardinal. A ♦∗
�-sequence is a sequence D̄ =

〈Dα : α < �〉 such that
(1) ∀α < �, Dα ⊆ P(α),
(2) ∀α < �, |Dα| ≤ ℵ0 + |α|,
(3) for every X ⊆ �, {α < � : X ∩ α ∈ Dα} contains a closed unbounded (club)
subset of �.

♦∗
� holds if a ♦∗

�-sequence exists.

A proof of the following lemma can be found in [1].

Lemma 4.5. Assume GCH holds and � is a successor cardinal.

(a) There exists a weakly homogeneous �-closed �+-c.c. forcing notion Add (♦∗
�)

of size �+ which forces “♦∗
�”.

(b) Forcing with Add (�, �+) forces ¬♦∗
� .

Now let V be a model of ZFC . We define the required generic extension V [G ] in
three steps:
Step 1. Let P1 be the forcing for adding a global well-ordering of the universe. A
condition in P1 is of the form p = 〈αp,<p〉,where αp is an ordinal and<p is a well-
ordering ofVαp. For p, q ∈ P1,we say p ≤ q iff αp ≥ αq and<q=<p ∩(Vαq ×Vαq ).
Clearly P1 is set-closed, so forcing with it does not add any new sets. Let G1 be
P1-generic over V . Then using Lemma 4.3,

〈V,∈, G1〉 |= “ ZFC (U ) + V = HOD(U )”.
Step 2. Force by P2, the canonical forcing for GCH . It is defined as the reverse
Easton iteration of forcings

P2 = 〈〈P2� : � ∈ On〉, 〈Q∼
2
� : � ∈ On〉〉,
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where at each step �, if � is a cardinal in V P2� , then V P2� |=“Q2� = Add(�+, 1)”,
and V P2� |=“Q2� is the trivial forcing notion” otherwise. The following lemma is
known.

Lemma 4.6. Let G2 be P2-generic over 〈V,∈, G1〉. Then
(a) 〈V [G2],∈, V,G1〉 |=“ZFC (U1, U2) +GCH+the global axiom of choice”,
(b) The forcingP1 is weakly homogeneous, in particularHOD(V [G2],∈, G1, V ) =
V.

It also follows that in 〈V [G2],∈, G1, V 〉 there exists a class K of ordinals which
is L∈(U1, U2)-definable such that V = L[K ]. So

V = L[K ] = HOD(V [G2],∈, G1, V ).
Step 3. Now force over V [G2] by the forcing notion P3, which is defined as the
Easton support product of forcing notions P3α, where for each ordinal α,

P3α =
{
Add (♦∗

ℵα+1) if α ∈ K,
Add (ℵα+1,ℵα+2) if α /∈ K.

Let G3 be P3-generic over 〈V [G2],∈, G1, V 〉, and let W = V [G2][G3]. InW , the
class K is L∈-definable, and so

V = L[K ] ⊆ HODW .
On the other hand, as the forcing P3 is also weakly homogeneous, using Lemma 4.3,
we have

HODW ⊆ HOD(V [G2][G3],∈, G1, V,V [G2]) = HOD(V [G2],∈, G1, V ) = V.
It follows thatHODW = V, and the theorem follows. �
We are now ready to complete the proof of Theorem 1.3.

Proof of Theorem 1.3. Suppose thatV |=“ZFC +GCH +κ is a (κ+4)-strong
cardinal”. By the results of Section 3, there exists a generic extension V [G1] of V
such that

(1) κ remains an inaccessible cardinal in V [G1],
(2) V [G1] |=“∀�, 2� = �+3”.
The proof of Theorem 4.1 gives a generic extensionV [G1][G2] ofV [G1] such that

(3) κ remains an inaccessible cardinal in V [G1][G2],
(4) V [G1][G2] |=“GCH”,
(5) V [G1]κ = HODV [G1][G2]κ .

So it suffices to takeW = V [G1][G2]. �

§5. Some generalizations and open problems. In this section we consider some
possible generalizations of our results and pose some questions. As the proof of
Theorem 1.1 shows, the modelsW andHODW (and henceWκ andHODWκ) have
different cardinals. So it is natural to ask if thesemodels can have the same cardinals.
The next theorem gives a positive answer to this question.
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Theorem 5.1. AssumeV |=“ZFC +GCH+ there exists a (κ+4)-strong cardinal
κ”. Then there is a cardinal preserving generic extensionW of V such that:
(1) κ remains inaccessible inW ,
(2) VWκ =Wκ |=“ ZFC + ∀�, 2� > �+”,
(3) HODWκ |=“GCH”,
(4) the modelsWκ andHODWκ have the same cardinals.
Proof. The proof is similar to the proof of Theorem 1.1, with a few changes.
In our preparation model, we remove the guiding forcing notion RColU from the
definition of RU . Then the forcing notion PĒ is defined as before using a guiding
generic for this new forcing notion. The resulting model V [H ], where H is PĒ -
generic over V , satisfies the following properties:

(1) V and V [H ] have the same cardinals,
(2) κ remains an inaccessible cardinal in V [H ],
(3) CκH is a club of κ,
(4) if α < α∗ are two successive points in CκH , then 2

α+ = α+4, 2α
++
=

α+5, 2α
+3
= α+6, 2α

+4
= (α∗)+, 2α

+5
= (α∗)++ and 2α

+6
= (α∗)+3.

Now force over V [H ] using Add (�, �+3), where � = min(CκH ), and let K be
the resulting generic extension. It is clear that V [H ][K ] is a cardinal preserving
extension of V , and

V [H ][K ] |= “κ is an inaccessible cardinal + ∀� < κ, 2� > �+ ”.
The forcing notion QĒ is defined as before, and the rest of the arguments from
Section 3 work without any change. �
We do not know the answer to the following question.

Question 5.2. Can there be a model V of ZFC such that
(1) V |=“ ∀κ, 2κ = κ+3”,
(2) HODV |=“GCH”,
(3) V andHODV have the same cofinalities.
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