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Background. Economic models play a central role in the decision-making process of the
National Institute for Health and Care Excellence (NICE). Inadequate validation methods
allow for errors to be included in economic models. These errors may alter the final recom-
mendations and have a significant impact on outcomes for stakeholders.
Objective. To describe the patterns of technical errors found in NICE submissions and to pro-
vide an insight into the validation exercises carried out by the companies prior to submission.
Methods. All forty-one single technology appraisals (STAs) completed in 2017 by NICE were
reviewed and all were on medicines. The frequency of errors and information on their type,
magnitude, and impact was extracted from publicly available NICE documentation along with
the details of model validation methods used.
Results. Two STAs (5 percent) had no reported errors, nineteen (46 percent) had between one
and four errors, sixteen (39 percent) had between five and nine errors, and four (10 percent)
had more than ten errors. The most common errors were transcription errors (29 percent),
logic errors (29 percent), and computational errors (25 percent). All STAs went through at
least one type of validation. Moreover, errors that were notable enough were reported in
the final appraisal document (FAD) in eight (20 percent) of the STAs assessed but each of
these eight STAs received positive recommendations.
Conclusions. Technical errors are common in the economic models submitted to NICE.
Some errors were considered important enough to be reported in the FAD. Improvements
are needed in the model development process to ensure technical errors are kept to a
minimum.

Health technology assessment (HTA) agencies across Europe provide recommendations to
support payer and prescriber decisions on the adoption, reimbursement, and use of therapeu-
tic agents and devices (1). In England and Wales, the National Institute for Health and Care
Excellence (NICE) is responsible for assessing new and existing medical technologies from
both a health benefit and economic perspective. Ultimately, NICE makes recommendations
that guide the National Health Service (NHS) coverage and reimbursement decisions across
different disease areas. The NICE single technology appraisal (STA) process was introduced
in early 2005 as a mechanism to provide a prompt appraisal of new healthcare technologies.
This process aimed to better align the STA timelines with those adopted by the European
Medicines Agency to allow people in England and Wales to have faster access to the most cost-
effective treatments (1;2).

NICE relies on economic models, also known as decision analytic models, to inform its
funding recommendations. These models use an explicit mathematical framework which rep-
resents clinical decision problems and incorporates evidence from a variety of sources to esti-
mate costs and health outcomes(s) of the interventions under appraisal (2). For the STA
process, the models are developed by the company or a consulting organization subcontracted
by the company. Generally, models are built in Microsoft Excel, however the use of other soft-
ware tools is allowed (e.g. R, WinBugs) (2). Independent evidence review groups (ERGs), based
at academic centers and commissioned by NICE, are responsible for assessing and critiquing
the companies’ models (2). The robustness and credibility of the economic model and its
results are dependent on a number of factors including whether the structure adequately
reflects the underlying disease process, the best available evidence has been used to inform
the model, and whether the model is computationally accurate (2).

Model validity can be classified in many ways; however, key elements include face validity,
external validity, and technical or internal validity (3). Face validity relates to the validity of the
model concept and technique used. This must all be consistent with best practices established
as related to the modeling for a particular disease and its treatment. External validity
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determines whether or not the model correctly reflects reality and
technical or internal validity ensures that the model is doing what
it is intended to do, including that the logic is properly imple-
mented, with an absence of errors. The term “technical errors”
comes from this final type of validity. Our study focuses on tech-
nical errors which are more readily quantifiable whilst face valid-
ity and external validity are more subjective. These errors can
therefore be better operationalized. This approach is in line with
previous discussion about how to treat validation of economic
models in the absence of prescriptive guidelines for model devel-
opment (4). While errors are an inevitable part of the model
development process, there is a need for the submitting company
to eliminate all errors from their final submission and for aca-
demic ERGs to identify and correct any remaining errors
throughout the review process. To do so, both parties could
ensure validation strategies are in place to identify and avoid
errors but it is not clear to what extent this is currently the case.

Across several studies, it has been estimated that up to 94 per-
cent of large spreadsheet models have at least one technical error
(5). Whilst this study was not specific to health economic evalu-
ation, other works suggested that similar error rates are present in
models submitted to HTA agencies. More specifically, research
examining the quality of models submitted to the Australia’s
Pharmaceutical Benefit Advisory Committee (PBAC) in 2000
reported 37 percent of models had major flaws in technical
aspects of the model (6). The study was replicated at a later
date in 2008 and the analysis found 83 percent of models reviewed
by PBAC were “flawed in some respect” suggesting an increase
over time (7). For England and Wales, Trueman and Livings
(8) aimed to estimate the incidence of technical errors in eco-
nomic evaluations submitted by companies and appraised by
the ERGs. Over an unspecified time period, they report errors
in 39 of 102 (38 percent) STAs with a total of forty-seven errors.
However, their evaluation was limited to information recorded in
the committee minutes and did not include an assessment of ERG
reports and other publicly available documents.

To our knowledge, there are no recent systematic studies that
evaluated the technical errors identified in economic models
developed for NICE STAs. Our primary objectives were to quan-
tify the frequency, type, and implications of technical model
errors found by ERGs. We also considered it important to exam-
ine whether models have undergone some form of validation by
manufacturers, and therefore, a second objective was to identify
variation in types of validation methods present in the economic
models used in the STAs.

Methods

All NICE appraisals completed during 2017 were identified on the
NICE Web site. Out of these appraisals, we excluded a total of
thirty-eight, for the following reasons: terminated appraisals
(n = 12), multiple technology assessments (n = 10), any appraisals
that were not originally published in 2017 (n = 9), cancer drugs
fund rapid reconsiderations (n = 4), rapid reviews (n = 1), fast
track (n = 1), or any technology which was withdrawn from
assessment by the submitting company prior to a recommenda-
tion (n = 1). The remaining forty-one STAs were included in
our study (full details of included STAs are available in
Supplementary Material). All of the STAs were on medicines.
For each of the forty-one assessed STAs, all available documenta-
tion, including appraisal consultation documents (e.g. public
committee slides, committee papers, and notes), final appraisal

document (FAD), and any other applicable documentation (e.g.
company submission, ERG report, factual accuracy check), was
retrieved. NICE provided missing documentation that could not
be found on their Web site (e.g. TA457). Our analysis focused
on 2017 which was the latest year of data available at initiation
of the project. For this single year, we found and reviewed over
300 publicly available documents, including 41 ERG reports, 41
FADs, and multiple sets of public committee slides. This single-
year focus allowed us to conduct a systematic, in-depth evaluation
of available documents, all of the ERGs (n = 10), a variety of com-
panies, and all of the appraisal committees (n = 4).

The following information was extracted from each assessed
STA: the nonproprietary and brand name of the product being
appraised, company name, indication, disease category, ERG
name, model type, model validation activities reported by the
company, the number, type, and magnitude of errors, and
whether errors were reported in the FAD and the final NICE rec-
ommendation. The ERG reports were read in full for all forty-one
STAs and data were extracted by one investigator (DR) while a key
word search was performed on all other available documentation
(e.g. committee notes from first, second, third meetings, FAD) to
help identify additional technical errors discovered during the
STA appraisal process. In order to identify which words should
be used in this key word search, a sample of ten STAs, randomly
selected using randomizer software in Excel, was used to assess
the terms commonly used to describe errors. The final list of
key words included error(s), wrong, incorrect, discrepancy, dis-
crepancies, inconsistency, inconsistencies, omitted, omission, mis-
take(s), problem(s), and flaw(s).

In this study, a technical error was defined as an error which
results from the actions of a modeler during the development pro-
cess that is objectively incorrect. We did not consider differences
in opinion about the validity of assumptions underlying the
model as errors even if the ERG altered these assumptions due
to the subjective nature of these decisions. While ERGs would
often identify errors in the models, it is rare that they would
label them with a specific type (e.g. logic, transcription). We clas-
sified the type of each error based on all available information
about the nature of the error, its causes, and its impact on the
model. The errors were characterized as follows: computational,
logic, data handling, transcription, interpretation, other, or
unknown. A description of each error type and examples from
the data extraction are presented in Table 1. This classification
was in line with previous studies on errors in HTA modelling
(6;8). We also categorized technical errors as either minor or
major in accordance with the ERGs definition of each type of
error. If the specific terminology—“major” or “minor”—was not
used in the documentation but the ERG had made a clear state-
ment about the impact of the error on the incremental cost-
effectiveness ratio (ICER), this information was used to determine
the magnitude of the error. In cases where ERG comments were
not clear, the severity of errors was recorded as “not reported.”
The presence, type, and magnitude of errors were determined
by one investigator (DR) through a review of all publicly available
information. If the nature, type, or magnitude of the errors were
unclear, then other team members were consulted and a consen-
sus was reached on how the error should be coded.

Information on validation efforts by companies was extracted
in a similar fashion. The presence and nature of validation steps
undertaken were independently determined by one investigator
(DR). While there is no standard guidance for model validation,
for the purposes of this study, a taxonomy of validation types
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was constructed based on previous research. Validation practices
were classified as one of the following: the use of auditing soft-
ware, face validity, model behavior, internal consistency, external
consistency, cell-by-cell checks, internal peer review, external peer
review, internal double programming, external double program-
ming, cross-check inputs, cross-check outputs, clinical advisory
panel, economics advisory panel, and technical validation.
Descriptions of each validation type from the data extraction
are given in Table 2. To stay consistent, the validation types
were named and defined in line with research by Kim and
Thompson, Chilcott et al., and Trueman and Livings (3;7;8). As
with errors, the classification of validation efforts was indepen-
dently determined by one investigator and if the classification of
an error was unclear, then another member of the research
team was consulted.

Results

In terms of frequency of errors, the total number of errors across
the forty-one STAs was 198. Only two (5 percent) of the reviewed
STAs had no reported errors. Out of the forty-one STAs, nineteen
(46 percent) STAs had between one and four errors and sixteen
(39 percent) had between five and nine errors, four (10 percent)
had more than ten errors. The most common type of errors
included transcription (n = 58; 29 percent) and logic (n = 58; 29
percent) followed by computation (n = 50; 24 percent) and data
handling (n = 22; 21 percent). Errors were reported in the FAD
for eight (20 percent) STAs with one error per assessment.

In terms of the severity of errors, the ERGs listed only forty-
three (22 percent) as minor errors and nine (5 percent) as
major. The remaining 73 percent of errors were not classified as
minor or major by ERGs and not enough information about
the errors was provided for the authors to make this judgement.
These gaps in information stem from the lack of requirement
for ERGs to formally list or classify all errors they find according
to their impact. For example, in TA475, it is reported by the ERG
that “the company model suggests it applies a trial period of 16
weeks but due to a coding error it applies the secukinumab trial
period duration of 12 weeks,” and in TA489, it is reported by
the ERG that “the cost of a GP visit … uses the cost of a derma-
tologist visit instead of a GP visit.” Neither of these examples, like

the majority of descriptions of errors, included a classification of
the significance of the error and thus, could not be assessed by the
research team.

All forty-one STAs underwent some type of model validation.
Only five STAs had one (n = 1) type of validation, eighteen TAs
had more than one and less than four, and eighteen TAs had
between five and eight types of validation types conducted. The
most common validation methods used in the forty-one STAs
included external (12 percent, n = 18) and internal consistency
(9 percent, n = 13), cross-checked inputs (9 percent, n = 13) and
outputs (11 percent, n = 16), model behavior (9 percent, n = 14),
and a clinical advisory panel (10 percent, n = 15). The least
used validation methods were internal (1 percent, n = 1) and
external double programming (1 percent, n = 1). Only eleven of
the forty-one STAs explicitly stated that they had used a checklist
as a validation method. Checklist types included Tappenden and
Chilcott (n = 11), Philips et al. (n = 10), Drummond and Jefferson
(n = 9), and a few were listed as general or unspecified. Ten differ-
ent ERGs were responsible for assessing the company submis-
sions. No clear relationship between the use of validation
methods and occurrence of technical errors could be established
due to all models using some form of validation and the wide
variety and combination of approaches used.

Only three of the forty-one STAs were not recommended for
reimbursement. The main reasoning behind negative recommen-
dations by NICE included uncertainty in the modeling assump-
tions, concerns with the use of surrogate outcomes, and
conclusions that technologies did not provide value for money
according to established thresholds. All STAs with errors reported
in the FAD (n = 8), regardless if they were classified as “major” or
“minor” by the ERGs, received a positive recommendation. None
of the STAs that received a negative recommendation included
reasoning explicitly linked to errors but errors may have contrib-
uted to an uncertainty regarding modeling and value.

With regards to other characteristics, a total of twenty-six com-
panies were responsible for the forty-one STA submissions with
Bristol Myers-Squibb (n = 4), Amgen (n = 3), Eli Lilly (n = 3),
Roche (n = 3), and Janssen (n = 3) with the most submissions
per company. There were a variety of disease areas represented
in the STAs reviewed, including cancer (n = 25), blood and
immune system (n = 6), digestive system (n = 3), respiratory

Table 1. Description and examples of error types

Error types Description

Computationa Programming errors which are objectively incorrect
(e.g. failure to anchor cells correctly before application to column of data)

Logica Errors in the context of health economic evaluation
(e.g. illogical crossing of time to event curves such that a higher proportion of people are disease free than were initially alive)

Data handlinga Failure to handle the data appropriately
(e.g. interquartile ranges being used to calculate standard errors)

Transcriptiona Typographical errors occur either when transferring data between sources and model, or model and submission document

Interpretation Failure to interpret the data appropriately
(e.g. the direction of an odds ratio from a meta-analysis was incorrectly interpreted during translation into a treatment effect within a
model)

Unknowna Error causes could not be determined

Other Errors that do not fall in the above classification
(e.g. incorrect text citation provided, preventing the ERG from verifying the evidence supporting model assumptions)

aInformed by Chilcott et al. and Trueman and Livings (7;8).
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(n = 3), central nervous system (n = 1), eye (n = 1), endocrine sys-
tem (n = 1), and infectious diseases (n = 1). The most commonly
used models were Markov (n = 14), Partitioned (n = 13), a combi-
nation of two or more models (n = 5), Semi-Markov (n = 3),
Discrete Event Simulation (DES) (n = 3), and others (n = 3).

From a disease area perspective, cancer appraisals had the
highest total number appraisals with an average of 4.7 errors
per appraisal. Other disease areas had limited counts but had
the following average number of errors per appraisal: digestive
system (mean 7.6), infectious (mean 7), respiratory (mean 6.7),
blood and immune system (mean 4.6), central nervous system
(mean 1), endocrine (mean 1), and eye (mean 1). In terms of
errors reported in the FAD, we found one error per appraisal
for each disease area apart from eye which had none.

In terms of model types, Markov models had 4.2 errors per
appraisal and partitioned models had 3.2 per appraisal. Of the
model types which were used less frequently, DES had 12 errors
per appraisal which was the highest across the model types,
other models had 7.3 per appraisal, and semi-Markov models
had 7 errors per appraisal. Where more than one type of model
was used within a submission, the average number of errors
was 6.4.

Discussion

In this study, we found that the number of technical errors in eco-
nomic models submitted by companies to NICE in STAs is high,
and for 2017, all but one of the companies’ models contained one
or more errors. Of the forty-one STAs that were reviewed, there
were a total of 198 errors identified with an average of 4.8 errors

per submission. These findings suggest that errors are more com-
mon in STAs submitted to NICE than may have been suggested
by earlier work (8) and are higher than has been reported for
other international agencies (6;7). This high number of errors
were present despite the widespread use of validation and suggests
that current methods of validation are not adequately eliminating
errors prior to submission. When the type of errors is examined,
the majority are from transcription, data handling, and computa-
tion categories and these are errors that could be identified and
corrected by in-depth validation methods. Our initial intent was
to examine whether there was a relationship between methods
of validation and the number of type of errors present in
economic models but the range in type and combination of
validation methods meant this was not possible.

The large number of errors seen in company submissions pre-
sents issues for appraisal processes. For ERGs, identifying and fix-
ing errors within models is time consuming and resource
intensive, and if a large number of errors are present, this may
reduce a committee’s confidence in the submission provided by
a company or lead to extended timelines due to the need for addi-
tional consultations. This is an important set of findings, and
stakeholders across HTA in England and more widely should con-
sider how errors can be identified and eliminated prior to review
within the HTA processes.

Alongside findings on the number and type of errors, there
appears to be some evidence that some model types, like DES,
may have a higher number of errors. Our ability to make conclu-
sions on this is limited by the small sample size of the study but it
is worth considering whether these types of computationally com-
plex models are more prone to errors in design and coding (9).

Table 2. Description of validation types

Validation types Description

Model auditing toolsa Auditing software such as Operis Analysis Kit can simplify some aspects of quality control, allowing the analyst to focus on
more challenging aspects

Face validitya Testing model behavior meets expectations or simple “back-of-envelope” calculations and inclusion of key features of the
disease and interventionb

Model behaviora Check whether parameter changes in model have appropriate effect on outcomes (e.g. stress testing, extreme value testing,
scenario analysis)

Internal consistencya Also known as internal validation, it compares model outputs with data used in the model-building processb

External consistencya Also known as prospective validation or external validation, this type of validation uses extended follow-up data from the
studies that informed the model or utilizes data sources not used in the model-building process, respectivelyb

Cell-by-cell checksa Usually performed by the original analyst

Internal peer reviewa Testing performed by an analyst not external to the model development process

External peer reviewa Testing performed by analyst external to model development

Internal double
programming a

Re-programming of model by original analyst

External double
programminga

Testing performed by analyst external to model development

Cross-check inputsa Cross-check of model inputs and data sources

Cross-check outputsa Cross-check model outputs and corresponding documents and reports

Clinical advisory panel Clinical experts consulted on methods and inputs used (usually in the form of workshops and ad-hoc consultations)

Economics advisory panel Economics experts consulted on methods and inputs used (usually in the form of workshops and ad-hoc consultations)

Technical validation Internal quality control and validation performed by external consultancy

aInformed by Chilcott et al. and Trueman and Livings (7;8).
bInformed by research from Kim and Thompson (3).
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Also, it appears that disease areas with more complex natural his-
tories, for example, for digestive or respiratory systems compared
to cancer, may have a higher number of errors. Again, this should
be interpreted with reference to the small number of cases within
the disease area. For both model type and disease area, validation
in these highlighted areas may need particular focus.

A key strength of this study is that for the year of the analysis,
all publicly available documents were systematically reviewed to
identify errors in models submitted to NICE as part of the tech-
nology appraisal process. The benefit from this in-depth and thor-
ough review of all available documentation may be the reason that
a higher number of errors were identified in this study and this
was a key rationale for using this approach. Prior studies have
relied on a more superficial review of a higher number of apprais-
als and this may have led them to underreport errors (8). The use
of this approach does, however, introduce some limitations that
should be considered. With a single year of data, we are not
able to assess whether this level of errors is consistent over time
or whether there are important trends across years in changing
numbers and types of errors. In addition, the association of the
number and type of errors with particular characteristics of the
STAs could not be assessed due to small cell counts and a lack
of inferential power once characteristics of the forty-one STAs
were tabulated. For example, it would be valuable to know if com-
panies have varying numbers or types of errors, whether there are
varying levels of identification across ERGs or committees, or if
other characteristics (e.g. proximity of base case ICER to thresh-
olds) had systematic differences, but this was not possible.

Another limitation relates to our use of published documenta-
tion, as we had no access to submitted models or confidential
information. This is problematic for several reasons. First, the fre-
quency and type of errors shown in this paper reflect errors that
were identified during review in the appraisal process. It is possi-
ble that some errors were not identified during review and the
true number of errors within submission may be higher than is
reported here. This may particularly be the case where errors
are not prominent or do not impact the functionality and face
validity of results. ERGs also grouped some similar errors in
their descriptions rather than fully outlining each individual
error and this supports the idea that the total number of errors
is underreported here. Second, our approach meant we were reli-
ant on the ERG description of an error for classification of the
importance of an error and there is a high level of variability in
reporting. As our results show, this means an assessment of
impact could not be made for the majority of errors and this is
problematic both for research and the process of review in the
real world. Taken together, this limitation means our study may
underreport the number of errors and may underestimate the fre-
quency of major errors.

There were also some limitations related to other parts of our
methodology. A single reviewer extracted information and
reported errors from available documentation and the majority
of errors were coded by this reviewer. Duplication of review
may have been a preferable approach but significant problems
related to this approach were addressed by consulting with a sec-
ond reviewer if the appropriateness of including an error or its
classification was unclear to the first reviewer.

Despite these limitations, our findings can provide several rec-
ommendations regarding validation and errors in submissions to
NICE and can provide guidance on future research. Given the
increasing complexity and computational requirements of models
developed for NICE and the increased capability demands for the

STA program, the need for companies to reduce the number of
errors in submissions is evident. To this end, there have been a
number of validation techniques that have been developed in
recent years. Compared to earlier approaches, these newer tech-
niques better capture the increasing complexity of economic
modeling software used by companies in their STA submissions
and they provide structured ways to validate models. In our
study, one of the STAs noted the use of a validation technique
that was developed in the 1980s, which no longer seems appropri-
ate. Whilst older validation techniques can provide a strong base
to assess some aspects of validity, they lack reference to modeling
software which is used today and do not cover checking of pro-
gram coding which is increasingly required. Thus, companies
should transition to using structured approaches which capture
the complexity of modern economic modeling and which are
the most appropriate validation techniques for their given
model. In addition, the scale of errors suggests that independent,
confidential model review processes may be needed to ensure
internal validity of models prior to HTA submission. If NICE
or other HTA agencies were to encourage this or make this a
requirement of submission, they could help standardize validation
approaches that are used and increase transparency and speed of
validation during ERG review.

Additionally, our findings suggest that guidance on the
description and assessment of errors as minor or major may be
useful for NICE and HTA agencies with similar systems. It was
not possible to assess the magnitude of errors with current report-
ing for the majority of errors and identifying whether errors were
minor or major could provide useful context to appraisal commit-
tees. It could also be useful to outline criteria for when an error
should be reported in a FAD and provide more context for
their inclusion. Few errors in FAD were highlighted as major,
and in some cases, errors identified as minor were included in
the FAD and it was not clear why their inclusion was deemed nec-
essary. Further information on this would provide clarity on the
importance of the error and the reasons for its inclusion in a FAD.

Finally, we recommend that further research extends this line
of work and addresses outstanding questions that will help pro-
vide a more informed understanding of errors within NICE pro-
cesses and HTA in other settings. Conducting reviews of
additional years of NICE STAs would be able to capture whether
there are trends in errors and validation over time and would also
build a larger sample which could be used to test associations
between errors and the characteristics of STAs. HTA agencies in
other jurisdictions may also be interested in replicating this
work for submissions of economic models to their own processes
to confirm whether trends are present across settings.

Conclusions

Our findings demonstrate that despite widespread use of validation
exercises, almost all economic models in STAs had errors, and in
several STAs, these errors were significant enough to be reported
in the FAD. Economic models have become an integral part of
the modern decision-making process in healthcare policy (10).
The frequency, magnitude, and severity of the errors found in
such models submitted to NICE underscore the need for more rig-
orous systematic validation efforts. Consideration is needed of what
role NICE should play in this move to standardized procedures for
model validations and how to monitor the impact of changes.
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